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Abstract .  Let X1,X2,... be a time-homogeneous {0,1}-valued Markov 
chain. Let F0 be the event that l runs of "0" of length r occur and let F1 
be the event that m runs of "1" of length k occur in the sequence X1, X2, . . . .  
We obtained the recurrence relations of the probability generating functions of 
the distributions of the waiting time for the sooner and later occurring events 
between F0 and /;1 by the non-overlapping way of counting and overlapping 
way of counting. We also obtained the recurrence relations of the probability 
generating functions of the distributions of the sooner and later waiting time 
by the non-overlapping way of counting of "0"-runs of length r or more and 
"l"-runs of length k or more. 

Key words and phrases: Sooner and later problems, discrete distribution, 
Markov chain, recurrence relations, overlapping, non-overlapping, non-over- 
lapping "0"-runs of length r or more, generalized probability generating func- 
tion. 

i .  Introduction 

Since the introduction of the geometric distribution of order k by Philippou et 
al. (1983), discrete distributions of order k and their generalizations have received 
a great deal of attention. Some of the results were applied to problems on the 
reliability of the consecutive-k-out-of-n:F system by many authors (Koutras and 
Papastavridis (1993), Godbole (1993), Fu and Zoutras (1994a) and references 
therein). The geometric distribution of order k is one of the simplest waiting time 
distributions. Several waiting time problems have been studied by many authors 
in more general situations (Ebneshahrashoob and Sobel (1990), Aki (1992), Aki 
and Hirano (1989, 1993), Balasubramanian et al. (1993), ~ and Zoutras (1994b), 
Mohanty (1994) and references therein). 

An interesting class of waiting time problems was proposed by 
Ebneshahrashoob and Sobel (1990). They obtained the probability generating 
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functions (p.g.f.) of the waiting time distributions for a run of "0" of length r or 
(and) a run of "1" of length k whichever comes sooner (later) when the sequence 
X1, X2, . . .  is constructed from Bernoulli trials, that is, X 's  are i.i.d, and {0, 1}- 
valued random variables. Aki and Hirano (1993) obtained the p.g.f.s of the distri- 
butions of the sooner and later waiting time for the same event as Ebneshahrashoob 
and Sobel (1990) in the following Markov chain. 

Let X0, X1, X2 , . . .  be a time-homogeneous {0, 1}-valued Markov chain defined 
by P(Xo  = O) = Po, P (Xo  = 1) = Pl and for i = 0, 1, 2 , . . . ,  P(Xi+I  = 0 I xi = 
o) = poo, P(Xi+m = 1 [ x i  = o) = poL, P ( X i + l  = o [ x i  = 1) = pl0 and 
P(Xi+l  = 1 ] X~ = 1) = p11, where 0 < p00 < 1, 0 < P l l  < 1. 

Let F0 be the event that I runs of "0" of length r occur and let F1 be the 
event that  m runs of "1" of length k occur in the sequence X1, X2 , . . . .  In this 
paper, we consider the recurrence relations of the p.g.f.s of the distributions of the 
sooner and later waiting time between F0 and F1 by the non-overlapping way of 
counting and by the overlapping way of counting in the Markov chain. We also 
obtain the recurrence relations of the p.g.f.s of the distributions of the sooner and 
later waiting time by the non-overlapping way of counting of "O"-runs of length r 
or more and "1"-runs of length k or more in the Markov chain. 

In Section 2, we firstly obtain the recurrence relations of the p.g.f.s of the 
sooner waiting time distributions between F0 and FL by the non-overlapping way 
of counting (in the sense of Feller (1968), Chapter XIII) in the Markov chain. Next, 
we have the p.g.f.s of the distribution of the waiting time for the occurring event F0 
and Ft  by the non-overlapping way of counting in the Markov chain, respectively. 
At last, we give the recurrence relations of the p.g.f.s of the later waiting time 
distributions between F0 and FI by the non-overlapping way of counting in the 
Markov chain. In Section 3, we consider the recurrence relations of the p.g.f.s 
of the sooner and the later waiting time distributions between F0 and F1 by the 
overlapping way of counting (in the sense of Ling (1988)) in the Markov chain. In 
Section 4, we consider the recurrence relations of the p.g.f.s of the distributions 
of the sooner and later waiting time by the non-overlapping way of counting of 
"0"-runs of length r or more and "1"-runs of length k or more (in the sense of 
Goldstein (1990)) in the Markov chain. 

Our results in this paper are not only general and new but also suitable for 
numerical and symbolic calculations by means of the computer algebra system, 
for example, the REDUCE (Hearn (1984)) system. In particular, when r, s, l and 
m are given, we can obtain the probability mass function (p.m.f.), expectation 
and variance of the distribution of the sooner and later waiting time by using the 
computer algebra system. In the final section, we introduce an application of the 
sooner waiting time by the overlapping way of counting in a two-state Markov 
chain. For the derivation of the main part of the results, we used the method of 
generalized p.g.f. (el. Ebneshahrashoob and Sobel (1990)). 

2. Non-overlapping way of counting 

2.1 Sooner waiting time problem 
Let F0 be the event that l runs of "0" of length r occur by the non-overlapping 

way of counting and let F1 be the event that m runs of "1" of length k occur by 
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the same way of counting in the sequence X1, X2, . . . .  Let r be the waiting t ime 
for the sooner occurring event between F0 and F1. Let ¢(t) be the p.g.f, of the 
distribution of the waiting t ime r .  Let {(t) and ~b(t) be the p.g.f, of the conditional 
distribution of the waiting t ime r given tha t  X0 = 0 and Xo = 1, respectively. 
Let to be an arbi t rary positive integer and let x(a, b, c, d; t) be the p.g.f, of the 
conditional distribution of r -  to given tha t  a non-overlapping runs of "0" of length 
r and b non-overlapping runs of "1" of length k have occurred until the t0-th trial 
and at the t0-th trial a run of "c(= 0 or 1)" of length d has just  occurred, where 
if a run of "0" of length r has just  occurred at the t0-th trial, we denote tha t  
(c, d) = (0, 0) and if a run of "1" of length k has just  occurred at the t0-th trial, 
we denote tha t  (c, d) = (1, 0), tha t  is, if c = 0 then d = 0, 1 , . . . ,  r - 1 and if c = 1 
then d = 0, 1 , . . . ,  k - 1. We also note tha t  x(a, b, c, d; t) does not depend on to. 
Then,  ¢(t),  ~(t), ¢( t ) ,  x(a, b, c, d; t) satisfy the following system of equations: 

(2.1) ¢(t) = pod(t) + pl~b(t), 

(2.2) ~(t) = Pootx(O, O, O, 1) + postx(O, O, 1, 1), 

(2.3) ~b(t) = plotx(O, O, O, 1) + putx(O, O, 1, 1), 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

x(a, 

x(a, 

x(a, 

x(a, 

b, O, 1) = Pootx(a, b, O, 2) + Poltx(a, b, 1, 1), 

b, O, 2) = Pootx(a, b, O, 3) + poltx(a, b, 1, 1), 

b, O, r - 1) = Pootx(a + 1, b, O, O) + pmtx(a,  b, 1, 1), 
for a = 0 , 1 , . . . , / - 1 ,  b = O ,  1 , . . . , m - 1 ,  

b, 1, 1) = PlOtX(a, b, O, 1) + plltx(a, b, 1, 2), 

b, 1, 2) = plotx(a, b, O, 1) + pll tx(a,  b, 1, 3), 

b, 1, k - 1) = plotx(a, b, O, 1) + pll tx(a,  b + 1, 1, 0), 
for a = 0 , 1 , . . . , l - 1 ,  b = O ,  1 , . . . , m - 1 ,  

x(a, b, O, O) = Pootx(a, b, O, 1) + poltx(a, b, 1, 1), 

for a = 1 , 2 , . . . , I - - 1 ,  b =  0 , 1 , . . . , m - 1 ,  

x(a, b, 1, O) = Plotx(a, b, O, 1) + PlltX(a, b, 1, 1), 

for a = 0 , 1 , . . . , 1 - 1 ,  b = 1 , 2 , . . , m - l ,  

x(l, b, O, O) = l, for b =  O, 1 , . . . , m -  1, 

x(a, m, l, 0) = l, for a = 0 , 1 , . . . , / -  1. 

(2.s) 
(2.9) 
From (2.2), (2.3), (2.4) and (2.5), we obtain 

{(t) = Al  (t)x(1, O, O, O) + A2(t)x(O, 1, 1, 0), 
¢(t)  = Bl  (t)x(1, 0, O, O) + B2(t)x(O, 1, 1,0), 

where 

A~(t) = C(t)  [(poot) ~ 
1 ] 

+ (polt) (>oO(pooO ~ 1/ 
1 - - p n t  j 
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A2 (t) = C(t) 

Ba(t) = C(t)  

B~(t) = C(t)  

c ( t )  = 
1 - ( P o o r )  r-1 

1 (Polt) 
1 - P o o t  

1 - (p0ot) r (po¢) (p lx t )k- i  l 
1 - Poor 

[ 1 -  (pnt)k (Plot)(Poot)r-1 l 

[(Pl0t) 1 - ( P o o t ) r - l ( P o l t ) ( P l l t ) k _  1 -}-(Pllt)k 1 
1 -- POOr 

1 

1 - (pn t )  k-1 (plot) 
1 - pil t  

From (2.4), (2.5), (2.6) and (2.7), we obtain 

x(a, b, 0, 0) = Ax(t)x(a + 1, b, O, O) + A2(t)x(a, b + 1, 1, 0), 
for a = l , 2 , . . . , l - 1 ,  b = 0 , 1 , . . . , m - 1 ,  

x(a, b, 1, O) = Bi (t)x(a + 1, b, O, O) + B2(t)x(a, b + 1, 1, 0), 

for a=O, 1 , . . . , l - 1 ,  b = 1 , 2 , . . . , m - 1 .  

Hence, we obtain 

THEOREM 2.1. The p.g.f. ¢(t) satisfies the following recurrence relation 

¢(t) = pod(t) + pie(t) ,  
~(t) = Al(t)x(1, 0, 0, 0) + A2(t)x(O, 1, 1, 0), 

¢(t) = Bl (t)x(1, O, O, O) + B2(t)x(O, 1, 1,0), 
x(a,b,O,O) = Al ( t )x (a+ 1, b, 0,0) +A2( t )x (a ,b+ 1, 1,0), 

for a =  l , 2 , . . . , I - 1 ,  b=O, 1 , . . . , m - 1 ,  
x(a, b, 1, O) = Bl (t)x(a + 1, b, 0, 0) + B2(t)x(a, b ÷ 1, 1, 0), 

for a = 0 , 1 , . . . , l - 1 ,  b = l , 2 , . . . , m - 1 ,  

x( l ,b ,O,O)=l,  for b=O, 1 , . . . , m - 1 ,  
x ( a , m , l , 0 ) =  l, for a = 0 , 1 , . . . , 1 - 1 .  

Remark. In Theorem 2.1, setting Poo = Plo = q, P m =  P n  = P, l = m = 1, 
x(1, 0, 0, 0) = x, x(0, 1, 1, 0) = y, we have the equation (2) of Ebneshahrashoob 
and Sobel (1990). 

2.2 Later waiting time problem 
In this subsection, firstly, we consider the p.g.fi of the waiting t ime for the 

occurrence of the event Fo. Let 70 be the waiting t ime for the occurrence of the 
event Fo. Let ~o(t) be the p.g.f, of the distribution of To. Let ~(t) and ¢( t )  be the 
p.g.f, of the conditional distribution of the waiting t ime To given tha t  Xo = 0 and 
Xo = 1, respectively. Let to be an arbi t rary positive integer and let y(a, c, d; t) be 
the p.g.f, of the conditional distribution of To - to given tha t  a non-overlapping 
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runs of "0" of length  r have occurred unti l  the  to-th trial  and  at the  to-th trial  a 
run  of "c(= 0 or 1)" of length  d has just  occurred,  where if a run  of "0" of length  r 
has just  occurred at the  to-th trial, we denote  t ha t  (c, d) = (0, 0), tha t  is, if c = 0 
then  d = 0, 1 , . . . ,  r - 1 and if c = 1 then  d = 1. We also note  tha t  y(a, c, d; t) does 
not  depend  on to. Then,  po(t) ,  ~(t), ¢( t ) ,  y(a, c, d; t) satisfy the  following sys tem 
of equations:  

(2.10) 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

(2.15) 

v o ( t )  = ; o d t )  + p l y ( t ) ,  

~(t) ---- Pooty(O, O, 1) + Polly(0, 1, 1), 

¢(t) = ploty(O, O, 1) + pnty(O, 1, 1), 

y(a, 0,1) =Pooty(a,O, 2)+pol ty (a , l ,1 ) ,  

y(a,O,2)=Pooty(a,O,3)+Polty(a, l ,1) ,  

y ( a , O , r -  1 )=Poo ty (a+l ,0 ,  O)+Polty(a, l ,1) ,  
for a = 0 , 1 , . . . , I -  1, 

y(a, 1, 1) --PlOty(a,O, 1 ) + p n t y ( a , l , 1 ) ,  

y(a,O,O)=Pooty(a,O, 1)+pol ty (a , l ,1 ) ,  

(2.16) x(l, O, O) = 1. 

for a = 0 , 1 , . . . , l - 1 ,  

for a = l , 2 , . . . , 1 - 1 ,  

From (2.11), (2.12), (2.13) and (2.14), we obta in  

plot ) (Poot)r_ly(1,0,0), ~(t)  -~ C l ( t )  Poo ~, + Polt 1 - p n t  

¢(t )  = Cl( t )  1 plot (Poot)~_ly(1, 0, 0), 
- p n t  

where 

C l ( t )  = 

- (plOt) " 
1 (P°°t)r-1 (polt) f--~nlt 

1 - 1 - Poor 

From (2.13), (2.14) and (2.15), we obta in  

(2.17) y (a ,O ,O)  : C1(~)(P00 t ~- p01~-i £1°A_ Pl] ~) ( P o o t ) r - l y ( a - ~  - 1,0,0) 

for a =  1 , 2 , . . . , l -  1. 

From (2.16), (2.17), we obta in  

y ,00 = ( oo,÷po  x 1] ,-1 
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Hence, we obtain 

PROPOSITION 2.1. The p.g.f. ~o(t) is given by 

~o(t) = Cl(t) [po (poot + polt l  Pl°t 
- p l l t  / + p l - -  

x [ C l ( t ) ( P o o t + p o l t - -  

ptot 1 
1 Z ~ l t J  (P°°t)~-i 

Plot ~ (Foot)r--i] I-1 

Similarly, we obtain 

PROPOSITION 2.2. The p.g.f. ~x(t) of the distribution of the waiting time for 
the occurrence of the event [;1 is given by 

[ ,o.___._, ( 1 
P01 t "~ (Pllt)k__l] 'rn-1 X [C2(t) (Pllt-}-plOtl~Poot/] 

where 
c~(~)  = 

_ 1 - (pl l t )  k-1 (plot) (polt) " 
1 - p l l t  1 - Poor 

Remark. In Proposi t ion 2.2, sett ing P00 = Plo = q, Pol = P l l  = P, m = 1, we 
have Lemma 2.2 of Phil ippou et al. (1983). 

Next,  we consider the p.g.f, of the distr ibution of the waiting time for the 
later occurring event between Fo and F1. Let ~- be the waiting t ime for the later 
occurring event between Fo and FI. Let ¢(t) be the p.g.f, of the distr ibution of 
the waiting t ime 7. Let ~(t) and ~b(t) be the p.g.f, of the conditional distr ibution 
of the waiting t ime ~- given that  Xo = 0 and Xo = 1, respectively. Then, we have 

THEOREM 2.2. The p.g.f. ¢(t) satisfies the following recurrence relation 

¢(t) = ; o d t )  + p ~ ( t ) ,  
¢(t) : A~(t)~(1,  o, o, o) + A~(t)x(O, 1, 1, 0), 
~( t )  = B~(t)x(X, O, O, O) + B~(t)~(O, 1, 1, 0), 
x(a, b, O, O) = Al( t )x(a + 1, b, 0, 0) + A2(t)x(a, b + 1, 1, 0), 

for a = 1 , 2 , . . . , I - 1 ,  b = O , l , . . . , m - 1 ,  

x(a, b, 1, 0) = Bl (t)x(a + 1, b, 0, 0) -t- B2(t)x(a, b + 1, 1, 0), 
for a = 0 , 1 , . . . , 1 - 1 ,  b = 1 , 2 , . . . , m - 1 ,  

polt C2(t)(pllt)k_l 
x(l, b, O, O) -- 1 - Poor 
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[( polt ) C2(t)(p~t)k_~l~-b-1 
• P z l t  + p~ot i - P o o r ]  

for b = 0 , 1 , . . . , m -  1, 

plot Cl(t)(Poot)r-1 x(a, m, 1, O) - 1 - pl l t  

• [(Poot+polt  i ~Zlt/IplOt ~Cl(t)(Poot)~_l] t -~-I  , 

for a = 0 , 1 , . . . , l - 1 .  

PROOF. In Theorem 2.1, x(1, b, 0, 0) can be regarded as a marker which means 
tha t  the event F0 occurs sooner and by tha t  t ime b runs of "1" of length k have 
occurred. From the marker, we can see tha t  the later occurring event is F1 and 
tha t  m - b runs of "1" of length k must occur. In Proposit ion 2.2, sett ing ~z(t) = 
~l( t ;p0,  m), we have 

x ( l ,  b, O, O) = ~1 (t; 1, m - b). 

Similarly, in Proposit ion 2.1, sett ing ~0(t) = ~0(t;p~, l), we have 

x(a,m,  1,0) = ~o(t; 1,1 - a). 

This completes the proof• 

Remark. In Theorem 2.2, setting 1 = m = 1, we have Theorem 2.2 of Aki 
and Hirano (1993)• 

3. Overlapping way of counting 

3.1 Sooner waiting time problem 
Let F0 be the event tha t  I runs of "0" of length r occur by the overlapping way 

of counting and let Fz be the event tha t  m runs of "1" of length k occur by the 
same way of counting• Let ~- be the waiting t ime for the sooner occurring event 
between F0 and F1. Let ¢(t) be the p.g.f, of the distr ibution of the waiting t ime 
~-. Let ~(t) and ¢(t)  be the p.g.f, of the conditional distribution of the waiting 
time ; given tha t  Xo = 0 and Xo = 1, respectively. Let to be an arbi t rary positive 
integer and let x(a, b, c, d; t) be the p.g.f, of the conditional distr ibution of ~- - to 
given tha t  a overlapping runs of "0" of length r and b overlapping runs of "1" of 
length k have occurred until  the t0-th trial and at the to-th trial a run of "c(= 0 
or 1)" of length d has just  occurred, where if c = 0 then  d = 1, 2 , . . . ,  r - 1 and if 
c = 1 then d = 1, 2 , . . . ,  k - 1. We also note tha t  x(a, b, c, d; t) does not depend on 
t0. Then, ¢(t), ~(t), g?(t), x(a, b, c, d; t) satisfy the following system of equations: 

(3.1) 
(3.2) 
(3.3) 

¢(t) = pod(t) + p ie ( t ) ,  
~(t) = pootx(0, 0, 0,1) + p0itx(0, 0, 1, 1), 
~)(t) = Pl0tZ(0, 0, 0, 1) + plltz(O, 0, 1, 1), 
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(3.4) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

z(a, b, 
x(a, b,. 

t x(a, b, 

z(a, b, 
x(a, b, 

0, 1) = Pootx(a, b, O, 2) + p m t x ( a ,  b, 1, 1), 

0, 2) = Pootx(a, b, O, 3) + pol tx (a ,  b, 1, 1), 

0, r - 1) = Pootx(a + 1, b, O, r - 1) + p m t x ( a ,  b, 1, 1), 
for a - - 0 , 1 , . . . , I - 1 ,  b = 0 , 1 , . . . , m - 1 ,  

1, 1) = Plotx(a ,  b, O, 1) + Pll tZ(a,  b, 1, 2), 

1, 2) = Plotx(a ,  b, O, 1) + p n t z ( a ,  b, 1, 3), 

x(a,  b, 1, k - 1) = plo tx (a ,  b, O, 1) + p n t x ( a ,  b + 1, 1, k - 1), 
for a = 0 , 1 , . . . , l - 1 ,  b = 0 , 1 , . . . , m - 1 ,  

x(a,  b, O, r - 1) = Pootx(a + 1, b, O, r - 1) + Pol tx(a ,  b, 1, 1), 

for a = 1 , 2 , . . . , I - 1 ,  b = 0 , 1 , . . . , m - 1 ,  

x(a,  b, 1, k - 1) = plo tx (a ,  b, O, 1) + p n t x ( a ,  b + 1, 1, k - 1), 

for a = 0 , 1 , . . . , 1 - 1 ,  b = l , 2 , . . . , m - 1 ,  

x(1, b , O , r - 1 ) =  l,  for b = 0 , 1 , . . . , m - 1 ,  

x ( a , m , l , k - 1 ) = l ,  for a = 0 , 1 , . . . , I - 1 .  

From (3.2), (3.3), (3.4) and (3.5), we obtain 

~(t) = A l ( t ) x ( 1 ,  O, O, r - 1) + A2(t)x(O, 1, 1, k - 1), 

¢( t )  = B l ( t ) x ( 1 ,  O, O, r - 1) + B2(t)x(O,  1, 1, k - 1). 

Prom (3.4), (3.5), (3.6) and (3.7), we obtain 

x ( a , b , O , r -  1) = D l ( t ) x ( a +  1, b, 0, r -  1 ) + D 2 ( t ) x ( a , b +  1,1, k -  1), 

for a = 1 , 2 , . . . , I - 1 ,  b = 0,1, .  .. , m  - 1 ,  

z ( a , b , l , k -  1) = G l ( t ) z ( a  + 1,b, 0, r -  1) + G 2 ( t ) z ( a , b +  1, 1, k -  1), 

for a = 0 , 1 , . . . , / - 1 ,  b = l , 2 , . . . , r n - 1 ,  

where 

1 -- (Pllt)  k-1 
Dl (t) = poot + C(t)polt  

1 -- p l l t  

D2 (t) = C( t )pmt (P lx t )  k - l ,  

Gl (t) = c(t)(plot)(poor) r-~, 

1 - (Poor) r-1 
G2 (t) = C(t )  (PlOt) 

(plot) (P0ot) r - l ,  

(Pol t ) (Pl l t )  k-1 "~- P11t. 
1 -- POOr 

Hence, we obtain 
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THEOREM 3.1. The p.g.f. ¢(t) satisfies the following recurrence relation 

¢(t) = pod(t) + p i e ( t ) ,  

~(t) = Al(t)x(1,  O, 0, r - 1) + A2(t)x(O, 1, 1, k - 1), 

¢(t) = Ba(t)x(1, O, 0, r - 1) + B2(t)x(O, 1, 1, k - 1), 

x ( a , b , O , r -  1) = Di( t ) x (a+  1, b , O , r -  1 ) + D 2 ( t ) x ( a , b +  1,1, k -  1), 

for a = l , 2 , . . . , 1 - 1 ,  b = O ,  1 , . . . , m - 1 ,  

x(a,b, 1, k -  1) = Gl( t ) x (a+ 1, b , O , r -  1) + G2(t)x(a,b + 1, 1, k - 1), 

for a = O ,  1 , . . . , l - 1 ,  b = l , 2 , . . . , m - 1 ,  

x(1, b , O , r - 1 ) = l ,  for b=O, 1 , . . . , m - 1 ,  

x ( a , m , l , k - 1 )  = l, for a = 0 , 1 , . . . , I - 1 .  

3.2 Later waiting time problem 
In this subsection, firstly, we consider the p.g.f, of the waiting t ime for the 

occurrence of the event F0. Let To be the waiting t ime for the occurrence of the 
event Fo. Let ~o(t) be the p.g.f, of the distribution of To. Let ~(t) and ~( t )  be the 
p.g.f, of the conditional distribution of the waiting t ime To given tha t  Xo = 0 and 
Xo = 1, respectively. Let to be an arbi t rary positive integer and let y(a, e, d; t) be 
the p.g.f, of the  conditional distribution of To - to given tha t  a overlapping runs 
of "0" of length r have occurred until the t0-th trial and at the to-th trial a run of 
"c(= 0 or 1)" of length d has just  occurred, where if c = 0 then d = 0, 1 , . . . ,  r - 1 
and if c = 1 then d -- 1. We also note tha t  y(a,c,d; t) does not depend on to. 
Then,  ~o(t), ~(t), ¢( t ) ,  y(a, c, d; t) satisfy the following system of equations: 

(3.1o)  o(t) = po (t) + p e(t), 
(3.11) ~(t) = Pooty(O, 0, 1) + POlty(O, 1, 1), 

(3.12)  ~)(t) ~- P l 0 t y ( 0 ,  0, 1) - ~ P l l t y ( 0 ,  1, 1), 

y(a, O, 1) = Pooty(a, O, 2) + pmty(a, 1, 1), 

y(a, 0, 2) = Pooty(a, 0, 3) + Polty(a, 1, 1), 
(3.13) 

y(a, O, r - 1) = Pooty(a + 1, O, r - 1) + POlty(a, 1, 1), 

for a =  0 , 1 , . . . , l -  1, 

(3.14) y(a , l ,1 )=plo ty (a ,O,  1 ) + p n t y ( a , l , 1 ) ,  for a = 0 , 1 , . . . , l - 1 ,  

(3.15) y(a, 0, r - 1) = Pooty(a + 1, 0, r - 1) + Polty(a, 1, 1), 

for a = 1 , 2 , . . . , I - 1 ,  

(3.16) y(l, O, O) = 1. 

From (3.11), (3.12), (3.13) and (3.14), we obtain 

( PlOt 
~(t) = C 1 (t) Poot+ POlt 1 - Pllt  ] (P°°t)r-ly(l '  O, r - 1), 

~(t) = C l ( t ) ~ ( P o o t ) r - l y ( 1 ,  O, r - 1). 
± - b - -  Pll 
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From (3.13), (3.14) and (3.15), we obtain 

p PlOt 
(3.17) y (a ,O , r -1 )=  ° ° t + C l ( t ) p ° l t l - p l l t  

SIGEO AKI 

- -  (pootF-J y(a 

for 

+ 1,0, r - 1), 

a = 1 , 2 , . . . , l -  1. 

From (3.16), (3.17), we obtain 

0, r - 1) = [Poor + Cm(t)Polt: _plo  y(1, 
F - Plmt 

Hence, we obtain 

PROPOSITION 3.1. The p.g.f. ~o(t) is gwen by 

po(t) = Cl(t) o Poot+Polt 1 ~ P l l t  / + P I  1 - p l l t  

Plot l-1 
x [Poot + Cl (t) l _-~11tPolt(Poot)~-L J 

_ _  (P00t)r_l] 1-1 

Similarly, we obtain 

PROPOSITION 3.2. The p.g.f. ~1 ( t ) of the distribution of the waiting time for 
the occurrence of the event F1 is given by 

[P p°lt + Pl ( p11t + l - poot 1 - - -  -~'~] ~l ( t )  = C2(t) _~aatPlOt) [ (Pllt) k-1 

× [ p l l t+c2( t )  lpO~lt J 

Remark. In Proposi t ion 3.2, sett ing Poo = Plo = q, POl = Pll  = P, m = r, we 
have Theorem 4.1 (b) of Ling (1989) and Theorem 4.1 of Hirano et al. (1991). 

Next, we consider the p.g.f, of the distr ibution of the waiting t ime for the 
later occurring event between Fo and F1. Let ~- be the waiting time for the later 
occurring event between Fo and F1. Let ¢(t) be the p.g.f, of the distr ibution of 
the waiting t ime ~-. Let ~(t) and ¢( t )  be the p.g.f, of the conditional distr ibution 
of the waiting time ~- given that  Xo = 0 and Xo = 1, respectively. Then, we have 

THEOREM 3.2. The p.g.f. ¢(t) satisfies the following recurrence relation 

¢(t) = pod(t) + pl¢(t), 
~(t) = Al(t)x(1,0, O,r -  1) + A2(t)x(O, 1, 1, k -  1), 

¢(t) = Bm(t)x(1,0, O,r - 1) + B2(t)x(O, 1, 1, k -  1), 
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x(a ,b ,O,r -  1 ) =  Dl(t)x(a + 1, b ,O,r -  1 ) +  D2(t)x(a,b+ 1, 1, k -  1), 

for a=  l , 2 , . . . , l - 1 ,  b=O, 1 , . . . , m - 1 ,  

x ( a , b , l , k -  1) = Gl(t)x(a+ 1, b ,O,r -  1 ) + G 2 ( t ) z ( a , b +  1,1, k -  1), 

for a = O , l , . . . , l - 1 ,  b= l , 2 , . . . , m - 1 ,  

[ ] POlt 
x ( l ,b ,O,r -1)  = ~ - / 1 -po0 tC2( t ) (p l l t )~ - l [  

• [Pllt-~-Plot-1 pOlt C2(t)(Pllt)k-1] m-b-1 
- P o o ~  

for b =  1 , 2 , . . . , m -  1, [ 1] 
x(a ,m, l ,O)= 1 - p n t  

. [Poot + pmt l  PlO t - ( t ) ( P o o t )  r 1]/ a--1 
- -  Pl l t  (1'1 

for a =  0 , 1 , . . . , l -  1. 

PROOF. In Theorem 3.1, x(l, b, O, r - 1) can be regarded as a marker which 
means tha t  the event F0 occurs sooner and by tha t  t ime b runs of "1" of length 
k have occurred. From the marker, we can see tha t  the later occurring event is 
F1 and tha t  m - b runs of "1" of length k must occur. In Proposit ion 3.2, sett ing 
~)1 (t) = ~1 (•; P0, ?Tt), we  have 

x( l ,b ,O,r -  1) = ~ l ( t ; 1 , m -  b). 

Similarly, in Proposit ion 3.1, setting ~o (t) = ~o (t; Pl, l), we have 

x(a,m, 1, k -  1) -- ~0(t; 1,1 - a). 

This completes the proof. 

4. Non-overlapping way of counting of "O"-runs of length r or more and "1"-runs of 
length k or more 

4.1 Sooner waiting time problem 
Let Fo be the event tha t  1 - 1 non-overlapping "0"-runs of length r or more 

occur and then a run of "0" of length r occurs and let F1 be the event tha t  m - 1 
non-overlapping 'T'-runs of length k or more occur and then  a run of "1" of length 
k occurs. Let ~- be the waiting t ime for the sooner occurring event between/To 
and F1. Let ¢(t) be the p.g.f, of the distribution of the waiting t ime ~-. Let ~(t) 
and ¢(t)  be the p.g.f, of the conditional distr ibution of the waiting t ime ~- given 
tha t  X0 -- 0 and Xo -- 1, respectively. Let to be an arbi t rary positive integer and 
let x(a, b, c, d; t) be the p.g.f, of the conditional distribution of ~- - to given tha t  a 
non-overlapping "O'-runs of length r or more and b non-overlapping "1"-runs of 
length k or more have occurred until the to-th trial and at the t0-th trial a run of 
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"c(= 0 or 1)" of length d has just  occurred, where if c = 0 then d = 1, 2 , . . .  ~ r and 
if c = 1 then d = 1, 2 , . . . ,  k. We also note that  x(a, b, c, d; t) does not depend on 
to. Then, ¢(t), ~(t), ¢( t) ,  x(a, b, c, d; t) satisfy the following system of equations: 

(4.1) ¢(t) = pod(t) + p l¢( t ) ,  

(4.2) ~(t) = Pootx(O, O, O, 1) + P01tx(0, 0, 1, 1), 

(4.3) ¢( t )  = pzotx(O, O, O, 1) + P11tx(O, O, 1, 1), 

x(a, b, O, 1) = Pootx(a, b, O, 2) + poltx(a, b, 1, 1), 

x(a, b, O, 2) = Pootx(a, b, O, 3) + poltx(a, b, 1, 1), 
(4.4) 

x(a,  a, o, r - 1) = pootx(a,  b, o, r) + po tx(a, b, 1,1), 
for a = 0 , 1 , . . . , I - 1 ,  b = 0 , 1 , . . . , m - 1 ,  

x(a, b, 1, 1) = Plotx(a, b, O, 1) + pl l tx (a ,  b, 1, 2), 

x(a, b, 1, 2) = plotx(a, b, O, 1) + pl l  tx(a, b, 1, 3), 
(4.5) 

x(a, b, 1, k - 1) = plotx(a, b, O, 1) + pll tX(a,  b, 1, k), 
for a = O ,  1 , . . . , I - 1 ,  b=O,  1 , . . . , m - 1 ,  

(4.6) x(a, b, O, r) = Pootx(a, b, 0, r) + Poltx(a + 1, b, 1, 1), 

for a = 0 , 1 , . . . , l - 2 ,  b = 0 , 1 , . . . , m - 1 ,  

(4.7) x(a, b, 1, k) = plotx(a, b + 1, 0, 1) + P11tx(a, b, 1, k), 

for a = 0 , 1 , . . . , 1 - 1 ,  b = 0 , 1 , . . . , m - 2 ,  

(4.8) x(l  - l, b, O, r) = l, for b = O , l , . . . , m - 1 ,  

(4.9) x ( a , m - l , l , k ) - - 1 ,  for a = O ,  1 , . . . , l - 1 .  

From (4.4), (4.5), (4.6) and (4.7), we obtain 

x(a, b, O, 1) = Hl( t ) x (a  + 1, b, 1, 1) + H2(t)x(a,  b + 1, 0, 1), 

for a = 0 , 1 , . . . , / - 2 ,  b = 0 , 1 , . . . , m - 2 ,  

x(a, b, 1, 1) = Iz( t )x(a  + 1, b, 1, 1) + I2(t)x(a, b + 1, O, 1), 

for a = O ,  1 , . . . , l - 2 ,  b = O ,  1 , . . . , m - 2 ,  

where 
pol t 

Hi ( t )  = C(t)(Poot) ~-1 1 - Poor' 

H2(t) = C(t )1  - (Poor) ~-1 (Polt)(Pllt)k_l 
1 -- POOr 

/ l ( t)  = C(t)1 - ( F l i t )  k-1 (Plo?~)(Poot)r_l 
1 - p11t 

plot 
I2(t) = C(t)(Pxlt)  k-1 1 - Pllt" 

plot 
1 -- P11t' 

Pol t 
1 - Poor ~ 
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F r o m  (4.4), (4.5), we ob ta in  

x ( l -  1, m -  1 ,0 ,1 )  = P l ( t ) x ( l -  1, m -  1,0, r) + P 2 ( t ) x ( l -  1, m -  1,1, k), 

x(l - 1, m - 1, 1, 1) = A1 (~;)x(l - -  1, m - 1, O, r) + Az(t)x(l  - 1, m - 1, 1, k), 

where  

r l  (t) = c ( t ) ( ; o0 tY  -1, 
1 - (Poor) r-1 r2(t) = c(t) 

1 - Poor 

Al( t )  = C(t) 1 - (Pl l t )  k-1 
1 - p n t  

A2(t) = C(f;)(Pllt) k-1. 

(Polt)(pl]t) k - l ,  

(Plot)(Poot) r - l ,  

F r o m  (4.4), (4.5) and  (4.7), we ob ta in  

x(l - 1, b,O, 1) = C l ( t ) x ( 1 -  1, b,O,r) + H2(t)x(l  - 1, b + 1,0, 1), 

x ( l -  1, b , l , 1 )  = A l ( t ) x ( l -  1, b, 0, r) + I 2 ( t ) x ( l -  1, b +  1 ,0 ,1 ) ,  

for b =  0 , 1 , . . . , m - 2 .  

F r o m  (4.4), (4.5) and  (4.6), we ob ta in  

x ( a , m -  1,0, 1) = H](t )x(a  + 1, m -  1, 1, 1) ÷ F 2 ( t ) x ( a , m -  1, 1, k), 

x(a, m - 1, 1, 1) = I i ( t )x (a  q- 1, m -- 1, 1, 1) + A2(t)x(a, m - 1, 1, k), 

for a = 0 , 1 , . . . , l - 2 .  

Hence,  we ob t a in  

THEOREM 4.1. The p.g.f. ¢(t) satisfies the following recurrence relation 

~(~) = p0~(t)  -~ pl~)(t) ,  

~(t) = Pootx(O, O, 0, 1) + PoltX(O, 0, 1, 1), 

¢(~) = PlOtX(O, O, 0, 1) + plltx(O, 0, 1, 1), 

x(a,b,O, 1) = H ] ( t ) x ( a +  1, b, 1, 1 ) + H 2 ( t ) x ( a , b +  1,0, 1), 

x(a, b, 1, 1) = I i ( t )x (a  + 1, b, 1, 1) + I2(t)x(a, b + 1, O, 1), 

for a = 0 , 1 , . . . , l - 2 ,  b = 0 , 1 , . . . , m - 2 ,  

x(l  - 1, b, 0, 1) = Vl ( t )x ( l  - 1, b, O, r) + H2(t)x(l  - 1, b + 1, 0, 1), 

x(l - 1, b, 1, 1) = A l ( t ) x ( l -  1, b,O,r) + I 2 ( t ) x ( l -  1, b + 1,0, 1), 

for b =  0 , 1 , . . . , m -  2, 

x ( a ,  m - 1, 0, 1) = g l ( t ) x ( a  + 1,  m - 1, 1, 1) + r2(t)x(a, m - 1, 1, k),  

x ( a , m -  1, 1, 1) = I i ( t )x (a  + 1, m -  1, 1,1) + A 2 ( t ) x ( a , m -  1, 1, k), 

for a =  0 , 1 , . . . , l - 2 ,  
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x ( 1 -  1 , m -  1,0, 1) = F l ( t ) x ( l -  1, m -  1,0, r) 

+ P2(t)x(1-  1 , m -  1, 1, k), 

x ( l -  1, m -  1, 1, 1) = Al(t)x(l  - 1, m -  1, O,r) 

+ a 2 ( t ) x ( l -  1 , m -  1,1, k), 

x(l - l, b, O, r) = l, for b =  0 , 1 , . . . , m -  1, 

x ( a , m - l , l , k ) = l ,  for a = O ,  1 , . . . , l -  1. 

4.2 Later waiting time problem 
In this subsection, firstly, we consider the p.g.f, of the waiting time for the 

occurrence of the event Fo. Let ro be the waiting time for the occurrence of the 
event F0. Let 9~0(t) be the p.g.f, of the distribution of %. Let {(t) and ¢(t)  be the 
p.g.f, of the conditional distribution of the waiting time ro given that  X0 = 0 and 
Xo = 1, respectively. Let to be an arbitrary positive integer and let y(a, c, d; t) be 
the p.g.f, of the conditional distribution of ro - to given that  a non-overlapping 
"0"-runs of length r or more have occurred until the t0-th trial and at the t0-th 
trial a run of "c(= 0 or 1)" of length d has just occurred, where if c = 0 then 
d =  1 , 2 , . . . , r  and if c =  1 t h e n  d =  1. We also note that  y(a,c,d;t) does not 
depend on to. 
equations: 

(4.10) 

(4.11) 

(4.12) 

(4.1a) 

Then, ~o(t), {(t), ~b(t), y(a, c, d; t) satisfy the following system of 

~o(t )  = pod(t) + p i e ( t ) ,  
{ ( t )  = pooty(O, o, 1) -}- polty(O, 1, 1), 
¢(t) = Ploty(O, O, 1) + pl l ty(O,  1, 1), 

0,1)=Pooty(a,O, 2)+pozty(a , l ,1) ,  

0,2)  =pooty(a,O, 3)+polty(a, l ,1) ,  

O , r -  1)=Pooty(a ,O,r)+pol ty(a , l ,  1), 
for a = O ,  1 , . . . , l - 1 ,  

y(a, 

y(a, 

(4.14) y(a, 1, 1) = pLoty(a, O, 1) -F Pll ty(a,  1, 1), 

for 

(4.15) y(a, O, r) = Pooty(a, O, r) + Polty(a + 1, 1, 1), 

for 

(4.16) y(l  - 1, 0, r) = 1. 

From (4.13), (4.14) and (4.15), we obtain 

y(a,O, 1) = Cl(t)(Poot) r-1 volt 
1 - P o o t  

pjot ( p o o O ~ _ ~  y(a, 1, 1) = C1(~) 1 - P l l t  

a = O ,  1 , . . . , l -  i, 

a = O ,  1, . . , l - 2 ,  

--y(a ÷ i, i, i), 

for a = O, 1, 

pint y (a+ 1,1,1), 
1 - Poor 

for a = O, 1, 

. . , 1 - 2 .  

. . , l - 2 :  
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From (4.13), (4.14), we obtain 

Plot 
y ( l -  1,1, 1) = Cl(t)  l (poot)r-ly(1 1, O, r ) .  

- pllt  

Hence, we obtain 

PROPOSITION 4.1. The p.g.f, p(t) is given by 

IP ( Pl0t ) Pl0t ] P01 t @o(t)=Cl(t) 0 Poot+POlt-f~ - ~ - P l  - -  (P00t) r-1 
--Pllt 1 --P-111 t J 1 --Poor 

;lO  
x [Cl(t) l_Pll t (Poot)r-117Poot  j C](t)  1 _  

Similarly, we obtain 

PROPOSITION 4.2. The p.g.f. )91(t) of the distribution of the waiting time for 
the occurrence of the event F1 is given by 

[p P01~ ( P01 t ~] PlO~ 
g)z(t) = C2(t) °1 --POOr -}-Pl Pxl t -FPlOt ' l_~-OOtj j  (Pllt) k-I  1 - - P l l t  

PlOt ira-2 
Pjl~ (Pll t)k-1 1 1 - Poor (Pllt)k-l" x C2(t) l_Poo t _--Z~ll t j  C2(t) POlt 

Remark. In Proposition 4.2, setting Po0 = plo = q, pot = pl l  = p, we have 
the negative binomial distribution of order k in the sense of Ooldstein (1990). 

Next, we consider the p.g.f, of the distribution of the waiting t ime for the 
later occurring event between Fo and F1. Let ~- be the waiting t ime for the later 
occurring event between F0 and F1. Let ¢(t) be the p.g.f, of the distribution of 
the waiting t ime ~-. Let ~(t) and ¢( t )  be the p.g.f, of the conditional distribution 
of the waiting t ime ~- given tha t  )2o = 0 and X0 = 1, respectively. Then,  we have 

THEOREM 4.2. The p.g.f. ¢(t) satisfies the following recurrence relation 

¢(t) = po (t) + p i e ( t ) ,  

~(t) = Pootx(O, O, O, 1) + poltx(O, O, 1, 1), 

~/)(t) ~-- PlotX(O, O, O, 1) + plltX(O, O, 1, 1), 

x(a,b,O, 1) = Hl(t)x(a + l ,b, 1, 1) + H2(t)x(a,b+ 1,0, 1), 

x(a, b, 1, 1) = Ii(t)x(a + 1, b, 1, 1) + I2(t)x(a, b + 1, O, 1), 

for a - - O ,  1 , . . . , / - 2 ,  b = O ,  1 , . . . , m - 2 ,  

x(1 - 1, b, O, 1) = rl(t)x(l - 1, b, O, r) + H2(t)x(l - 1, b + 1, O, 1), 

x(l - 1, b, 1, 1) = Al( t )x(1-  1, b,O,r) + I2(t)x(l - 1, b + 1,0, 1), 
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for b =  0 , 1 , . . . , m - 2 ,  

x(a ,m - 1,0, 1) = H~(t)x(a + 1 ,m  - 1, 1, 1) + r 2 ( t ) x ( a , m  - 1, 1, k), 

x ( a , m -  1, 1, 1) = Ii( t)x(a + 1, m -  1, 1, 1) + A 2 ( t ) x ( a , m -  1, 1, k), 

for a =  0 , 1 , . . . , / - 2 ,  

x ( l -  1 , m -  1,0,1)  = r l ( t ) x ( l -  1, m -  1,0, r) 

+ r 2 ( t ) z ( 1  - 1, m - 1 , 1 ,  k ) ,  

x ( l -  1, m -  1,1,1)  = A t ( t ) x ( l -  1, m -  1,0, r)  

+ A2( t ) x ( l -  1, m -  1, 1, k), 

[C t polt , m--b--1 
1  itJ 

• C 2 ( t ) ~ ( P l l t )  k- l ,  for b = 0 , 1 , . . . , m - 1 ,  
l - Poor 

x ( a ' m - - l ' l ' ] ¢ ) =  [ C 1 ( ~ ) ~  (pOO~)r-11-pO1/:pOOtl l - a -1  

• C l ( t ) ~ ( P o o t )  r - l ,  for a = 0 , 1 , . . . , / - 1 .  
1 - p l l ~  

PROOF. In Theorem 4.1, x(l - 1, b, O, r) can be regarded as a marker  which 
means tha t  the event F0 occurs sooner and by tha t  t ime b non-overlapping "l"- 
runs of length k or more have occurred. Prom the marker,  we can see tha t  the 
later occurring event is FI and tha t  m - b - 1 non-overlapping "l"-runs of length k 
or more must  occur and then  a run of "1" of length k must  occur. In Proposi t ion 
4.2, set t ing ~ l ( t )  ---- y)l(t;p0, m),  we have 

x ( l -  1, b, 0, r) = ~ l ( t ;  1, m - b ) .  

Similarly, in Proposi t ion 4.1, sett ing go(t)  = po( t ;p l ,  l), we have 

x(a, m - 1, 1, k) = g0(t; 1, l - a). 

This  completes the proof. 

5. Application and computation 

In this section, we introduce an applicat ion of the sooner waiting t ime problem 
by the overlapping way of counting in a two-state  Markov chain. 

We firstly consider a volleyball game between A t eam and B team. When  
one plays which star ts  with a serve and finishes by some actions, for example,  by 
failing to serve, failing to receive or spiking, we say tha t  one trial  finishes. When  
A t eam and B team play a set of volleyball, we are interested in the number  of 
trials (waiting time) to finish the game. 

Let  X0, X1, X 2 , . . .  be a t ime-homogeneous {0, 1 }-valued Markov chain defined 
by P(Xo = O) = Po, P(Xo = 1) = Pl and for i = 0, 1 , 2 , . . . ,  P(Xi+I = 0 ] X~ = 
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O) =- POO, P(Xi+I  -- 1 I X i  = O) -- Pol, P ( X i + l  = 0 ] X i  = 1) -- PlO and 
P(Xi+I  = 1 [ Xi = 1) = P11, where 0 < Poo < 1, 0 < p l l  < 1. 

We denote  Xi = 0 if A team wins the i - th  trial  (play) for i = 1, 2 , . . . ,  of 
course, the i + 1-th trial  s tar ts  with the serve of A t eam and X0 = 0 if A team 
gets the serve before the game. We denote  Xi = 1 if B team wins the i - th  trial  for 
i = 1, 2 , . . . ,  and X0 = 1 if B t eam gets the serve before the game. 

The  probabi l i ty  tha t  A team will win the i - th  trial  when the i - th  trial  s tar ts  
with the serve of A team is evident ly different from the probabil i ty  tha t  A team 
will win the i- th trial  when the i - th  trial s tar ts  with the serve of B team. So it is 
na tura l  to assume the above Markov chain in this waiting t ime problem. 

For example,  we can record a volleyball game between A team and B team as 
the following {0, 1}-valued sequence. 

score of A team 0 1 2 
0 1 0 1 0 1 0 1 0 1 0 0 1 0 0 1 1 0 1 1  

score of B team 0 1 2 
6 7 8 

1 0 1 0 1 0 0 1 0 0 1 0 1 0 1 0 1 0 1 0 0  

10 11 12 13 
1 0 1 1 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0 1 1  
5 6 7 

3 4 5  
0 0 0 0 1 1 0  

3 
9 

1 1 0 1 0 0 1  
4 
14 15 

0 0 1 1 1 0 0  
8 9 

In the above sequence, the number  of trials (waiting time) of a set of volleyball 
between A team and B team is 82 (we do not count  X0 = 0 as the number  of 
trials). 

We note  tha t  the waiting t ime of the volleyball game is regarded as the sooner 
waiting t ime problem by the overlapping 15 "0"-runs of length 2 and the over- 
lapping 15 "1"-runs of length 2 (except for a tie, 14 to 14) in the Markov chain 
X1, )(2, . . . .  In o ther  words, the waiting t ime of the volleyball game is an applica- 
t ion of the sooner problem of Section 3. 

As the ma t t e r  of fact, we can compute  the p.g.f., expectat ion,  variance of the 
waiting t ime of the volleyball game by means of the computer  algebra system, for 
example,  the R E D U C E  (Hearn (1984)) system. Moreover, we can compute  the 
p.m.f, of the waiting t ime by using the feature which the p.g.f, of the waiting t ime 
is a rat ional  generat ing function (cf. Stanley (1986) Chapter  IV). 

Stanley (1986) described a fast me thod  for comput ing  the coeffÉcients of a 
rat ional  funct ion P ( x ) / Q ( x )  = ~ > o  f ( n )  x~" Suppose (without  loss of generali ty) 

tha t  Q(x) = 1 + a lX + . . .  + adX a, and let P ( x )  =/30 +/31x + . . .  +/3cx ~ (possibly 
e > d). Equat ing  coefficients of x ~ in 

n>_O 

yields 

f ( n )  = - a l f ( n  - 1) . . . . .  o~df(n -- d) + 3~, 

where we set f ( k )  = 0 for k < 0 and flk = 0 for k > e. The  above recurrence 
relation can easily be implemented by means of computer  algebra system. 
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Fig. 1. (pmf of P00 = 0.3, p l l  = 0.5). 

We obtain the p.m.f, of the waiting time of the volleyball game by using the 
modification of Theorem 3.1 and the above method. Figure 1 is the bar graph 
of p.m.f.s of the waiting time r (r = 1, 2 , . . . ,  120) of the volleyball game when 

P0 = 1, P00 = 0.3 and Pll = 0.5. 
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