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Abstract—Sound source localization has always been one of
the most challenging subjects in different fields of engineering,
one of the most important of which being tracking of flying
objects. This paper focuses on sound source localization using
fuzzy fusion and a beamforming method. It proposes a new fuzzy-
based algorithm for localizing a sound source using distributed
sensor nodes. Eight low-cost sensor nodes have been constructed
in this study each of which consists of a microphone array to
capture sound waves. Each node is able to record audio signals
synchronously on an SD card to evaluate different algorithms
offline. However, the sensor nodes are designed to be able
to estimate the location of the sound source in real-time. In
the proposed algorithm, every node estimates the direction of
the sound source. Moreover, a calibration algorithm is used
for extracting the orientation of sensor nodes to calibrate the
estimated directions. The calibrated directions are fuzzified and
then used for localizing the sound source by fuzzy fusion. An
experiment was designed based on localizing a flying quadcopter
as a moving sound source to evaluate the performance of the
proposed algorithm. The flying trajectory was then estimated
and compared with the target trajectory extracted from the GPS
module mounted on the quadcopter. Comparing the estimated
sound source with the target location, a mean distance error of
6.03m was achieved in a wide-range outdoor environment with
the size of 240×160×80 m3. The achieved mean distance error
is reasonable regarding the mean precision of the GPS module.
The practical results illustrate the effectiveness of the proposed
approach in localizing a sound source in a wide-range outdoor
environment.

Index Terms - Sound source localization. Data fusion. Fuzzy
logic. Distributed sensor network. Beamforming method.

I. INTRODUCTION

Due to the mechanical nature of sound waves, sound source

localization (SSL) can be used in many areas, including

localizing targets indoors, outdoors and even underwater.

Therefore, sound source localization has many applications in

several fields of engineering, such as biological sound studies

[1], smart conference rooms [2], [3], traffic monitoring [4],

underwater acoustical source localization [5], [6], [7], [8],

speaker localization [9], and military industries [10] such as

tracking of flying objects [11], sniper fire localization, and

gunshot localization.

In order to find the direction of a sound source, two basic

methods are used. The first method is based on time difference

of arrival (TDOA) [12], [13], [14] and the second one is

the beamforming method [15], [3], [16]. In this paper, a

beamforming algorithm is used to estimate the direction of
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Fig. 1: 3D wide-range test environment for sound source localization.
A quadcopter is considered as a sound source. There are eight
distributed sensor nodes in the test environment, located on the
perimeter of a square with the side of 80m. The directions of the
sound source viewed from the location of each sensor node are
depicted using red arrows.

sound source. In addition to works which focus on finding

the direction of a sound source [17], [18], [13], there are

several works which focus on estimating its coordinates [12],

[14]. Despite the fact that most of these works study indoor

sound source localization [18] for different applications [19],

[2], [3], [9], there are a few works which focus on outdoor

sound source localization [11], [7], [8]. Hence, this paper

focuses on finding the coordinates of a sound source in a

wide-range outdoor environment. On the other hand, the use

of quadcopter has recently grown exponentially, and nowadays

it is possible to easily get a quadcopter with the appropriate

flight capabilities at a low cost. Despite the facilities that they

provide, these flying objects can cause many problems. For

instance, they can cause disturbance in airport performance

and even be used for destructive operations. Therefore, there is

a growing need in localizing and detecting these flying objects.

Hence, in this paper, a quadcopter is considered as a sound

source. Quadcopters and other flying objects emit sound waves

while flying because of their propellers. In order to capture

the sound waves released from a quadcopter, several designed

sensor nodes are distributed in the environment. Each sensor

node designed in [13] is equipped with a MEMS microphone

array and is used to find the direction of the sound source

(quadcopter). Different literatures show that using microphone

arrays in localizing sound sources is rather common [20], [21],

[19], [16], [2], [22], [23], [24], [17]. In this paper, each node is

able to sample the sound waves using an array of microphones.

The audio signal is then used to estimate the direction of the

sound source in each sensor node. In this paper, in order to find

the exact location of the sound source, the estimated directions

are fused together using fuzzy fusion algorithm.
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Fig. 2: The hardware of the designed sensor node. It is made up of
a main processing board and a circular microphone array.

In this paper, like many other previous approaches such as

[25], eight sensor nodes distributed in the environment are

used to localize a sound source in a wide-range environment.

Fig. 1 illustrates an overview of the proposed system. As

can be seen in this figure, there are eight distributed sensor

nodes that are located on the perimeter of a 80 × 80m2

square. Each sensor node is equipped with a microphone array

and a processing unit which is able to process the receiving

sound waves and extract the direction of the sound source in

real-time. After finding the direction of the sound source in

each sensor node, these directions are fused together to find

the actual location of the sound source. This paper mainly

focuses on estimating the coordinates of the sound source

using distributed sensor nodes.

In this paper, the fusion of the estimated directions is

accomplished by means of fuzzy reasoning method. Fuzzy

set theory, introduced in 1965 by L.A. Zadeh [26], has

progressed to become a powerful mathematical theory over

the last few decades. This paper combines fuzzy fusion with

signal processing methods. Fuzzy fusion has also been used

successfully in many applications such as multirobot object

localization problem [27]. In this paper, we have used fuzzy

logic to fuse the estimated directions of the sound source

together which results in an accurate estimation of the sound

source location.

The rest of this paper is organized as follows: The proposed

sensor architecture is introduced in Section II. It is built to

create an audio database for research applications as well

as real-time localization of the sound source. Section III

represents the beamforming algorithm for estimating the sound

source direction. Section IV represents the proposed fuzzy

localization algorithm for estimating the coordinates of the

sound source using the directions estimated by sensor nodes.

In Section V, the proposed method is evaluated considering a

test scenario in outdoor environment using eight sensor nodes.

Section VI discusses how to increase the precision in future

works. Finally, we conclude the paper in Section VII.

II. HARDWARE STRUCTURE OF A SENSOR NODE

This section introduces the designed sensor’s hardware. The

sensor node is battery powered and is designed as small as

Fig. 3: The proposed sensor node architecture. The designed mi-
crophone array, an ARM micro controller, an SD card and a GPS
module are used in the designed sensor nodes. The SD card records
synchronous global time-stamped audio data which is provided via
the GPS module.

possible so that it would be useful for portable applications

such as sound source localization in real-time. It can also be

used to create an audio database for research purposes which

can be used to evaluate and compare different sound source

localization algorithms.

The designed sensor node has eight digital MEMS mi-

crophones placed on a circular PCB with a diameter of

16 cm which is placed at a specific distance from the main

9.5 cm × 9.5 cm square board to prevent sound reflections,

as shown in Fig. 2. To execute sound source localization

algorithms in real-time, an ARM micro controller is used

in the designed sensor node. The sensor node can be used

as a standalone sensor or as a part of a distributed sensing

application setup.

Just like many other array processing applications, in the

designed sensor node it is essential for all the microphones

to sample sound signals synchronously. Hence, ICS-52000

MEMS microphones, which are high-quality digital micro-

phones with a time division multiplexing (TDM) audio in-

terface [28], are used in the designed sensor nodes. An array

of up to 16 microphones can be connected directly to digital

processors with no need for the system to have an audio codec

because of the TDM audio interface.

The architecture of the designed sensor node is shown in

Fig. 3. It consists of a microphone array for sampling the

sound present in the environment, a global positioning system

(GPS) module for synchronization and positioning, an SD

card for recording the sound, an ARM micro controller as a

processor, and several general-purpose input/outputs (GPIOs)

such as seven segment displays, light-emitting diodes (LEDs),

five push buttons, and a dip switch.

The audio signals of the microphone array are received by

the ARM micro controller via serial peripheral interface (SPI)
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Fig. 4: A scheme of delay and sum beamforming method. In a specific direction of κ, the signal received from each microphone in the array
is shifted according to its delay time. Then, they are all added together to focus on that direction. The unitary direction vector of a far-field
sound source is defined by κ. dm shows the delay time of the mth microphone. Signals coming in from the focused direction are amplified
once all the shifted signals are added. The beamformed signal for direction κ is then computed which is shown by B.

and are written on an SD card. It is necessary for the audio

samples to be stamped by synchronous global time. Hence, an

L86 GPS module is used [29] in the sensor node to position

the sensor node. It is connected to the micro controller via

universal asynchronous receiver-transmitter (UART). Using

a pulse per second (1PPS) signal received from the GPS

module, audio samples are stamped by synchronous global

time. A Li-ion battery with a capacity of 2600mA/hr is

used in the sensor node to provide the required energy. By

using this chargeable battery, the sensor node can run with

full performance up to 26 hours on a single charge which

is an acceptable duration for research purposes. To facilitate

debugging, the status of the sensor node is displayed by

LEDs while track number, error numbers and node number

are displayed on 7-segment displays. Also, to provide a user

input interface, push buttons and a dip switch are used in the

sensor node.

III. BEAMFORMING ALGORITHM TO ESTIMATE SOUND

SOURCE DIRECTION IN EACH SENSOR NODE

In this paper, eight sensor nodes are used for sound source

localization. Each sensor node is responsible for estimating the

direction of the sound source and then by fusing the estimated

directions, the position of the sound source is achieved.

This section presents a beamforming method for estimating

sound source direction in each sensor node. To do so, the

probability of sound source presence for each hypothetical

direction has to be computed. The sound source can then

be considered to be located at the direction with maximum

probability. An angular region of interest (ROI) is defined and

is then quantized to a certain specific number of points. The

number of defined points depends on the amount of processing

power available. Each angular ROI point associated with a

specific direction, depends on the angle precision. This section

presents the beamforming algorithm used for estimating sound

source direction by computing the probability of sound source

presence in the quantized angular ROI.

Delay and sum beamforming (DSB) method which is used

in this paper to find the direction of a sound source, is the

simplest existing beamforming method [30]. By using DSB,

signals coming from a specific direction are amplified while

signals coming from all other directions are suppressed. A

scheme of delay and sum beamforming method is shown in

Fig. 4. The beamformed signal is computed for each hypo-

thetical sound source direction by delaying every microphone

signal and then adding them all together. The time delay of

each microphone signal can be easily computed considering

its position in the array and the hypothetical sound source

direction which is shown by κ in Fig. 4. For simplicity, this

figure shows sound source localization in 2D environment.

However, this direction (κ) is defined as 3D in this paper.

In Fig. 4, a far-field sound source is considered which may

make array analysis easier. In this paper, the distance between

the far-field sound source and the microphone array is ten

times greater than the size of the microphone array. Hence, the

distance between the sound source and the microphone array is

not entered in the computation of the sound source direction.

In this figure, κ shows the unitary direction vector, and dm
shows the delay time of the mth microphone with respect to

the center of the microphone array. If the position vector of

the mth microphone is shown by pm, dm(κ) is computed by

projecting pm onto unitary vector κ using Eq. 1, in which c
is the sound speed. Both the position of the mth microphone

in the array and the desired focus direction affect dm.

dm(κ) =
pm . κ

c
(1)

Fig. 4 also shows the audio signals of the four microphones.

It should be noted that their times of arrival are different due

to their positions in the array. As can be seen in this figure,

there is a peak in the audio signal. Let us suppose that the

peak reaches the center of the microphone array at time t.
Hence, some microphones such as 1, 2, 3 and 8 receive it some

samples earlier than it arrives at the array center while the

others such as 4, 5, 6 and 7 will receive it some samples later.

The time at which the signal arrives at the center of the array

is shown in the figure by a blue dash-line.

The signal energy for each angular ROI point in DSB

[31] can be computed by delaying the audio signals of the

microphones and then adding them all together. Each angular

ROI point indicates a specific unitary direction vector κ. To
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Algorithm 1: Estimating the Direction of a Sound

Source
Initialization: define an angular ROI with N points

(each angular ROI point declares a specific

direction);

Output: 8 directions estimated by 8 sensor nodes

for (every sensor node) S = 1 to 8 do

for (every angular ROI point) P = 1 to N do
Compute the beamformed signal energy

(E(B(κP ))) using Eq. 2;

end

Find the direction with the maximum beamformed

signal energy (κS
max) using Eq. 3;

end

compute the signal energy for each direction, Eq. 2 is used,

where xm is the mth microphone’s signal and dm is the

amount of delay applicable to the mth microphone which is

computed using Eq. 1. The signal focused on direction κ is

shown by B(κ) in this equation. The mth microphone’s audio

signal is shifted by the value of dm. The shifted signals of all

microphones are added together to focus on direction κ.

B(κ) =
∑

m

xm(t− dm(κ)) (2)

κmax = argmax E(B(κP ))
κP

(3)

As mentioned above, each angular ROI point declares one

specific direction. After computing the signal energy of all

angular ROI points, a direction with the maximum beamfomed

energy (E) is obtained using Eq. 3 and is considered as an

estimated sound source direction. Algorithm 1 represents the

steps of finding the direction of a sound source from the view

of each sensor node.

IV. FUZZY FUSION OF THE ESTIMATED DIRECTIONS

In this paper, for sound source localization, the fuzzy belief

of sound source presence is estimated for each hypothetical

location. The sound source location can then be considered at

the point at which the estimated belief value is maximum. Due

to the limitations in processing resources, the search area or

region of interest (ROI) is usually limited to a specific number

of points. A ROI can vary depending on the application. In the

case of tracking flying objects [11], it is desirable to localize

the sound source in 3D space while in the case of traffic

monitoring [4], it is sufficient to localize it in 2D space.

Depending on the amount of processing power available, the

ROI has to be quantized to a specific number of points.

This section explains the proposed sound source localiza-

tion algorithm which is based on fuzzy fusion of estimated

directions. Algorithm 2 represents the proposed method for

estimating the location of the sound source. Two types of

ROIs were defined in this study: one is angular ROI for

direction estimation which was defined in Section III and the

other is spatial ROI for localization which is defined in this

section. The proposed algorithm is able to estimate the belief

of sound source presence in the quantized spatial ROI points.

In order to determine the location of the sound source, the

fuzzy beliefs of the directions estimated by the sensor nodes

for each hypothetical spatial ROI point are extracted. Then,

these fuzzy beliefs are fused and eventually the location of

the sound source is estimated using a defuzzifier. This section

consists of three subsections. Subsection IV-A provides the

explanations on how to fuzzify the direction estimated by

each sensor node. For each spatial ROI point, fuzzy beliefs of

the estimated directions are extracted. The method of fusing

fuzzy beliefs is explained in Subsection IV-B and finally the

defuzzification method used to estimate the location of the

sound source is explained in Subsection IV-C.

A. Fuzzifying the estimated directions

The beamforming algorithm mentioned in Section III, com-

putes the amount of focused sound signal energy for each

direction in each time window. These focused sound signal

energies can be different per time window for each sensor

node; therefore, in this paper, the focused sound signals are de-

cided to be described as fuzzy beliefs. The following provides

explanations on how to assign a belief degree to a focused

sound signal. According to the beamforming algorithm, a

direction in which the amount of focused audio signal energy

is greater is considered as a sound source direction in each

time window. It can be concluded that the amount of signal

energy at each direction can represent the belief of sound

source presence at that direction. Since the amount of signal

energy depends on the intensity of the received sound signal,

the signal energy needs to be normalized. If the maximum and

minimum amount of energy for each sensor node are presented

by Emax and Emin respectively and κmax represents the

direction with the maximum focused energy, µ(κmax) is

computed using Eq. 4 which represents the belief of sound

source presence at direction κmax. The direction with the

maximum energy in the time window t, which is represented

by κt
max, is computed using Eq. 5. It should be noted that

P in κP declares the angular ROI point number. E(B(κt
P ))

represents the focused signal energy at the direction κP and

in the time window t.
According to Eq. 4, if Emax and Emin are close to each

other in value, the maximum value of fuzzy belief is decreased.

This situation indicates the uncertainty of the estimated direc-

tion in the sensor node. On the other hand, if the amount of

Emax is much greater than the amount of Emin, it means that

the direction is estimated with great confidence.

The sound source direction estimated by each sensor node

is a crisp direction. A triangular membership function is

assumed around the crisp direction to fuzzify it. A fuzzy set

Λ on κP is defined by the triangular membership function

µΛ : κP −→ [0, µ(κmax)]. Fig. 5 shows the triangular mem-

bership function around κmax. A fuzzy membership function

around the estimated crisp direction for a time window t can

be considered using Eq. 6 in which 2× w is the base size of

the triangular membership function. By using this equation, the

belief of sound source presence at every direction is computed.
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Algorithm 2: Estimating the Location of a Sound

Source
Initialization: define a spatial ROI with M points

for (every spatial ROI point) P = 1 to N do

for (every sensor node) S = 1 to 8 do
Compute the direction of assumed point P from

the view of the Sth sensor node (DS
P ) using

Eq. 7;

end

end

Input: 8 directions estimated by 8 sensor nodes

Output: location of the sound source

for every time window do

for (every sensor node) S = 1 to 8 do

Fuzzify the Sth estimated direction using Eq. 6

which leads to obtaining the Sth fuzzy

membership function (ΛS);

end

for (every spatial ROI point) P = 1 to N do

for (every sensor node) S = 1 to 8 do
Find the membership value of the direction

DS
P from the membership function ΛS

and obtain µΛS
(DS

P );
end

Fuzzy fusion of the membership values which

leads to obtaining the truth value of point P
using Eq. 12 (µ̂P );

Find the point of ROI with the maximum truth

value and consider it as the sound source

location using Eq. 14;

end

end

The fuzzy belief of sound source presence at direction κP and

in the time window t is represented by µΛ(κ
t
P ). In other words,

µΛ(κ
t
P ) is the membership value of the direction κt

P in the

fuzzy set.

µ(κmax) =
(Emax − Emin)

Emax
(4)

κt
max = argmax E(B(κt

P ))
κt
P

(5)

µΛ(κ
t
P ) =

{

|κt
P .κt

max−1+w|
w

× µ(κmax) |1− κt
P .κt

max| < w
0 |1− κt

P .κt
max| > w

(6)

As mentioned above, directions estimated by sensor nodes

are fuzzified based on the proposed fuzzifier which is shown in

Fig. 5. Each fuzzified direction is presented by two parameters:

the direction of the sound source estimated in each sensor

node (the direction with maximum beamformed energy) and

its fuzzy belief (computed using Eq. 4). Hence, it only needs

to send these two parameters at any time. This leads to the

transmission of the minimum amount of data between sensor

nodes. As mentioned above, the direction of the sound source

Fig. 5: The proposed fuzzifier. The black curve shows the beam-
formed signal energy. The proposed fuzzifier is a triangular mem-
bership function (µΛ) around the direction with the maximum beam-
formed energy (κmax) which is shown by a red curve.

estimated in each sensor node is a crisp direction and is

fuzzified by a triangular membership function in order to

convert it to a fuzzy direction. Using this triangular member-

ship function may result in robustness in direction estimation.

Direction estimation error is very common due to the presence

of noise and angular ROI quantization. Therefore, the proposed

fuzzifier compensates for the direction estimation error. It can

be concluded that these equations can present a proper fuzzy

description from the result of beamforming algorithm.

In this study, eight sensor nodes are used for sound source

localization. Therefore, eight fuzzy directions each associated

with a sensor node are obtained in each time window. By

fusing these fuzzy directions, the location of the sound source

is estimated. The next subsection provides explanations on

how these fuzzy directions are fused.

B. Fusion of the fuzzy beliefs of the estimated directions in

3D space

After obtaining the fuzzy directions according to beamform-

ing algorithm for each time window, these directions have to

be fused to estimate the position of the sound source in 3D

space. For this purpose, a spatial ROI has to be defined and

quantized into a specific number of points. The amount of

fuzzy belief of sound source presence for each ROI point is

then computed.

In order to estimate the location of the sound source in

space, each spatial ROI point P has to be assumed as a sound

source location and the directions of the assumed sound source

with respect to every sensor nodes have to be computed once

at the initialization step of Algorithm 2. The direction of an

assumed point P from the view of the Sth sensor node is easily

computed using Eq. 7. In this equation, DS
P denotes the unitary

direction vector which is computed based on the location of

the Sth sensor node (LS) and the location of assumed point

P (LP ). The belief of the Sth fuzzy direction (ΛS) for a

hypothetical ROI point P is represented by µΛS
(DS

P ). To

estimate the location of the sound source, the beliefs of eight

fuzzy directions for every ROI point have to be obtained first.

Then for each ROI point, these eight beliefs have to be fused

by fuzzy triangular conorms (T-conorms or S-norms) using Eq.

8 in which µ̂P represents the belief of sound source presence

at point P .

DS
P =

−−−−→
LS LP

|LS LP | (7)
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Fig. 6: Fusion of the fuzzy beliefs considering different numbers of sensor nodes and using the proposed fuzzifier with two different base
sizes of triangular membership function. The position of the sensor nodes and the sound source are obtained by the GPS module. Green
circles show the position of the sensor nodes and the sound source position is shown by a red circle. First row: fusion results when using
the proposed fuzzifier with a very small base size (very close to crisp) considering 1, 2, 4 and 8 sensor nodes. Second row: fusion results
obtained from using the proposed fuzzifier with a larger base size considering 1, 2, 4 and 8 sensor nodes. Each node estimates the direction
of the sound source. The estimated direction is then fuzzified which is shown by a bright beam. All the directions estimated by sensor nodes
are fused together to determine the position of the sound source. The brighter area represents higher belief value of sound source presence at
that position. Using more sensor nodes will lead to obtaining more accurate results. If some of the sensor nodes, as shown in the last column,
estimate the direction of the sound source with considerable error, the others compensate for the effect of the wrong estimated direction.

µ̂P =

8
∐

S=1

(µΛS
(DS

P )) (8)

Different types of t-conorms [32] are frequently used in

different applications. Let us suppose that for an element x
of X , the membership degree in the fuzzy set A and B is

expressed by µA(x) and µB(x) respectively. One of the t-

conorms is maximum or the Godel t-conorm as shown in Eq.

9. Another t-conorm is bounded sum or the Lukasiewicz t-

conorm, shown in Eq. 10. The third commonly used t-conorm

is product t-conorm or probabilistic sum, shown in Eq. 11.

Due to the independent effect of each node on localizing

the sound source, sum based t-conorm is required in this

study. Moreover, to avoid saturation in the output membership

function, product t-conorm is used for fuzzy fusion of direction

beliefs for every ROI point. Eq. 12 represents the computation

process of sound source presence belief at the P th ROI point.

µA∪B(x) = max(µA, µB) (9)

µA∪B(x) = min(µA(x) + µB(x), 1) (10)

µA∪B(x) = µA(x) + µB(x)− µA(x)× µB(x) (11)

µ̂P =
1
(

8

2

)

7
∑

S=1

8
∑

j=S+1

( µΛS
(DS

P ) + µΛj
(Dj

P )

−µΛS
(DS

P )× µΛj
(Dj

P ) )

(12)

In fact, in the proposed localization algorithm, the fuzzy

belief of sound source presence at each ROI point µ̂P is

obtained by fusing the fuzzy directions using the t-conorm

shown in Eq. 12. Therefore, a fuzzy set on the spatial ROI

points (P ) with a membership function µ̂ : P −→ [0, 1] is

obtained where each spatial ROI point is mapped to a value

between 0 and 1. As mentioned in the previous subsection,

the estimated directions are presented by triangular fuzzy

membership functions. To illustrate the fusion of the fuzzy

directions, a simulation was designed. In this simulation, the

sensor nodes were assumed to be located in a 100 × 100m2

area. The simulation results are shown in Fig. 6. The figure

shows the fusion results of the fuzzified directions. The fusion

results, which lead to estimating the location of the sound

source, were drawn for different numbers of sensor nodes.

Moreover, two different base sizes of triangular membership

functions were considered in this simulation: one with a very

small base size, very similar to crisp directions, and one with

a larger base size used to show the fusion of fuzzy directions

in sound source localization. As can be seen in this figure, the

fusion of fuzzy directions estimates the location of the sound

source better than the fusion of crisp directions. Brighter areas

indicate higher belief of sound source presence in contrast

to darker areas which indicate lower belief of sound source

presence. In other words, the sound source presence in 3D

environment is represented by fuzzy beliefs each of which

is associated with a point of spatial ROI. However, the fuzzy

output of sound source localization algorithm is not acceptable

for many systems and therefore, it is necessary to determine

an exact point of ROI as a sound source location. Hence, the
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Fig. 7: Center of gravity defuzzification method in comparison with
maxima defuzzification method. The maximum of fuzzy set C is
represented by Max(C) while the CoG of fuzzy set C is represented
by CoG(C). The ROI point with the maximum belief is shown by
Pmax.

fuzzy membership function has to be defuzzified in order to

determine a point of ROI as a sound source location. In the

next subsection, we explain the defuzzification method.

C. Defuzzification of fusion results

The purpose of defuzzification is to convert the fuzzy mem-

bership function to a crisp value in order to estimate the exact

position of a sound source. There are several defuzzification

methods [33], the most well-known of which is center of

gravity (CoG) defuzzification method which computes the

center of gravity of the area under the membership function.

If the fusion result is represented by fuzzy set C, then CoG

is computed using Eq. 13 in which µ̂C(p) indicates the

membership degree of point P in ROI. Another well-known

type of defuzzifiers is the maxima methods. The maxima

methods have the common property of selecting an element

of fuzzy set as defuzzication value. The maximum point of

the fuzzy membership function is obtained using Eq. 14. As

seen in this equation, a point in ROI with the maximum

membership degree is considered as a sound source location.

In other words, a defuzzifier based on maximum belief outputs

a point while a CoG defuzzifier outputs a weighted average

of the fuzzy beliefs of ROI points. Fig. 7 illustrates the way

these two types of defuzzifiers work for a sample fuzzy set.

Depending on the application, we can decide on the more

suitable type of defuzzifier.

CoG(C) =

∑

P P × µ̂C(P )
∑

P µ̂C(P )
(13)

Max(C) = argmax µ̂C(P )
P

(14)

In the application of sound source localization, the maxima-

based defuzzifier is more appropriate than CoG defuzzifiers

due to the acoustical noise existence in the environment.

This noise, leading to the wrong directions computed by

some sensor nodes, may have a negative effect on the fuzzy

membership function as seen in the last column of Fig. 6.

When one of the sensor node makes a mistake in estimating the

direction of sound source, its center of gravity can be changed

remarkably while using maxima-based defuzzifier, the effect of

noise is eliminated. Therefore, using maxima-based defuzzifier

leads to the more robust sound source localization than the

CoG deffuzifier. In this paper, the maxima-based defuzzifier

is used in which the location of sound source is estimated as

a point in spatial ROI where most of the sensor nodes confirm

the presence of sound source on that point.

The maxima-based defuzzifier faces ambiguity when more

than one maximum is occurred. Due to the fusion of eight

fuzzy directions computed by eight sensor nodes to obtain the

fuzzy belief of sound source presence (µ̂) according to Eq. 12,

the maximum belief is rarely occurred at more than one spatial

ROI point. Despite maxima-based deffuzifier faces ambiguity

in this rare situation, we can simply overcome this challenge

using the motion model of the sound source. Suppose more

than one point of spatial ROI at time t has the maximum

belief. In this case, the position of the sound source can be

estimated considering the positions of the sound source at two

previous times t − 1, t − 2. Assuming that the time-step for

estimating the sound source position is the same for different

times, the estimated position at time t (P t
e ) can be calculated

using Eq. 15. In this equation, P t−1 and P t−2 denote the

actual position of the sound source at time t − 1 and t − 2,

respectively. Also, (P t−1 − P t−2) represents an estimate of

the amount of the source movement in a time-step. In other

words, using Eq. 15, the estimated position at time t can be

achieved by adding the position at t − 1 to this amount of

movement. After estimating P t
e , a point of spatial ROI among

the ones that have maximum belief with the least distance to

P t
e is chosen as the sound source location.

P t
e = P t−1 + (P t−1 − P t−2) (15)

It should be noted that the computational cost of defizzifi-

cation based on maximum is less than that of CoG. According

to the explanations provided in this section, in this paper, the

triangular fuzzifier, the product t-conorm and the maximum

based defuzzifier were used to localize the sound source.

V. EXPERIMENTAL RESULTS

In this section, an experiment carried out to evaluate the

proposed sound source localization algorithm is explained. In

this experiment, eight sensor nodes were used and located on

the perimeter of a square with the side size of 80m as shown

in Fig. 1. The exact position of each sensor node was extracted

by the GPS module used in each sensor node. As mentioned

in Section II, the microphone’s audio signal which is stamped

by synchronous global time and the location captured by the

GPS are recorded on an SD card. Recording the data on an

SD card makes it possible to evaluate and compare different

sound source localization algorithms in offline. In this test, a

flying commercial quadcopter (SYMA X8HG) was localized,

as shown in Fig. 8. The quadcopter was equipped with a GPS

module and also an SD-card to record its travel path, in order

to evaluate the accuracy of the proposed localization algorithm.

The sound pressure level (SPL) at one meter distance from

the quadcopter was about 70 dB. The background noise in

the outdoor test environment was about 34 dB SPL. In this

test, the quadcopter is considered as a far-field sound source

since the distance between the sound source and the sensor

node is much greater than the array size. As mentioned in

previous sections, two main steps have to be considered for
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Fig. 8: Angular ROI definition for DE. Each sound source direction is
equivalent to a point in the ROI. A quadcopter flies in a 3D outdoor
environment and the designed sensor node captures its sound waves
to estimate its direction. The direction of the quadcopter from the
view of the sensor node is shown by polar angles θ and φ.

localizing the sound source: one is direction estimation (DE)

for each sensor node and the other, is fusion of the estimated

directions to find the sound source location (SSL).

For DE, the hemispherical surface shown in Fig. 8 was

assumed as an appropriate angular ROI for the sensor node.

Polar angles θ and φ in the ROI were also quantized into

a specific number of points. Each point of angular ROI

represents a direction of the sound source in space. As can be

seen in Fig. 8, the ranges of polar angles θ and φ are limited

to 90o and 360o, respectively. The number of ROI points

depends on the angular resolution required. For example, if the

resolution of polar angles is considered 5o, then the angular

ROI would be quantized into 90

5
× 360

5
= 1296 points.

After finding the directions estimated by sensor nodes,

the directions have to be fused to estimate the location of

the sound source. Therefore, an appropriate 3D spatial ROI

was considered to estimate the position of the sound source

in Cartesian coordinate system. Depending on the precision

we need, the coordinates x, y and z were also quantized

into a specific number of points. Each point of ROI space

represents one hypothetical position for the sound source in

the environment. In this practical experiment, the quadcopter

was flying in a 3D space with the range of 240 meters at

x coordinate, 160 meters at y coordinate and 80 meters at

z coordinate. For example in 3D space quantization, if the

space resolution is considered 10m, the number of ROI points

is 240

10
× 160

10
× 80

10
= 3072 for SSL. It is worth mentioning

that the angular and spatial resolutions depend directly on the

available sensor node processing resources.

To localize the sound source more accurately, we have tried

to place each node horizontally towards the north. However,

the angular deviance is unavoidable because of installation

error. It is therefore necessary for every direction estimated

by sensor nodes to be calibrated first. To calibrate the polar

angles θ and φ estimated by each sensor node, a single tone

sound source with high sound pressure level (SPL) was being

played in 10 specific points of the environment and the sensor

nodes captured this sound wave. Considering the point at

which the single tone sound source is located and the position

of the sensor nodes, the direction of the sound source for

each sensor node is computed using Eq. 7. On the other

hand, each sensor node estimated the direction of this sound

Fig. 9: Mean distance error as a function of the number of sensor
nodes considering different calibration status. Using different number
of nodes causes different mean distance errors. The mean distance
error achieved when using a higher number of sensor nodes shows
that the more the sensor nodes, the more accurate the results. The
mean distance error achieved when using calibration is much less
compared to when calibration is not used.

source using beamforming method. The difference between

the computed direction and the direction estimated by each

sensor node determined the angular deviation. By using the

angular deviation, the calibration was performed. Then, the

fuzzy fusion method which was explained in the previous

section, was applied on the fuzzified calibrated directions and

the location of sound source was estimated.

The mean distance between the estimated position and

the position extracted by the GPS sensor mounted on the

quadcopter is considered as an evaluation criterion. In the

following, we show that the mean distance error is decreased

when using calibration for localizing a sound source. In order

to show the effect of calibration and also the number of

sensor nodes on localization, a test was designed. In this

test, a flying quadcopter was considered and the data were

recorded on SD cards. Then, the mean distance error of

localization was computed offline using different numbers of

sensor nodes both with and without calibration. Fig. 9 shows

the effect of calibration and the number of sensor nodes on

sound source localization. The less the mean distance error, the

more accurate the localization results. In this test, the spatial

ROI resolution is considered 5 meters and the angular ROI

resolution is considered 5o. As can be seen in this figure,

the mean distance error by considering calibration is less

than the mean distance error without considering calibration.

Moreover, it can be seen that the mean distance error is

generally decreased by increasing the number of sensor nodes.

By considering calibration in this test, the best mean distance

error achieved is 6.38 meters which is obtained when using 8
sensor nodes. However, the best mean distance error achieved

without calibration is 8.04 meters which is obtained while

using 6 sensor nodes. It means that without calibration using

more sensor nodes may increase the mean distance error.

While by using calibration, using more sensor nodes may

reduce the mean distance error and increase the localization

accuracy.

To evaluate the proposed sound source localization algo-

rithm, we flied the quadcopter for about 10 minutes. By using

the directions estimated by the sensor nodes, the location of
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Fig. 10: Comparison between the estimated location (x, y, z) of
the flying object and the GPS data for a time period of about 10
minutes. The first, second and third graph show the estimated x, y
and z location of the flying quadcopter in comparison with the target
location extracted from the GPS sensor respectively. The fourth graph
shows the truth value of the estimated location which means that
the belief of quadcopter presence at the estimated location. As can
be seen, there are time pieces in the graphs which indicate a large
difference between the estimated location and the location captured
by the GPS module. These time pieces represent the times when
the quadcopter is crashed and there is no sound emitted from the
quadcopter. It can be seen that the truth value in these time pieces
is less than 0.6 while it is more than 0.6 for other times. It means
that the quadcopter location for the times with the truth value of
more than 0.6 is estimated correctly or at least closely to the target
location.

the quadcopter at each moment was estimated. The estimated

location of the sound source can be at any point of spatial ROI.

As mentioned before, the spatial ROI was quantized into the

specific points depends on the spatial resolution. The location

of the sound source in space is represented by Cartesian

coordinates (x, y, z). Both the estimated and the target location

are drawn in Fig. 10 during the quadcopters’s flights. The

target location, which is called (X GPS, Y GPS, and Z GPS)

and shown in green in this figure, is extracted by the GPS

module mounted on the quadcopter. On the other hand, the

proposed localization algorithm estimates the location of the

quadcopter once in every second. The estimated locations

(x, y, z) are shown in red, blue and black respectively. The

figure also shows the truth value or belief of the estimated

location which is shown in magenta. As can be seen in

Fig. 11: Comparison between the target trajectory extracted by the
GPS module and the estimated trajectory by the proposed algorithm.
The estimated trajectory is shown in 2D space for simplicity while it
is estimated in 3D space. When the quadcopter flies near the center
of the sensor nodes shown by a circle, the estimated trajectory is very
similar to the trajectory extracted by the GPS sensor. It is also seen
that the distance error gets bigger by increasing the distance between
quadcopter and the center of sensor nodes.

this figure, there are some times where the truth value of

localization is less than 0.6 which means the localization

has not been carried out properly. This is due to the fact

that on those times the quadcopter hits the ground and the

propellers are stopped and therefore, no sound is emitted from

the quadcopter. As can be seen in this figure, the proposed

algorithm could localize the flying object properly in a wide-

range area with the size of (240m, 160m, 80m).

By using the estimated location (x, y, z) in a period of

time, the estimated flying trajectory of the quadcopter can be

obtained. The target trajectory is extracted by the GPS module

mounted on the quadcopter. In order to depict the trajectory

properly, only the XY plane has been shown in Fig. 11. In

this figure, the target trajectory is shown by a green dot curve

while the blue curve shows the estimated trajectory. As can

be seen in this figure, the estimated trajectory is very close

to the GPS trajectory which means the proposed algorithm

could localize and track the quadcopter properly. As shown in

this figure, it can be concluded that greater distance between

the sound source and the center of sensor nodes increases the

localization error.

As mentioned above, the mean distance error of localization

depends directly on the resolution of both the spatial and the

angular ROI. Hence, the mean distance errors for different

spatial and angular resolutions are brought in Table I. It is

worth mentioning that mean absolute error (MAE) in GPS

location estimation is about 2.5m [29], and therefore, the

precision of localization is limited to 2.5m. As can be seen

in the table, the minimum of mean distance error is 6.03m
which was achieved when considering the angular resolution

of 3o and the spatial resolution of 3m.

According to the proposed localization algorithm, the dis-

tance error is as a result of angular quantization error, mis-

calibration error, spatial quantization error and GPS mea-

surement error. Angular quantization error occurs due to the

error of direction estimation. In this paper, the mean distance

error caused by angular quantization error (ǫA) is estimated
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TABLE I: Localization mean distance error (meter) consider-

ing different spatial and angular resolutions.

Angular resolution

θ , φ (degree)

spatial ROI resolution (meter)

3 5 7 10 15 20

3 6.03 6.30 6.61 7.45 9.61 10.84

4 6.04 6.31 6.69 7.45 9.57 10.98

5 6.17 6.39 7.73 7.46 9.4 10.99

6 6.57 6.79 7.27 7.59 9.36 10.95

7 6.37 6.76 7.2 7.52 9.44 11.17

10 7.77 7.89 8.09 8.53 9.92 11.8

12 6.98 7.26 7.57 8.2 9.38 11.25

15 7.72 7.93 8.34 8.54 10.05 11.47

20 7.54 7.78 8.19 8.47 9.96 11.66

25 8.18 8.3 8.55 9.83 10.63 12.29

30 11.46 11.58 11.6 11.74 12.47 14.15

using Eq. 16 in which Ar denotes the angular resolution for

computing the direction of sound source from every node and
Ar

4
denotes the mean absolute angular error caused by angular

quantization. Also in this equation, D represents the average

sound source distance from the sensor nodes. Therefore, the

mean distance error arising from angular quantization error

can be computed using D× sin(Ar

4
). The average number of

sensor nodes that receive sound source signals is denoted by

N . Since the measurement results of N sensor nodes are fused

together, N has inverse effect on the angular error which can

be approximated by 1√
N

based on practical observations.

ǫA =
D × sin(Ar

4
)√

N
(16)

Similar to the angular quantization error, mis-calibration of

sensor nodes affects the mean distance error. Mis-calibration

of the sensor nodes causes error in direction estimation which

is a drift angular error in extracted direction. If the MAE of

angular miss-calibration of the sensor nodes is represented by

Ac, mis-calibration distance error (ǫC) can be computed using

Eq. 17 which is similar to Eq. 16.

ǫC =
D × sin(Ac)√

N
(17)

As seen in Table I, spatial quantization error also affects the

mean distance error. If the spatial ROI resolution represented

by Sr, then the mean spatial quantization distance error (ǫS)

can be computed using Eq. 18.

ǫS = 0.48× Sr (18)

Since the performance of proposed system is measured by

GPS sensor, the GPS measurement error also affects the mean

distance error. The MAE of GPS measurement (ǫGPS) depends

on the received signal strength and the number of satellites

connected. According to the experiment conditions, the MAE

of GPS measurement is estimated about 3m.

The mentioned four errors ǫA, ǫC , ǫS and ǫGPS are caused

by independent phenomena which affect on the localization

precision individually. Moreover, the distance error of the

TABLE II: Ratio of required to available processing resources

for implementing the proposed algorithm on the designed

sensor node considering different setups.

Setup #1 #2 #3 #4

Angular resolution for DE 7o 10o 10o 12o

Spatial resolution for SSL 10 m 5 m 10 m 7 m

Processing resources for DE 88% 43% 43% 30%

Processing resources for SSL 7% 45% 7% 15%

Total processing resources 95% 88% 50% 45%

Mean distance error 7.52 m 7.89 m 8.53 m 7.57 m

system behaves rather linearly with each of the mentioned

errors. Therefore according to the superposition principle, the

overall mean distance error is the sum of these errors which

can be estimated using Eq. 19. In the practical experiment

carried out in this paper, the average sound source distance

from the sensor nodes and the angular mis-calibration error

are considered as D = 120m and Ac = 1, respectively. It

should be noted that Eq. 19 is an approximate estimate of the

localization mean distance error which can justify the results

of Table I with good approximation.

ǫ = ǫA + ǫC + ǫS + ǫGPS (19)

One of the most important tasks for implementing the pro-

posed algorithm on the designed hardware is the management

of processing resources. For instance, the required processing

resources of the proposed algorithm when considering the 3o

angular resolution and the 3m spatial resolution are too large

to be implemented on the sensor nodes. On the other hand,

the required processing resources are reduced by decreasing

spatial and angular resolutions. As mentioned above, there

are two main stages in the proposed algorithm: one is the

direction estimation and the other is localization. For DE, the

amount of required processing resources associates with the

second order of angular resolution. For SSL, the amount of

required processing resources associates with the third order

of spatial resolution. Therefore, the spatial resolution is much

more effective on the required processing resources than the

angular resolution. Hence, to estimate the location of the

sound source in real-time, the spatial resolution, as well as

the angular resolution, have to be considered more than a

specified value. The ratio of required to available processing

resources for different setups on the designed sensor nodes are

brought in Table II. For each setup, the amounts of angular and

spatial resolutions are considered to be such that the proposed

algorithm can be implemented on the designed sensor node

and the sensor nodes can estimate the location of the sound

source in real-time. The required processing resources for

DE and SSL are individually brought in the table. The mean

distance error for each setup is also mentioned in this table. It

should be noted that there is a tradeoff between the required

processing resources and the minimum distance error. The best

setup is the one with minimum required processing resources

and minimum mean distance error.

As mentioned above, a quadcopter flying in a wide-range

outdoor environment has been considered as a sound source
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TABLE III: Comparing the precision of different sound source localization applications in wide-range outdoor environment.

Applications Environment Size (m) 2D or 3D Node Numbers Mean Error (m) Precision (%)

Gunshot localization[34] 60× 60 2D 9 3 96.5

Elephant localization[35] 600× 700 2D 4 30 96.7

Wolf localization[36] 6000× 5000 2D 20 167 97.9

Underwater source localization[6] 1200× 800 2D 1 112 92.2

Underwater Vehicle localization[5] 80× 100 2D 2 8 93.8

Underwater Vehicle localization[7] 2500× 2500 2D 3 80 97.7

Underwater Vehicle localization[8] 120× 60 2D 2 3 97.9

Quadcopter localization (this paper) 240× 160× 80 3D 8 6 98

and localized using the designed sensor nodes. Table III is

brought here to compare the results of this paper with those

of some other practical sound source localization algorithms.

There are some published practical works in wide-range out-

door and also underwater environments which are mentioned

in this table. This table consists of different applications for

sound source localization: wolf monitoring, elephant local-

ization, gunshot localization, underwater vehicle localization

and quadcopter localization. Each of these applications took

place in a different environment. The quadcopter was local-

ized in a 3D environment while in the other applications

mentioned in this table, the localization was performed in

a 2D environment. Moreover, the number of sensor nodes

used in these applications was different. According to the

applications and their assumed environment, the mean distance

errors between the estimated location and the actual location

are very different. Hence, mean distance error can not be

considered as an evaluation criterion alone. It was therefore

necessary to define a common fair criterion for evaluating and

comparing the localization precision. The evaluation criterion

in this table was defined based on the mean distance error and

the maximum possible distance (diameter of the environment).

The localization precision of each application was computed

using Eq. 20 in which ǫ denotes the mean distance error and d
denotes the diameter of test environment. It can be concluded

that the performance of the proposed method of localization is

comparable with that of the other practical works mentioned

in the table.

Precision =
d− ǫ

d
(20)

VI. DISCUSSION AND FUTURE WORKS

In this paper, a sound source localization algorithm with

reasonable computational cost and good precision based on

fuzzy approach was presented. The results of implementing

the proposed algorithm on the designed hardware have shown

that the location of a sound source can be accurately estimated

in real-time. In order to increase the precision of the sound

source localization, we can continue our research based on

the following approaches: 1) Increase the angular and spatial

resolutions, and 2) Algorithm upgrade for multi-source local-

ization.

By increasing the angular resolution, better precision of

sound source localization can be achieved. Since the amount

of required processing resources associates with the second

order of angular resolution, increasing the angular resolution

makes the system inappropriate for practical applications. In

order to increase the angular resolution, it is necessary to

increasing the scale of time difference of arrival (TDOA),

which is equivalent to increasing the size of microphone array.

Increasing the size of microphone array is in conflict with

portable applications where smaller sensor nodes are more

appropriate. Increasing the spatial resolution also causes higher

precision of sound source localization. However, the amount of

required processing resources associates with the third order of

spatial resolution which results in inappropriate for the appli-

cations in which the available processing resources are limited.

Therefore, although increasing angular and spatial resolutions

causes higher precision for sound source localization, but it

remarkably increases computational costs.

One of the reasons reduces the precision is the presence

of other sound sources next to the target sound source in the

environment. The proposed system is capable to localize a

single sound source in environment. Therefore, if there are

some other sound sources except the target sound source

in the environment, the other sound sources are considered

as noise which causes an increase in localization error. As

a result, by upgrading the algorithm for multi-source lo-

calization, higher precision for sound source localization is

achieved. Therefore, it seems that localization of multiple

sound sources is an appropriate future work which increases

the precision. Multiple sound sources localization can be done

by separating the various sound sources and then localizing

each one individually.

VII. CONCLUSION

In this paper, we have presented a new method in which

several sensor nodes were used to address the problem of

sound source localization. The paper has presented a design for

a sensor node with an array of eight high quality synchronous

MEMS microphones. Eight designed sensor nodes were used

in this paper. The proposed sound source localization algo-

rithm contains two main stages: DE and SSL. Each sensor

node is able to estimate the direction of the sound source using

the beamforming method. To remove the installation error

of the sensor nodes, the estimated directions were calibrated

using a calibration algorithm which leads to extracting the

orientation of sensor nodes. To estimate the location of the
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sound source, the calibrated directions were fused using fuzzy

logic. A practical experiment was carried out to evaluate

the proposed sound source localization algorithm. In this

experiment, a quadcopter flying in a wide-range area for

a specific time period was considered. The location of the

flying quadcopter was estimated once in every second. Mean

distance error between the estimated and target location was

considered as a criterion to evaluate the proposed algorithm.

It can be concluded from the experiment that different angular

and spatial resolutions leads to different mean distance errors

and various computational costs. It is also shown that to

localize the sound source in real-time, angular and spatial

resolutions have to be restricted to specific values. The ex-

perimental results demonstrated the accuracy and feasibility of

the proposed approach in sound source localization. The major

benefit of the proposed approach is its high precision in sound

source localization, robustness and reasonable computational

cost, making the proposed algorithm suitable for practical

applications.
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