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Abstract—tayered transmission of data is often recommended each layer a packet stream, or flow, and assigns it a unique
as a solution to the problem of varying bandwidth constraints in  discarding priority. Packets from the base layer are assigned
multicast video applications. Multilayered encoding, however, is the highest priority, whereas packets from enhancement layers
not sufficient to provide high video quality and high network uti- . ’ . -
lization, since bandwidth constraints frequently change over time. e_lre aSS|gned progresswgly lower priorities. When a net_wo_rk
Adaptive techniques capable of adjusting the rates of video layers link experiences congestion, packets from the lowest priority
are required to maximize video quality and network utilization. enhancement layers are discarded, thereby preventing the loss
We define a class of algorithms known as source-adaptive multi- of base layer and higher priority enhancement layer data. Given

layered multicast (SAMM) algorithms. In SAMM algorithms, the a network with support for priority-based packet discarding
source uses congestion feedback to adjust the number of generated )

layers and the bit rate of each layer. We contrast two specific the encher may_generate ar? enhancem_ent layer of V|deo_ for
SAMM algorithms: an end-to-end algorithm, in which only end €ach unigue multicast bandwidth constraint, thereby ensuring
systems monitor available bandwidth and report the amount of that all receivers obtain a quality of video commensurate with
available bandwidth to the source, and a network-based algorithm, - their available bandwidth.

in which intermediate nodes also monitor and report available  nilayered encoding alone, however, is not sufficient to
bandwidth. Using simulations that incorporate multilayered video hi high bandwidth utilizati d high vid litv. b
codecs, we demonstrate that SAMM algorithms can exhibit better achieve nigh banawi . utiiza '0'_1 and high video quam_/, €-
scalability and responsiveness to congestion than algorithms that cause network bandwidth constraints often change over time. To

are not source-adaptive. We also study the performance trade-offs improve the bandwidth utilization of the network and optimize

between end-to-end and network-based SAMM algorithms. the quality of video obtained by each of the receivers, the source
Index Terms—Congestion control, feedback control, multilay- Must dynamically adjust the number of video layers it generates
ered video. as well as the rate at which each layer is transmitted. In order
to do this, the source must obtain congestion feedback from the
network.
|. INTRODUCTION

We define a source-adaptive multilayered multicast (SAMM)
HE USE of layered encoding is frequently recommendeglgorithm as any multicast traffic control algorithm that uses
as a solution to the problem of bandwidth heterogeneitpngestion feedback from the network to adapt the transmis-

in multicast video distribution. A multilayered video encodesion rates of multiple layers of data. In this paper, we introduce

compresses a raw video sequence into one or more streams,novel and promising SAMM algorithms: one in which con-
or layers, of differing priority. The layer with the highestgestion in the network is monitored at and indicated by the net-
priority, called the base layer contains data representingwork’s intermediate nodes, and another in which the respon-
the most important features of the video sequence, whibility for congestion control resides exclusively at the source
additional layers, calleénhancement layersontain data that and receivers. We refer to the former asstwork-baseSAMM
further refines the quality of the base layer stream. Prior tggorithm and the latter as and-to-endSAMM algorithm.
sending the video into the network, the source generates fr@sth SAMM algorithms are closed-loop; that is, video traffic
flows from the source to the receivers, and a stream of conges-
. . . tion feedback flows from the receivers back to the source.
Manuscript received May 12, 1999; revised September 17, 2000; approved.l_h. | . d K hi defini

by IEEE/ACM TRANSACTIONS ON NETWORKING Editor T. V. Lakshman. IS paper as_o Introduces a networ_ architecture defining

This work was supported by the National Science Foundation through Grati®® source, receiver and network functions necessary to sup-

NCR-9628109, ANI-0083074, and ANI-9903427; by DARPA through Gragbort SAMM algorithms. The architecture includésedback

MDA972-99-1-0007; by AFOSR through Grant MURI F49620-00-1-033 m hich lid h f feedback K

and by grants from the University of California MICRO program, Hitachi, ergerswhich consolidate the contents of feedback packets as

Hitachi America, Standard Microsystem Corporation, Canon USA, Novelhey return to the source. Feedback mergers are used to prevent

Tokyo Electric Power Company, Nippon Telegraph and Telephone Corporatigiadhack implosion, a scalability problem that occurs as an

(NTT), NTT Docomo, Fujitsu, Nippon Steel Information and Communication . b f . ion feedback

Systems Incorporated (ENICOM), Canon, and Matsushita Electric Industr|5_\creas'ng number o re_CG'VEfS return Congestlon ee a(_: toa

Company, and Fundagdo CAPES/Brazil. single source. The architecture also requires that routers imple-

B. J. Vickers is with the Department of Computer Science, Rutgers Universighent some form of priority packet discarding, to ensure that

New Brunswick, NJ 08903 USA. . . . ! . '

Ip case of congestion, packets from less important video layers

C. Albuguerque was with the Department of Information and Computer S i )
ence, University of California, Irvine CA 92697 USA. He is now with Magisare discarded before packets from more important layers. In

Networks, Inc., San Diego, CA 92130 USA. | , order to prevent SAMM video flows from negatively impacting

T. Suda is with the Department of Information and Computer Science, UrH;]e erformance of other adaptive flows in the network. routers
versity of California, Irvine CA 92697 USA. p . p _ )

Publisher Item Identifier S 1063-6692(00)10923-9. must also isolate flows based on service class. Examples of

1063-6692/00$10.00 © 2000 IEEE



VICKERS et al. SOURCE-ADAPTIVE MULTILAYERED MULTICAST ALGORITHMS FOR REAL-TIME VIDEO DISTRIBUTION 721

flow isolation mechanisms include class-based queueing Ednder-driven approaches. The algorithm attempts to satisfy
and weighted fair queueing [2], [3]. heterogenous bandwidth constraints by offering a small number
This paper is a significant extension of our previous work oof independently encoded video streams, each encoded from
SAMM algorithms [4]—[7]. In this paper, we introduce the netthe same raw video material but at different rates. The streams
work architecture necessary to implement SAMM algorithmsre targeted to different groups of receivers, and their rates
describe in detail two new SAMM algorithms, and present there adjusted according to probabilistic congestion feedback
results of detailed simulations of these algorithms using actdedm each group. However, one important drawback of this
video content. The paper is organized as follows. We review r@gorithm is that the transmission of independently encoded
lated work on the multicast of adaptively encoded video anddeo streams results in an inefficient use of bandwidth.
discuss trade-offs between the existing approaches in Section IIMcCanne, Jacobson, and Vetterli proposed the first truly re-
In Section I, we present the SAMM architecture and descrilieiver-driven adaptation algorithm for the multicast of layered
the details of the network-based and end-to-end SAMM algeideo [15]. In the algorithm, known as receiver-driven layered
rithms introduced in this paper. In Section IV, we describe raulticast (RLM), the video source generates a fixed number of
video encoder rate control algorithm capable of generating midyers, each at a fixed rate, and the receivers “subscribe” to as
tiple layers of video at dynamically varying rates. In Section \hany layers as they have the bandwidth to receive. Congestion
the scalability, responsiveness, fairness, and end-to-end delaigahonitored at the receivers by observing packet losses. This
both SAMM algorithms are evaluated and compared to that approach has the advantage that it uses video layering to ad-
a non-SAMM algorithm. Finally, we provide some concludinglress heterogeneous bandwidth constraints. However, it limits
remarks in Section VI. the receivers to choosing among the layers the source is willing
to provide, and in many cases the provided selection may not be
adequate to optimize network utilization and video quality. Fur-
Il. SENDER-DRIVEN VERSUSRECEIVER-DRIVEN ADAPTATION  thermore, RLM is relatively slow to adapt to changes in the net-
Iprk’s available bandwidth. If the background traffic is particu-
gy bursty, the receivers may not be able to adapt appropriately,
(ﬁ?ulting in degraded utilization and video quality. Extensions

the network or the receivers. In a receiver-driven algorithm, tl"f‘é‘d Vaf'a‘?ts Olt\ll?l\lﬁll\?/l (r;eémely(,j I_Ie%epreﬁ( video mlJt!tlcast Vf["thl fre-
source transmits several sessions of data, and the receivers a]t(lng?mlssmn ( )[16], an -like congestion controftor

to congestion by changing the selection of sessions to whic red data [17]) have recently been proposed to ameliorate
they listen. some of these weaknesses.

Another potential solution to the multicast of video to
receivers with heterogeneous bandwidth constraints—although
A. Background it is not sender-driven or receiver-driven—is transcoding

Sender-driven congestion control for adaptively encodé#8]-[20]. In this approach, a single layer of video is encoded
video was first examined in the context of point-to-poin@t @ high rate by the source, and intermediate network nodes
communications. A number of works in this area have propostiéinscode (i.e., decode and re-encode) the video down to a
algorithms in which information about the current congestidawer rate whenever their links become bottlenecked. While
state of the network is passed via network feedback pack#tis approach solves the available bandwidth variation problem,
to the video source, and the source adjusts its encoding raté inequires complex and computationally expensive video
response [8]-[12]. These works illustrate the effectiveness tb@nscoders to be present throughout the network.
transmitting video using sender-driven adaptation to congestion
but do so only for the unicast case. B. Trade-Offs

One of the first examinations of sender-driven congestionThere are several trade-offs between receiver-driven and
control for multicast video was performed by Bolot, Turletti andender-driven approaches, particularly for the case of layered
Wakeman [13]. In their algorithm, the source adaptively modisdeo multicast. The first trade-off is the granularity of adap-
fies the video encoding rate in response to feedback from thetation. In a receiver-driven algorithm, the source typically
ceivers. This is done to reduce network congestion when necgsnerates a fixed number of layers at a coarse set of fixed rates.
sary and increase video quality when possible. To prevent fe¢tence, if the path to one of the receivers has an amount of avail-
back implosion, each receiver probabilistically responds witible bandwidth that does not exactly match the transmission
congestion feedback at a frequency which is a function of thate of a combined set of offered video layers, the network will
total number of receivers. While this algorithm considers th#e underutilized and the quality of that receiver’s video will be
problem of multicast, it uses only a single layer of video, arslboptimal. Sender-driven algorithms do not suffer from this
thus a few severely bandwidth-constrained paths can negativetgblem, because they are able to fine-tune layer transmission
impact the rate of video transmitted across paths that have maates in response to network bandwidth availability. They can
plentiful bandwidth. therefore achieve better network utilization and video quality.

The destination set grouping (DSG) algorithm by Cheung, Another trade-off arises in the ability of sender-driven and re-
Ammar, and Li [14] was one of the first to deal with the problenseiver-driven algorithms to respond to rapidly fluctuating back-
of heterogeneous bandwidth constraints in multicast vidgoound traffic. Video sources using sender-driven algorithms
distribution, and it shares features of both receiver-driven aneceive a continuous stream of congestion feedback from the

Adaptation to network congestion may be sender-driven
receiver-driven. In a sender-driven algorithm, the source ada|
its transmission rate in response to congestion feedback fr



722 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 8, NO. 6, DECEMBER 2000

network, and thus they may adapt to changing bandwidth cc O =

straints either by adding a new layer of video or by adjusting tl i :‘ -1 Rols

rate of an existing layer. Furthermore, this can be done rapid . .. Mkl

usually within a single round-trip time. Most receiver-driven aly=, _ b (51 Stand-Alons Feedoack Marger
gorithms, on the other hand, adapt to changing network cc ,d 4 |"" | Rouber with Feadback Merger
gestion through a combination of “layer join experiments” an b o B L () Racalvar wilh Fassdhack Margar
branch pruning, both of which occur at time intervals great 1. = —+ Dl Paih

than the round-trip time. ¥ v Feodback Pat

The layer subscription and unsubscription strategies of re-
ceiver-driven algorithms also have negative consequences ftdr 1
overall video throughput and loss—consequences that sender-
driven algorithms do not share. In most receiver-driven algé?e encoding rate of each layer, in response to a continuous flow
rithms, receivers perform occasional join experiments, durifjcongestion feedback from the network and/or the receivers. In
which they request a new layer of data. If the join experimeHis section, we consider a network architecture capable of sup-
creates congestion, packets may be lost and the experimeRAging this paradigm and two specific SAMM algorithms: one
considered by the receiver to be a failure. Since receiver-drivigvhich the primary congestion control functions reside within
algorithms like RLM do not rely on priority discarding, packet$he network, and one in which congestion control is performed
from any video layer—even the base layer—may be lost durifg an end-to-end basis with minimal network participation.
failed join experiments, causing brief but severe degradation in .
video quality for some receivers. Receiver-driven algorithnfs SAMM Architecture
also rely on the receiver’s ability to prune itself from the dis- The network architecture necessary to implement a SAMM
tribution tree of a given layer should there be insufficient ban@lgorithm for video consists of four basic components: adap-
width to support that layer. However, there is a significant “leavé&e layered video sources, layered video receivers, multicast-
latency” associated with the pruning of a branch from a multézapable routers, and nodes with feedback merging capability. A
cast tree. During this time, traffic congestion on the branch magmple configuration of this architecture is shown in Fig. 1.
be exacerbated, resulting in greater packet loss and delay fot) Adaptive Layered Video SourceBr a SAMM algorithm,
downstream receivers of other flows. In a network environmeitis assumed that the video source is capable of generating lay-
where bandwidth availability is continuously and sometimes sered video data. There are a number of ways for a source to
verely fluctuating, the effects of join experiments and long leagenerate layered video data. For instance, it may simply mark a
latencies can result in periods of significant packet loss and, farbset of the video frames as base layer data and the remaining
the case of video, significantly degraded video quality. frames as enhancement layer data. Or, the source may coarsely

Receiver-driven algorithms have the advantage that they apgantize the video stream’s frequency coefficients to produce
naturally more friendly to competing network traffic than ar¢he base layer and add refinement coefficients to produce en-
sender-driven algorithms. Sender-driven algorithms typicalhancement layers. For the purposes of this paper, we willassume
send all video data on a single transport layer connection asalirces that adopt the latter approach, since a finer granularity
use priority indications to specify the drop precedence of eachlayer transmission rates can be achieved this way. However, it
layer. This inevitably results in some low priority traffic beings important to note that the SAMM architecture does not man-
sent needlessly down some branches of the multicast trdafe that any one type of layering to be performed by the video
only to be discarded further downstream. If this extraneossurce.
traffic shares first-in-first-out (FIFO) queues with competing The video source must also participate in the SAMM algo-
traffic that is adaptive (e.g., TCP flows), then the adaptivethm being used. This means it must observe congestion feed-
flows may experience an unfair degree of discarding or delagpck arriving from the network and adaptively modify 1) the
within the network. Receiver-driven algorithms do not shamumber of video layers being generated, and 2) the encoding
this deficiency with sender-driven algorithms, because theyd transmission rates of each video layer.
send each layer of video in a different flow and allow for the 2) Layered Video Receiverd:ayered video receivers col-
pruning of flows that have no downstream receivers. One whact layered video data arriving from the source and reconstruct
to correct this deficiency of the sender-driven algorithms & decoded video image. All video receivers must use a layered
to isolate video traffic from other traffic. This can be done&ideo decoder that is compatible with the layered video en-
by implementing class-based queueing [1] or weighted faipder used by the source. Video receivers also cooperate with
queueing [2], [3] within the routers or switches. There ighe SAMM algorithm by returning congestion feedback toward
however, a nonnegligible degree of complexity involved in thiéte source as specified by the algorithm.
implementation of class-based and fair queueing at interme-3) Multicast-Capable RoutersRouters or switches within
diate network nodes. the network must, at a minimum, be capable of performing the
following functions:

a) Multicast forwarding and routing Whenever a packet

reaches a branch point in its multicast distribution tree,

In the SAMM paradigm, the sender adjusts its encoding pa-  the router produces one copy of the packet for each
rameters, including the number of video layers it generates and branch. The router also builds its multicast routing

Network architecture for SAMM.

I1l. ARCHITECTURE ANDALGORITHIMS
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tables according to a multicast routing protocol such dm the same downstream merger or receiver arrive after the
DVMRP [21], MOSPF [22], CBT [23], or PIM [24], previous merge. To preventthe merging of feedback from down-
although no specific multicast routing algorithm isstream receivers that have left the multicast distribution, stored
mandated by SAMM algorithms. feedback packets that have not been updated are removed from
b) Priority drop preferenceTo support layered video trans-the merger after a sufficient time-out interval.
mission, the router must be able to distinguish packetsin addition to its simplicity, this merging policy has several
with different priorities. During periods of congestionattractive properties. First, it does not require feedback mergers
routers drop low priority packets in preference over higto know in advance how many feedback packets are going to
priority packets. arrive from downstream. This is important, because many mul-
¢) Flow isolation.To prevent low priority packets from neg-ticast models (e.g., IP multicast) do not have built-in provisions
atively impacting the performance of rate-adaptive flowfor determining the membership of a multicast group. Second,
that share the router's output links, the router isolatéke policy allows merged feedback packets to be returned at the
SAMM flows from other flows. Examples of mechanismsarrival rate of the fastest incoming stream of feedback packets.
capable of doing this include class-based queueing [Thisis also important, since with heterogeneous bandwidth con-
and weighted fair queueing [2], [3], although SAMM isstraints, some receivers may generate feedback at faster rates
not married to any one particular flow isolation mechathan others. This is especially true for congestion control algo-
nism. rithms (like the ones presented in this paper) that return feed-
d) Congestion control.For network-based SAMM algo- back at a rate proportional to the data arrival rate.
rithms, the router must perform the congestion control Note that we have not explained how the content of feedback
functions required by the algorithm. Examples of congegackets is merged, since this is dependent on the congestion
tion control algorithms that are network-based and maypntrol algorithm being used. We leave this discussion for Sec-
potentially be used as part of a network-based SAMMon III-B.
algorithm include random early detection (RED) [25],
the explicit proportional rate control algorithm (EPRCA)B. Network-Based SAMM Algorithm

[26], and the network-based SAMM algorithm presented |n this section we consider a network-based SAMM algo-
in this paper. rithm, in which routers participate in congestion control by mon-

4) Feedback Mergersieedback mergers should be deitoring their available bandwidth and marking passing feedback
ployed to prevent feedback implosion, an undesirable situatipackets to indicate the explicit rates at which sources should
in which a large number of receivers consumes significatransmit video. By exchanging congestion feedback with the
return-path bandwidth by sending feedback packets to a singktwork and the receivers, the video source learns the number of
source. In order to alleviate this problem, feedback mergerisieo layers to generate as well as the transmission rate for each
consolidate information from arriving feedback packets ardyer. The algorithm is derived in large part from algorithms pro-
route the resulting feedback packets upstream toward the ngased by the ATM Forum for the rate control of available bit rate
feedback merger on the path to the source. The idea of degi§BR) data sources [26].
nating nodes in the network to alleviate feedback implosion In the network-based SAMM algorithm, the source period-
has appeared in a number of other contexts, most notably in tbally generates a control packet called a “forward feedback
context of reliable multicast [27]-[29]. packet,” which it multicasts to receivers. Upon receiving the

Feedback mergers ultimately form a virtual network oveferward feedback packet, a receiver copies the packet's con-
laid on top of the underlying datagram network as shown tents into a “backward feedback packet” and returns it to the
Fig. 1. The feedback merging function may be implemented sturce, thereby closing the feedback loop. To maintain a steady
the source, at routers which have been enhanced to performftbe of feedback between the source and the receiver, the source
merging function, at dedicated nodes inside the network, andfg@merates one new forward feedback packet for edgryideo
at one or more participating receivers. Furthermore, feedbgu&ckets sent, whet¥ s is a relatively small number such as 32.
mergers do not have to be present at every branch point in thé\s forward feedback packets travel from the source to the
multicast tree in order to operate properly. Obviously, a largezceivers, routers mark them in order to explicitly indicate the
number of feedback mergers in the network guarantees a grearaountofbandwidth availableinthe networkforthe transmission
reduction in the amount of feedback returning from receivers tda SAMM video flow. The routers musttherefore 1) monitor the
video sources. However, in realistic scenarios, feedback mergansount of bandwidth available for video, 2) track the number of
are likely to be incrementally deployed as the load created bigleo multicastflowsattemptingtosharetheavailable bandwidth,
feedback packets becomes a greater issue. and 3) calculate the fair share of the available bandwidth for each

The primary task of the feedback mergers is to consolidateleo multicast flow competing for the outgoing link. An existing
the feedback packets returning from receivers. For each vidagorithm, known as the explicit rate indication for congestion
multicast flow, feedback mergers store the most recent feedbaskidance (ERICA or ERICA) algorithm[30], hasbeendevised
packet arriving from the nearest downstream feedback mergesupport these functions for ABR data service, and we adopt a
or receiver. A flow's stored feedback packets are merged aslightly modified version as part of the network-based SAMM
routed to the next upstream feedback merger whenever 1) a fegldorithm. Most of ERICA's functions take place in the output
back packet from the downstream feedback merger or receiperts of routers and switches, where the available bandwidth is
that triggered the last merge arrives, or 2) two feedback packetenitored and feedback packets are marked. The functions the
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modified ERICA algorithm performs in each router are briefly TABLE |
summarized asfollows: CONTENTS OF FEEDBACK PACKETS USED BY

e . . THE NETWORK-BASED ALGORITHM
1) Set the target utilization of the link bandwidth to some

fraction of the total link capacity. A target utilization less E“d ig bUS:d ind
0, Oorwar ackwari
than 109 % helps thg router prevent buffer overflows dL. feedback | feedback
to transient congestion effects. It also shortens queuei field || Description packets | packets
delays by keeping bufferoccupancy low. L || Maximum number of video layers allowed . o
2) Monitorthe number of active SAMM flows. R¢ Ql:irrel:t combined rate of the source’s
. _ - . video layers L]

3) Monitor the amount of non-SAMM traffic arriving gt the ——"The maximum explicit rat allowed on the path . -
outpgt port, and calculate th_e ampunt of ba_1ndW|dth I™N; || Current number of video layers .
maining foruse by SAMM traffic. Thisamountisknownas r; | Avector G =1, ..., V) listing .
the“SAMM cap acity." the cumulative rates of each video layer

) . L. , ¢ A vector (i = 1,..., Ny) listing

4) Monitor the amount of SAMM traffic arriving at the port’s the number of receivers requesting each R

outputqueue, and calculate the “overload.” The overload || 1ayer in the rate vector r;

equal tothe SAMM data arrival rate divided by the SAMM

capacity. It measures the degree to which SAMM traffic is

congesting (orunderutilizing) the link. using the modified ERICA algorithm presented above. After a
5) Usingtheoverloadvalue, calculate the “flow share,” whictouter determines the amount of bandwidth to allocate to the
is equal to the flow’s current transmission rate divided bffow, it enters the value into the feedback packet's explicit rate
the overload. The flow share represents an allocation @) field. This process is repeated at each of the subsequent
bandwidth that restores the link to the target utilization. touters.
optimizes utilization ofthe linkduring periodsofunderload Upon receiving a forward feedback packet, the receiver exam-
and preventslossduring periods of overload. ines the explicit rate field to determine how much bandwidth is
Calculatethe flow’s“fair share” ofthe available bandwidthavailable for video on the path from the source. Since the avail-
Thefairshareis equaltothe SAMM capacity divided by thable bandwidth varies from branch to branch of the multicast
number of active SAMM flows. flow, each receiver is likely to see a different explicit rate value.
Set the explicit rate/{g) value for the flow to the larger of The receiver generates a backward feedback packet and sets its
the “flow share” and the “fair share.” Place the explicit rateontents to indicate the desired video rate. It does this by filling
value into the forward feedback packet, but do not allow the first slot of the backward feedback packet’s rate veetdr (
toexceedthe SAMM capacity of the link or the explicit ratevith the explicit rate value contained in the forward feedback
value calculated by the previous hop. packet. It also sets the corresponding slot of the counter vector

All of this congestion control algorithm’s monitoring oper<c;) to one in order to indicate that only one receiver has re-
ations take place over the duration of a short, fixed averagiggested rate; so far. The backward feedback packet is returned
interval. To prevent instability, new values for the overload, fato the nearest upstream feedback merger.
share, flow share and explicit rate are computed only once peiWhen a feedback merger joins two or more backward feed-
averaging interval. back packets, it collects the components of the rate dnd

Table | lists the fields contained within each of the networleounter ¢;) vectors from each incoming feedback packet and
based algorithm’s feedback packets. When a forward feedbat&res them into a local array, sorted by rate. Each entry in the
packet is generated, the source stores the maximum numbeloofl rate array corresponds to a video rate requested by one
video layers it can supporfj. The value ofL. depends on the or more downstream receivers, while the entries in the counter
number of layers the video encoder is able to generate. For aray indicate how many downstream receivers have requested
ample, if the source uses a scalable encoder that can only gesich rate. Ultimately, the rate values will be used by the source
erate four layers of video (one base layer plus three enhantedetermine the rates at which to transmit each video layer.
ment layers), then it sets to 4. The value ofL must also be After filling the local rate array, the number of entries in the
less than or equal to the maximum number of priority levels ttaray is compared to the maximum number of video layers al-
network can support. The current combined rdte)field con- lowed for the connectioni(). If the number of entries in the
tains the combined rate of all video layers currently being genéocal rate array does not exceédthen the merging is consid-
ated by the source. This field is used by the switches to calculated complete. However, if the number of entries excdeds
the flow share. The explicit rate field?) is set by routers and then one (or more) of the rate entries must be discarded and its
indicates to each of the receivers how much bandwidth is avaibunter value added to the next lower entry. To determine which
able on the path from the source. At feedback packet generaténry (or entries) to discard, the feedback merger attempts to
time, the source initializes the explicit rate to the desired peaktimate the impact of dropping each listed rate on the overall
transmission rate for the flow. video quality. This is done through the use of a simple estimated

As forward feedback packets pass through routers on the wagleo quality metric.
to their receivers, they are copied onto multiple output links, just The estimated video quality metric attempts to measure the
as video packets are. The routers monitor the amount of bardmbined “goodput” of video traffic that will be received by all
width available for video on each outgoing link and divide thatownstream receivers. The goodput for a single receiver is de-
bandwidth fairly between all competing multicast video flowfined as the total throughput of all video layers receiwéithout
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loss For instance, suppose a sender is transmitting three layseosirce by monitoring its received video rate and periodically re-
of video at 1 Mb/s each. If a receiver entirely receives the masirns feedback packets toward the source.
important first two layers but only receives half of the third layer When a branch of the multicast tree experiences (or is relieved
due to congestion, then its total received throughput is 2.5 Mbés) congestion, available bandwidth decreases (or increases) on
but its goodputis equal to the combined rate of the first twahe branch, and the arrival rate of video packets at downstream
layers, namely 2 Mb/s. The goodput is a useful estimate of videsxeivers changes accordingly. Due to this fact, an estimate of
quality because it measures the total combined rate of traffiee bandwidth available on the path from the source can be ob-
from uncorrupted video layers arriving at a receiver. tained by monitoring how fast video packets arrive at the re-
As the feedback merger aggregates feedback packets, itcativer. In the end-to-end SAMM algorithm, each receiver mon-
tempts to determine the goodput that downstream receivers \itihirs the arrival rate of video packets by using Clark and Fang's
observe. The combined goodgiiis estimated from the valuestime sliding window (TSW) moving average algorithm [31].

listed in the rate array and calculated as follows: Typically, the receiver assumes the available bandwidth is
equal to the received video rate. However, the actual available
N bandwidth may be higher than the video arrival rate when
G= Z” X ¢ the network is under-utilized. In order to exploit the available
i=1 bandwidth, the receiver may occasionally report a rate that is

h is th b ¢ ies in the | | higher, by an increment, than the observed arrival rate of video
W eer IS t E num erg entries mlt € ;)ca rate a(;ray, andackets. The receiver reports a higher rate whenever there is a
ri ande; are the rate and counter values for entrjfo deter- change in the observed arrival rate and no packet losses have

mine which entry to remove from the local rate array, the feefle. oy vecorded in a given interval of time. This allows the source
back merger calculates the combined goodput that will resylt capture newly available bandwidth in an incremental, and
from each potential entry removal. The entry removal that herefore stable manner

sults in the highest combined goodput is then removed from y¢., receiving a number of video packets, the receiver

the re_lte array. This process _is repeated until the_ number of Pfurns a feedback packet toward the source. The feedback
tries in the local rate array is equal to the maximum numb Eckets of the end-to-end SAMM algorithm contain the same
of layers allowed. The rate and counter array entries are cop. s listed on Table | for the network-based SAMM algorithm

into the slots of the me_rged pacl_<et’s rate and counter vectals i ward feedback packets, including the rate vector) (
and the merged packet is transmitted to the next upstream feg the counter vector). The receiver reports its estimated

back Merger. Th'.s Process|is repeated at each upstream feed 4ifable bandwidth in the first slot of the rate vector and sets
merger until the final consolidated feeQback packet arrves at R first slot of the counter vector to one. Feedback packets are
source. The feedbac_k packet that arrives at the source WI|! CQlected and merged by feedback mergers or by the source in
tain the 'number of wdgo layers to generate as well as a listQf, o ot same way as described for the network-based SAMM
cumulative rates at which to generate each layer. algorithm.
) The simplicity of the end-to-end SAMM algorithm is its most

C. End-to-End SAMM Algorithm important feature. By transferring the congestion control func-

The network-based algorithm, while accurately monitoringons to the end systems, the end-to-end SAMM algorithm be-
the available bandwidth and fairly dividing it among competingomes an attractive alternative to the more complex network-
connections, has potential implementation difficulties. First, itased SAMM algorithm.
requires that routers monitor their available bandwidth, perform
congestion control, and mark feedback packets with explicit rate
congestion information. Second, it employs forward feedback
packets, which result in a reduction of the amount of bandwidth Encoder rate control is necessary to ensure that SAMM al-
available for video data. To overcome some of these difficultiegorithms can dynamically adjust the encoding rates of several
we also consider and investigate an end-to-end SAMM algaideo layers. One possible encoder and rate control architec-
rithm, where congestion control functions are performed soletyre is illustrated in Fig. 2. The “encoder” block shown in the
at the source, the receivers, and the feedback mergers. Netwiaglare may be any type of layered video encoder (e.g., embedded
routers and switches are not assumed to perform any comptexo-tree wavelet, MPEG-2, etc.), which accepts uncompressed
or novel congestion control functions apart from those necesgideo information. Uncompressed raw video naturally consists
tated by the SAMM architecture. of a sequence of video frames, and we assume the encoder pro-

The behavior of the end-to-end SAMM algorithm’s sourceesses frames one block at a time (as in MPEG), where a block
is the same as that of the network-based SAMM algorithmis defined as a rectangular component of the frame. The encoder
source. The video source simply adjusts the number of videgceives a list of target bit rates for each video layer and attempts
layers it generates and the encoding rate of each layer in t@produce layered video streams at rates that closely follow the
sponse to a continuous flow of congestion feedback from tkerget bit rates. However, since the compression ratio is depen-
receivers. By contrast, the behavior of the end-to-end SAMNENt on video content, it is virtually impossible to produce com-
algorithm’s receiver is significantly enhanced to compensate foressed video at rates that precisely match the target bit rates.
the lack of congestion control functions within the network. Th&herefore, the encoder returns a list of the rates that it actually
receiver estimates the available bandwidth on the path from thenerated for each layer of video. This data can then be used to

IV. VIDEO ENCODER RATE CONTROL
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Network

va Fig. 3. Simulation model for evaluating responsiveness.
Fig. 2. Video encoder and rate controller. video traffic. To keep queueing delays minimal, only the number
, , of packet buffers necessary to tolerate 1 ms of queueing delay
calculate an error term for use in the compression of the Ne¥k used. For most simulation models. this works out to ap-
block of video. o _ _proximately 200 packets per router hop for each video flow.
The rz_;lte control functiod’ in Fig. 2 determines the e_ncoder SFor the network-based SAMM algorithm, the source generates
target bit rates for each layer. It has two purposes: first, to heﬂ?edback packets once for every 32 video packets, and for the
the encoder produce several layers of video at rates requesifg 1,_end SAMM algorithm, the receiver generates and returns
by the network, and second, to prevent the video buffer frofitee jnack packet after receiving 32 video packets. We assume

overflowing and underflowing. To achieve these goals, the ral8eedback merger has been integrated into every router.
controller determines the target bit rafégor layer: as follows:

R A. Responsiveness
Flr: b e = 43 bi — Tari
iy biy i) =73 — |aci + f T One of the most important requirements of a source rate

adaptation algorithm is that it be able to respond rapidly to
changes in network congestion. In this set of experiments, we
use the end-to-end and network-based SAMM algorithms to

lthe p/rgwouslz entcodgt_:l Tﬁcg’ ?fzgs.thti nltmeetrbofﬁblts dfrlom illustrate the performance trade-offs between source-adaptive
ayerc currently stored in the bullet.q 1S the target butter defay, o,y nonsource-adaptive algorithms. We also show the impact

which determines the target buffer occupancy at the sounise. of network propagation delay on the responsiveness of the two

the length of the video block interval. For example, if the rav A n v algorithms

video is captured at a rate of 10 frames per second and eac e use the model in Fig. 3 to evaluate the responsiveness

frame is divided into 10. blqcks, the‘.‘] IS 0.01 s_econds. The of the SAMM algorithms. It consists of one video source and
constantsy and/3 are weighting coefficients. This rate control[W0 receivers. Background traffic is applied on linksandZ,,

funct|o? t?]dIUSts Fhe tabrlgetkblt Lattis accord![ng to the enc?cilggd two responsiveness experiments are conducted. The first ex-
error ot the previous block and the current occupancy o rE)Periment is designed to explore the temporal response of the

tra:fstmispn buffer. ted by th der the | d bit st source to changes in available bandwidth on one of the links.
erbeing generated by the encoder, (e jayered bit SWeafg, ocqng experiment explores the impact of the network prop-

are pagkgtize_d and placed into th_e source bufferl in Fig. 2 fgéation delay on the performance of the SAMM algorithms.
transmission into the network. Using a simple weighted roun In the first experiment, all link capacities are 10 Mb/s. We

robir_l, the packetizer interlegves packets from each layer A )ply constant bit rate (CBR) background traffic at a rate of
cording to the layer’s target bit rate in order to keep packets fr Mb/s to link L; and sharply oscillating square-wave back-

clumping int_o layers. Th_e packets are then fed into the netwogﬁt‘ound traffic to linkL, in Fig. 3. The square-wave traffic os-
at the combined transmission rate of all the layers. cillates between constant rates of 4 and 7 Mb/s over a period
of 500 ms and is used to test the responsiveness of the source
to sudden and substantial changes in available bandwidth. As
This section presents the results of several simulations @debasis for comparison, we also examine the performance of a
signed to evaluate the performance of the network-based awdirce which is nonadaptive and transmits three layers of video
end-to-end SAMM algorithms under various network configuat cumulative rates of 1, 4.5, and 8 Mb/s. This set of rates is
rations and conditions. These scenarios are designed to testthaittedly arbitrary, but so is any choice of rates for a layered
algorithms’ responsiveness, scalability with respect to propadgeansmission mechanism that is not source-adaptive.
tion delay, scalability with respect to the number of receivers, Fig. 4 shows the results of the simulation. As shown in
sensitivity to network buffer dimensioning, and fairness. Fig. 4(a) and (b), the adaptive sources alter the rate of one of
Unless otherwise specified, all simulations assume link ctreir layers in response to the oscillating available bandwidth
pacities of 100 Mb/s, propagation delays between end systeomslink L,. The remaining layer is transmitted at a cumulative
and routers of 5is, and propagation delays between routers adite of 7 Mb/s, which corresponds to the available bandwidth
5 ms. Without loss of generality, all packets are assumed todre link L;. Note that the source quickly responds to the
the size of ATM cells (53 bytes), and two class-based queusguare-wave traffic oscillations, usually within 10 ms, which is
are used at each router hop to isolate background traffic fraqual to the round-trip time. For the purposes of comparison,
SAMM video traffic. One queue is shared by competing bacleig. 4(c) plots the cumulative transmission rates of each layer
ground traffic while the other is shared by competing SAMMor the nonadaptive case.

wherer; is the rate requested for layétin the most recently
received feedback packet,is layeri's encoder rate error from

V. PERFORMANCE
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Fig. 4. Responsiveness: Source transmission rates and goodput. (a) Source rates: Network-based SAMM. (b) Source rates: End-to-end SAMMtés) Source
Non-adaptive. (d) Video goodput: Network-based SAMM. (e) Video goodput: End-to-end SAMM. (f) Video goodput: Non-adaptive.

The receiver goodput values for the source-adaptive aofithe goodput is determined for each arriving video block.
nonadaptive algorithms are shown in Fig. 4(d)—(f). Recatlearly the SAMM algorithms produce better video goodput
that video goodput is defined as the total throughput of atan the nonadaptive mechanism due to their ability to adjust
layers received without loss. At each receiver, a new valeach layer’s transmission rate based on network congestion
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feedback. In both SAMM algorithms, there are brief perioc
of time when the video goodput falls to zero. This occut
due to buffer overflow, which occurs whenever the availab T
bandwidth on linkL, decreases suddenly to 3 Mb/s. eorcbieed SAMM
algorithms. The receiver impacted by oscillating backgrour
traffic on link L. suffers fewer losses to the base layer whe g s |
serve slightly higher peak goodput values when they use t § & S o B sauM |
end-to-end algorithm. There are two reasons for this trade-c< | [} 7=
spond more rapidly to changes in available bandwidth thant °[ _ _._._ _._._._._._. SIS RS ommox A__Qw_._.f_\:x
end-to-end algorithm, because congestion control decisions
knowledge of available bandwidth than do receivers. On tl o ZRoundTﬁpDelay (msecz;) *
other hand, the end-to-end algorithm does not include the over-
to gauge the amount of available bandwidth in the network, and
so it allows more of the link capacity to be used for the tran:
more responsive to changes in available bandwidth, its gree
responsiveness comes at the expense of lower peak goodptL
tion delay on video goodput. We again apply CBR backgrour A=25 Mbps
traffic on link L; and square-wave background traffic with a pe
gation delays between routers are varied from 0.1to 50 ms. ¢
The average video goodput delivered to each receiver
plotted in Fig. 5. As propagation delay increases, the avere
drops almost linearly. This is due to the fact that the sour
uses increasingly stale congestion feedback to adjust its la
this drawback, the SAMM algorithms produce better goodp
than the nonadaptive mechanism for both receivers and ...

whenever base layer packets are dropped by network rout A 7 BrrioBad SaMM
Fig. 4 reveals an important trade-off between the two SAMI
. . . Non-adaptive
using the network-based algorithm, whereas both receivers «§  4...................__.. R | R S E.{_M ______ o
End-to-End SAMM
Receiver 2 N
On the one hand, the network-based algorithm is able to | eoetver Ny
made within routers, which have more complete and immedic  » L L
head of generating and transmitting forward feedback packéig 5. Responsiveness: Scalability with delay.
mission of video. Thus, while the network-based algorithm
In the second experiment, we explore the impact of propac
riod of 500 ms on linkL,. The background traffic transmission@\
rates are the same as those for the first experiment, and prc
goodput delivered to receiveR, by the SAMM algorithms A=50 Mbps
transmission rates as the propagation delay increases. Des
observed propagation delays in this scenario.

Fig. 6. Simulation model for evaluating scalability.

B. Scalability

Scalability is perhaps the most important performance mea-
sure of a multicast traffic control algorithm. Multicast connec-
tions can reach hundreds of receivers, each with varying band-
width constraints. It is therefore important to understand how
a multicast traffic control algorithm performs as the number of
receivers grows.

The network model shown in Fig. 6 and used to evaluate the Mg ZUg Nig
scalability of the SAMM algorithms consists of eight video
sources, four equally sized groups of receivers, and seveh "
routers. Within each receiver group, we vary the number of re-
ceivers between 2 and 32. We generate background traffic ushg = ;. = 100 s~. We choose this background traffic model
a superposition of 2000 on—off interrupted Poisson processkescause it generally produces burstier traffic than a simple
each with state-to-state transition rates of 100 per second. TR@sson process. Independent MMPP-generated background
superposition is equivalent to the Markov modulated Poisstraffic streams are applied to all intermediate links at average
process (MMPP) shown in Fig. 7, wher® = 2000 and rates @) of either 25 or 50 Mb/s and to each leaf link as shown

) ) i . in Fig. 6. The average traffic loads on leaf links are divided
1To prevent the goodput from falling to zero during these brief transitional

periods, a SAMM source may opt to transmit an additional layer at a low coH]to four heterogeneous groups; (= 30 Mb/s, A2 = 50 Mb/s,
stant bit rate. Az = 65 Mb/s, Ay = 80 Mb/s).

Background traffic model: MMPP representifidoackground sources.
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Fig. 8. Scalability: Average peak signal-to-noise ratio for all receiver groups versus total number of receivers. (a) Receiver group 1 videssustitymber
of receivers. (b) Receiver group 2 video quality versus number of receivers. (c) Receiver group 3 video quality versus number of receiversedydegcdiv
video quality versus number of receivers.

We first examine the performance of the SAMM algorithmsideo generated by one of the eight video sources is considered
as the number of receivers increases. For the purposesmben computing the average peak signal-to-noise ratio, since
comparison, we also consider an algorithm which is netch source behaves in a statistically equivalent manner. As the
source-adaptive and transmits five layers of video at fixdijure shows, the quality of video obtained by areceiver is deter-
evenly distributed cumulative rates of 1, 3.25, 5.5, 7.75, amined by the average amount of bandwidth available to it, just as
10 Mb/s. Using an embedded zero-tree wavelet codec wittexpected. More important from the perspective of scalability is
rate controller like the one described in Section IV, each viddbe fact that the signal-to-noise ratio and hence the video quality
source encodes actual multilayered video sequences (takéeach receiver remains relatively constant as the number of re-
from the Academy Award-winning short animatidvallace ceivers increases. Furthermore, the video quality delivered to
and Grommit and transmits them through the simulatedhembers of each group of receivers is consistently higher for
network shown in Fig. 6. We assume the encoder can genettéiie SAMM algorithms than it is for the algorithm which is not
up to five video layers. When video packets arrive at receivesqurce adaptive.
they are decoded and the resulting video quality is examinedrig. 8 reconfirms the performance trade-off between the
by calculating its average peak signal-to-noise ratie vary end-to-end and network-based SAMM algorithms that we ob-
the total number of multicast receivers between 8 and 128derved in Section V-A. Recall that the network-based algorithm
order to examine scalability. achieves better responsiveness by using some of the available

Fig. 8 plots the average peak signal-to-noise ratio of the deandwidth to transmit forward feedback packets, whereas
coded video sequence for a selected receiver from each receitier end-to-end algorithm uses more available bandwidth to
group as a function of the total number of receivers. Only theansmit video but responds less quickly to congestion. This

trade-off is again observed in Fig. 8. If we compare the video
2The average peak signal-to-noise ratio is a logarithmic measure of the diﬁqruality obtained by the end-to-end and network-based SAMM
ence between the original and received video sequences. The larger the value, . . .
the lesser the distortion. It is calculated by observing the peak signal-to-no orithms for members of the least bandwidth-constrained
ratio for each frame and averaging across all frames in the video sequence.receiver groups (groups 1 and 2), we see that the feedback
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Fig. 9. Average goodput and end-to-end delay for all groups versus buffer size. (a) Network-based SAMM algorithm. (b) End-to-end SAMM algorithm. (c)
Network-based SAMM algorithm. (d) End-to-end SAMM algorithm.

overhead of the network-based SAMM algorithm results igueues to remain full, or nearly full, for the entire duration of
lower video quality for members of these groups. Howevehe video session. It is therefore important to dimension these
when we examine the video quality obtained by receivebsiffers conservatively to prevent excessively long gqueueing
with more highly constrained bandwidth (groups 3 and 4), waelays. At the same time, the buffers must be large enough to
observe that responsiveness to congestion plays a greater rohaimmize the discarding of important video packets.
determining the video quality. This is due to the fact that most Using the network model shown in Fig. 6, we study the impact
bandwidth-constrained receivers receive a smaller numberabfrouter queue sizes on the video quality and end-to-end delay
video layers, and packet losses in these layers are mitigatédhe SAMM algorithms. Video goodput is used as a metric
by fewer underlying video layers. Since the network-basédr video quality, and the size of each router’s output queues is
algorithm is more responsive than the end-to-end algorithraried between 20 and 2000 cell-sized packets.

it results in fewer packet losses for bandwidth-constrainedFig. 9 plots the average goodput and end-to-end delay ob-
receivers and therefore achieves higher video quality feerved by a receiver sampled from each receiver group. Al-
bandwidth-constrained users, even despite its greater feedbécugh all eight SAMM sources are transmitting video, only

overhead. the average video goodput from one of the sources is shown in
this figure. Clearly, the average video goodput at all receivers
C. Buffer Dimensioning increases as the size of output queues in the network increases.

This result is expected, because fewer low priority packet losses
SAMM algorithms require routers to implement pri-occur when network buffers are large. More interesting, how-
ority-based packet discarding so that low priority packets aeger, is the difference in the shapes of the curves for the network-
preferentially dropped in case of congestion. That is, whenbased and end-to-end SAMM algorithms. The goodput curves
router’s output queue overflows, the lowest priority packet ifor the network-based algorithm begin to flatten out earlier than
the queue is discarded. Unfortunately, using priority discardirige end-to-end curves do, suggesting that the network-based al-
mechanisms to support layered video causes many netwgdcithm can achieve its best goodput with smaller router buffers.



VICKERS et al. SOURCE-ADAPTIVE MULTILAYERED MULTICAST ALGORITHMS FOR REAL-TIME VIDEO DISTRIBUTION 731

D E E F H H AAA CCC GGGGG GGBBB
A T\ /T A

20ms 10ms 5ms Sms Sms 10ms

50 100 50 150 150 50
Mbps Mbps Mbps Mbps Mbps Mbps
A BD EEAB A F B HH cCCC GGGGGGG
Fig. 10. GFC-2: Simulation model for evaluating fairness.
In both SAMM algorithms, the end-to-end delays increase TABLE I

MAX—MIN FAIR ALLOCATION AND AVERAGE VIDEO TRANSMISSION

linearly with network buffer size. Moreover, receivers with RATES (IN Mbls)

more severe bandwidth constraints (groups 3 and 4) experience

larger end-to-end d_elays-_bec_ause queues In rQUterS _along TFlow | Max-min | Network-based | End-to-end (E-to-E) | E-to.E SAMM
paths to these receivers fill with more low priority traffic that Type | fair share SAMM SAMM wiround robin
is ultimately discarded. The network-based algorithm exhibits g 150 1506103 131'2969 1503’14
smalle_r.end—to—end delays than the enq-to—end algorithm due " 35 35.18 37,66 3521
the ability of the network-based algorithm to regulate source p 35 3521 39.97 34.79
transmission rates according to router queue occupancies. E 35 3521 38.98 34.93
F 10 10.01 16.18 10.18
. G 5 5.08 6.80 5.26
D. Fairness H 52.5 52.72 56.50 52.81

Another important factor in the evaluation of traffic control
algorithms is their fairness. If an algorithm fails to divide band-
width equally between competing flows, then some flows magnd-to-end algorithm cannot enforce fairness, and hence flows
unfairly receive better service than others. To evaluate the faith shorter round-trip times tend to consume a larger amount
ness of the SAMM algorithms, we use a standard network modaélbandwidth. This results in an allocation of bandwidth that is
known as the second general fairness configuration (GFC#)fair and strongly dependent on the distance between source
[32], [33]. In this model, there are 22 competing sources, 2hd receiver.
receivers, and seven routers, and all links serve as bottleneck®ne possible way to improve the fairness of the end-to-end
for at least one of the 22 flows. This configuration is illustrate8AMM algorithm is to impose some form of per-flow sched-
in Fig. 10. All flows with the same label are bottlenecked at thaling at the routers. The simplest form of per-flow scheduling
same link. All entry and exit links have propagation delays ofi§ a round-robin algorithm, which cycles packet services be-
ms and link capacities of 150 Mb/s. tween flows. This solution has greater implementation com-

The allocation of bandwidth to competing video traffigplexity than the simple end-to-end SAMM algorithm, which
streams is said to be optimal if it isax—min fair At the output uses only FIFO queues at routers, but it is still less complex than
port of a given router, an allocation of bandwidth is said to ke network-based algorithm, which requires rate monitoring
max—min fair if all active flows not bottlenecked at anotheand explicit rate calculation. The right-most column of Table II
router are allocated an equal share of the available bandwidgts simulation results showing the observed bandwidth alloca-
[34]. tions for the end-to-end SAMM algorithm enhanced with round-

Table Il contains the results obtained by simulating the GFCr8bin scheduling. It shows that a simple round-robin sched-
model with both SAMM algorithms. In the first column, theuler at each router can substantially improve the fairness of the
ideal max—min fair allocations of bandwidth are shown for ea@nd-to-end SAMM algorithm.
type of flow in the GFC-2 configuration. The next two columns It is also important to examine how rapidly the two SAMM
list simulation results showing the rates to which a selected flalgorithms converge to their equilibrium allocations. Fig. 11
from each flow type converges at equilibrium for the networkshows how the transmission rate of a selected source in each
based and end-to-end SAMM algorithms. The network-basBdw type converges over time when the network-based and
algorithm is clearly able to achieve bandwidth allocations thahhanced end-to-end SAMM algorithms are used. The net-
are close to max—min fair, since explicit computations of theork-based algorithm clearly converges much more rapidly to
fair share are performed in every router. On the other hand, thenax—min fair allocation than does the enhanced end-to-end
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algorithm. Again, this is due to the explicit rate mechanisms [7]
built into the network-based algorithm.

[8]
VI. CONCLUSION

In this paper, we have introduced the class of algorithms[®l
known as source-adaptive multilayered multicast (SAMM)
algorithms, and we have studied their use for the multicasto]
distribution of video. We have proposed and investigated a
simple end-to-end SAMM algorithm for possible use in they;y;
Internet and a more sophisticated network-based SAMM
algorithm which requires monitoring and reporting of available
bandwidth by intermediate network nodes. In both SAMM[12]
algorithms, the source transmits several layers of video and
adjusts their rates in response to congestion feedback from tt]
receivers and/or the network.

We have also introduced a network architecture defining th@i4]
source, receiver, and network functions necessary to support
SAMM algorithms. The architecture mandates that routers impy
plement some form of priority packet discarding in order to sup-
port layered transmissions, as well as class-based flow isol&L¢l
tion mechanisms at routers to prevent SAMM flows from nega-
tively impacting the performance of other flows in the network.[17]
The architecture also includes feedback mergers, which prevent
feedback implosion by consolidating the contents of feedback18
packets returning to the source. Note that we have not addressed
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the placement or dynamic instantiation of feedback mergers in
the network, opting instead to leave this issue for future re-
l  search.

Simulation results presented in this paper indicate that
SAMM algorithms are capable of producing better video
quality and network utilization than algorithms which transmit
video layers at fixed rates. Furthermore, both SAMM algo-
rithms exhibit good performance in terms of goodput, video
quality and scalability while requiring only a minor amount
1 of buffer allocation at routers in the network. The principle
difference between the two algorithms resides in their ability
to respond to changes in available bandwidth and the speed
with which they converge to fair allocations of bandwidth. By
introducing additional complexity into the router nodes, the
network-based algorithm is able to respond more rapidly and
fairly to congestion within the network.
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