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Source-receiver Marchenko redatuming on field data using an adaptive
double-focusing method

Myrna Staring1, Roberto Pereira2, Huub Douma3, Joost van der Neut4, and Kees Wapenaar1

ABSTRACT

We have developed an adaptive double-focusing method

that is specifically designed for the field-data application of

source-receiver Marchenko redatuming. Typically, the single-

focusing Marchenko method is combined with a multidimen-

sional deconvolution (MDD) to achieve redatuming. Our

method replaces the MDD step by a second focusing step

that naturally complements the single-focusing Marchenko

method. Instead of performing the MDD method with the di-

rectionally decomposed Green’s functions that result from

single-focusing, we now use the retrieved upgoing Green’s

function and the retrieved downgoing focusing function to ob-

tain a redatumed reflection response in the physical medium.

Consequently, we only remove the strongest overburden

effects instead of removing all of the overburden effects. How-

ever, the gain is a robust method that is less sensitive to im-

perfections in the data and a sparse acquisition geometry than

the MDD method. In addition, it is computationally much

cheaper, more straightforward to implement, and it can be par-

allelized over pairs of focal points, which makes it suitable for

application to large data volumes. We evaluate the successful

application of our method to 2D field data of the Santos Basin.

INTRODUCTION

The Santos Basin offshore Brazil is an excellent example of a

region where internal multiples hinder accurate imaging (Cypriano

et al., 2015). The region contains presalt carbonates that often hold

significant amounts of oil. These carbonates are covered by a highly

reflective stratified salt layer that generates strong internal multi-

ples. Moreover, the concave shape of the salt focuses the energy

and thereby further enhances these multiples.

Most conventional imaging methods, for example, reverse time

migration (RTM), are based on the assumption that the recorded

wavefield consists of single-scattered waves. This assumption is

not met in reality, which leads to imaging artifacts in areas with

a complex overburden that generates strong internal multiples. Fig-

ure 1 shows RTM images of the Santos Basin, where the artifacts

due to multiples generated in the overburden are clearly visible. Im-

aging in the Santos Basin, or in similar geologic settings, could

significantly benefit from the removal of internal multiples.

Various methods exist that aim to predict and remove internal multi-

ples from the reflection response (Weglein et al., 1997; Jakubowicz,

1998; Hung andWang, 2012). Other methods aim to address multiples

during imaging, such as full-waveform imaging (Davydenko and Ver-

schuur, 2017) and Marchenko imaging. Our focus is on the Marche-

nko method, which was first introduced in geophysics by Broggini and

Snieder (2012), based on the work of Rose (2001, 2002). Wapenaar

et al. (2013) modify the method and extend it to more dimensions.

The Marchenko method is data-driven, only requiring the reflec-

tion response at the acquisition surface and a smooth velocity model

of the subsurface. It aims to solve the coupled Marchenko equa-

tions, which results in focusing functions. These focusing functions,

in turn, relate the wavefield measured at the acquisition surface to

directionally decomposed Green’s functions at specified virtual

receiver positions (coinciding with the focal points of the focusing

functions) inside the medium. These Green’s functions contain all

orders of internal multiples and can be used to create a redatumed

reflection response directly above the target area.

There are multiple ways of obtaining a source-receiver redatumed

reflection response from the retrieved focusing functions and Green’s

Manuscript received by the Editor 7 December 2017; revised manuscript received 19 July 2018; published ahead of production 03 September 2018; published
online 29 November 2018.

1Delft University of Technology, Department of Geoscience and Engineering, Stevinweg 1, Delft 2628 CN, The Netherlands. E-mail: m.staring-2@tudelft.nl;
c.p.a.wapenaar@tudelft.nl.

2CGG, Av. Pres. Wilson, 231 — Centro, Rio de Janeiro — RJ 20030-020, Brazil. E-mail: roberto.pereira@cgg.com.
3E-mail: huub.douma@gmail.com.
4Delft University of Technology, Department of Imaging Physics, Laboratory of Acoustical Wavefield Imaging, Lorentzweg 1, Delft 2628 CJ, The Netherlands.

E-mail: j.r.vanderneut@tudelft.nl.
© 2018 Society of Exploration Geophysicists. All rights reserved.

S579

GEOPHYSICS, VOL. 83, NO. 6 (NOVEMBER-DECEMBER 2018); P. S579–S590, 13 FIGS.

10.1190/GEO2017-0796.1

D
o
w

n
lo

ad
ed

 1
2
/1

0
/1

8
 t

o
 1

3
1
.1

8
0
.1

3
0
.2

4
2
. 
R

ed
is

tr
ib

u
ti

o
n
 s

u
b
je

ct
 t

o
 S

E
G

 l
ic

en
se

 o
r 

co
p
y
ri

g
h
t;

 s
ee

 T
er

m
s 

o
f 

U
se

 a
t 

h
tt

p
:/

/l
ib

ra
ry

.s
eg

.o
rg

/

http://crossmark.crossref.org/dialog/?doi=10.1190%2Fgeo2017-0796.1&domain=pdf&date_stamp=2018-11-29


functions (van der Neut et al., 2018). Because the Green’s functions

are already “receiver redatumed” (see Figure 2b), the source also

needs to be brought down to obtain a source-receiver redatumed

reflection response (Figure 2c). Conventionally, a multidimensional

deconvolution (MDD) of the retrieved upgoing Green’s function

with the retrieved downgoing Green’s function is used to achieve this

(Wapenaar et al., 2014b). In this case, the resulting source-receiver

redatumed reflection response exists in a truncated medium. This re-

sponse is free of internal multiples generated in the overburden and

can be used to create an image of the target area that is free of artifacts

due to these multiples. However, solving the MDD method requires

solving a large-scale inverse problem that is fundamentally ill-posed

(Minato et al., 2013). This makes the method sensitive to imperfec-

tions in the data (e.g., noise or incomplete illumination) and sparse

acquisition geometries, which we typically find in field data. Because

our aim is to apply source-receiver Marchenko redatuming to field

data, we decided to look for an alternative source redatuming ap-

proach that is more suitable for our needs.

In this paper, we present the adaptive double-focusing method.

Starting from the preprocessing of the acquired reflection response,

we go through the theory of the Marchenko method step by step to

redatum our receivers. After that, we review the MDD method and

discuss its advantages and limitations. Based on this review, we

introduce the adaptive double-focusing method and explain why

this method is more suitable for applying source-receiver Marchenko

redatuming to field data. Then, we bring the theory into practice

by performing a series of tests on 2D synthetic data and 2D field

data. We compare the performance of the adaptive double-focusing

method with the performance of the MDD method on 2D synthetic

data for three different cases: for a dense acquisition geometry and

a known scaling factor, for a dense acquisition geometry and an

unknown scaling factor, and for a coarse acquisition geometry and

a known scaling factor. The results of these tests clearly show the ben-

efits of the second focusing step of the adaptive double-focusing

method over the conventionally used MDD method for source reda-

tuming. We conclude this paper by demonstrating the successful ap-

plication of the proposed method to 2D field data of the Santos Basin.

The adaptive double-focusing method correctly predicts and subtracts

internal multiples, which results in a much cleaner image and an im-

provement of the geologic interpretability in the target area.

RECEIVER REDATUMING

We start with reflection response RðxR; xS; tÞ
that accounts for propagation and scattering from

sources xS at the acquisition surface ∂D0 via the

inhomogeneous lower half-space to receivers xR
at the acquisition surface ∂D0. It is assumed that

the half-space above ∂D0 is reflection free. This

situation is achieved for streamer data by sup-

pressing surface-related multiples, removing noise,

horizontally propagating waves, and the receiver

ghost, and by deconvolving the source signature.

For ocean-bottom cable (OBC) data, we achieve

this situation by applying a MDD (e.g., Amundsen

et al., 2001). Using the preprocessed reflection re-

sponse R, we introduce operator R:

RPðxR;tÞ¼

Z
∂D0

RðxR;xS;tÞ�PðxS;tÞd
2xR:

(1)

Operator R performs a multidimensional con-

volution of the reflection data R with an arbitrary

wavefield PðxS; tÞ. We also introduce operator

R
⋆ that performs a multidimensional correlation

of the reflection response R with arbitrary wave-

field P:

R⋆PðxR; tÞ ¼

Z
∂D0

RðxR; xS;−tÞ

� PðxS; tÞd
2xR: (2)

Next, we use these operators in the Marchenko

method. At the core of this method are the

directionally decomposed focusing functions
͡f
þðxS; xF; tÞ and ͡f

−ðxS; xF; tÞ. They relate the

reflection response RðxR; xS; tÞ measured at the

acquisition surface ∂D0 to the directionally decom-

Figure 1. (a) The RTM image of the 2D synthetic data of the Santos Basin. (b) The same
image, but the model is homogeneous below the base of salt such that only internal
multiples generated in the overburden are visible below the base of salt.

Figure 2. (a) Rays indicating the reflection response recorded by sources and receivers
at the acquisition surface, (b) rays indicating receiver redatuming, and (c) rays indicating
source-receiver redatuming. The seismic images in the background are only meant to
illustrate an inhomogeneous medium; it is the same in all subfigures.
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posed Green’s functions ͡G
þðxF; xS; tÞ and

͡G
−ðxF; xS; tÞ measured at

the redatuming level ∂Di (Wapenaar et al., 2013; Slob et al., 2014; van

der Neut et al., 2015):

͡f
−ðxS; xF; tÞ þ

͡G
−ðxF; xS; tÞ

¼ R ͡f
þ
0 ðxS; xF; tÞ þ R͡f

þ
mðxS; xF; tÞ (3)

and

͡f
þ
0 ðxS; xF; tÞ þ

͡f
þ
mðxS; xF; tÞ − ͡G

þ
d ðxF; xS;−tÞ

− ͡G
þ
mðxF; xS;−tÞ ¼ R

⋆ ͡f
−ðxS; xF; tÞ: (4)

Here, the symbol ͡ denotes a band limitation and the þ and −

represent the downgoing and upgoing wavefields recorded at virtual

receivers. Vector xF denotes the focal points that will become virtual

receivers located at the redatuming level ∂Di. Evanescent waves are

neglected in equation 4. The resulting Green’s functions account for

propagation through the inhomogeneous lower half-space from a

source at the acquisition surface xS to a focal point xF at the reda-

tuming level, and they are thus considered receiver-redatumed wave-

fields (see Figure 2b). These Green’s functions correctly contain all

orders of scattering generated in the overburden. Note that the down-

going Green’s function ͡G
þ
has a direct part ͡G

þ
d and a multiple coda

͡G
þ
m. In addition, the downgoing focusing function consists of a direct

part ͡f
þ
0 and a coda ͡f

þ
m. The direct part

͡f
þ
0 is equal to the inverse of the

direct arrival of the transmission response of the overburden, which

can be estimated from a smooth velocity model (Broggini et al.,

2014). It can be obtained by finite-difference modeling or by using

an eikonal solver. The wavefield ͡f
þ
0 has been convolved with a zero-

phase wavelet that covers the finite frequency content of the data,

such that a band limitation is imposed. The coda ͡f
þ
m follows the direct

wave ͡f
þ
0 and accounts for the scattering effects of the overburden. If

the overburden was homogeneous, this coda would not exist and the

focusing function would only have a direct part.

The key element in solving equations 3 and 4 is a causality

assumption, which presumes that the focusing function and the

Green’s function are separated in the time domain (Wapenaar et al.,

2014b). AGreen’s function is causal by definition (the first arrival is

at t ¼ td, followed by the scattering coda), whereas a focusing func-

tion is acausal (arriving before t ¼ td, nonphysical). We design a

time window θðxF; xS; tÞ such that it separates the causal and

acausal wavefields in the time domain:

θðxF; xS; tÞ ¼

θ0ðtþ tdðxF; xSÞ − tεÞ − θ0ðt − tdðxF; xSÞÞ þ tεÞ: (5)

The truncations applied by this window are Heaviside step func-

tions θ0 based on the one-way traveltime td from the acquisition sur-

face to the focal point. The term tε corrects for the finite frequency

content of the data. As a rule of thumb, it is equal to half the duration

of the zero-phase wavelet that was placed on the direct wave ͡f
þ
0 (Slob

et al., 2014). We explain in Appendix A how to choose tε such that

the time window θðxF; xS; tÞ is correctly designed.

We obtain the coupled Marchenko equations by applying time

window θðxF; xS; tÞ to equations 3 and 4:

͡f
−ðxS; xF; tÞ ¼

θðxF; xS; tÞR͡f
þ
0 ðxS; xF; tÞ þ θðxF; xS; tÞR

͡f
þ
mðxS; xF; tÞ (6)

and

͡f
þ
mðxS; xF; tÞ ¼ θðxF; xS; tÞR

⋆ ͡f
−ðxS; xF; tÞ: (7)

Convolutions and correlations along the time axis can be effi-

ciently carried out by multiplications in the frequency domain. Con-

versely, the time-windowing operations are more efficiently carried

out in the time domain. When comparing equations 3 and 4 to equa-

tions 6 and 7, the effect of the time window θðxF; xS; tÞ becomes

clear. The Green’s functions ͡G
−
and ͡G

þ
and the direct downgoing

focusing function ͡f
þ
0 have been muted such that only the coda of the

downgoing focusing function ͡f
þ
m and the upgoing focusing function

͡f
−
remains on the left side of the equations. The number of un-

knowns has been reduced to these two focusing functions only such

that the coupled Marchenko equations can be iteratively solved,

given that ͡f
þ
0 is known. The iterative process is initiated by solving

equation 6, using the direct part of the time-reversed wave ͡f
þ
0 and

setting ͡f
þ
m ¼ 0.

Once initiated, the iterative process alternates between updating

the upgoing focusing function ͡f
−
and the coda of the downgoing

focusing function ͡f
þ
m. When converged, the focusing function fo-

cuses at the defined focal point, which then acts as a virtual receiver.

Alternatively, this set of equations can be solved by direct inversion

(Ravasi, 2017; Slob and Wapenaar, 2017).

We apply the time window ΨðxF; xS; tÞ ¼ 1 − θðxF; xS; tÞ to re-

trieve the upgoing Green’s function ͡G
−
from equation 3:

͡G
−ðxF; xS; tÞ ¼ ΨðxF; xS; tÞR

͡f
þ
0 ðxS; xF; tÞ

þ ΨðxF; xS; tÞR͡f
þ
mðxS; xF; tÞ: (8)

However, the time window ΨðxF; xS; tÞ is not sufficient to re-

trieve the downgoing Green’s function ͡G
þ
from equation 4. When

applying this filter to equation 4, we would not only retrieve ͡G
þ
, but

also the direct part of the downgoing focusing function ͡f
þ
0 . This is

due to the fact that the time-reversed direct part of the downgoing

Green’s function ͡G
þ
d and the direct part of the downgoing focusing

function ͡f
þ
0 overlap in time. Therefore, we use the retrieved focus-

ing functions ͡f
−
and ͡f

þ
(Wapenaar et al., 2014b):

͡G
þðxF; xS;−tÞ ¼ −R⋆ ͡f

−ðxS; xF; tÞ þ
͡f
þðxS; xF; tÞ: (9)

This concludes our review of how to retrieve focusing functions
͡f
þðxS; xF; tÞ and ͡f

−ðxS; xF; tÞ and receiver-redatumed Green’s

functions ͡G
þðxF; xS; tÞ and ͡G

−ðxF; xS; tÞ using the Marchenko

method. In the following, we use these retrieved wavefields as input

for source redatuming.

SOURCE REDATUMING: The MDD METHOD

Conventionally, the second redatuming step is achieved by a

MDD. This method is inherited from seismic interferometry, in

which it was used for virtual source redatuming, interferometric im-

aging, or to retrieve a reflection response from passive data (e.g.,

van der Neut et al., 2011; Nakata et al., 2014; Hartstra et al., 2017).

In the preprocessing of the reflection response, it can also be used to

Adaptive double focusing S581
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remove surface-related multiples, the source signature, and ghosts

from OBC data (Amundsen et al., 2001). The following relation

holds between the receiver-redatumed Green’s functions and the re-

datumed reflection response R:

͡G
−ðxF;xS;tÞ¼

Z
∂Di

RðxF;x
0
F;tÞ�

͡G
þðx0F;xS;tÞd

2x0F; (10)

where xF and x 0
F indicate the focal points at the redatuming level

∂Di. By deconvolving the Green’s functions, we obtain the reda-

tumed reflection response RðxF; x
0
F; tÞ that accounts for propagation

from virtual sources to virtual receivers at depth level ∂Di. This re-

sponse is measured in a truncated medium that is reflection free

above the redatuming level (see Figure 3a). However, we need

to solve a large-scale inverse problem to find the redatumed reflec-

tion response R that resides inside the integrand. This inverse prob-

lem is fundamentally ill-posed (Minato et al., 2013), and it has to

be stabilized to be successfully solved. In field data, we typically

have incomplete illumination, a sparse acquisition geometry, a finite

aperture, and noise. These factors contribute to the instability of the

MDD method such that it becomes more difficult to obtain a correct

solution to the inverse problem (van der Neut et al., 2011). Therefore,

we decided to look for an alternative method that does not require

solving an inverse problem. We remark that the MDDmethod is suc-

cessfully used in a range of other applications, and that we simply

look for an alternative that is more suitable for our needs.

AN ALTERNATIVE: THE ADAPTIVE

DOUBLE-FOCUSING METHOD

Solving the coupled Marchenko equations can be considered a

first focusing step (bringing the receivers down), and we now pro-

pose to replace the inversion step of the MDD method by a second

focusing step (bringing the sources down). Instead of using the

directionally decomposed Green’s functions ͡G
−
and ͡G

þ
to perform

the MDD method, we select the upgoing Green’s function ͡G
−
and

the downgoing focusing function ͡f
þ
for a more simple and straight-

forward source-redatuming scheme. When convolving the down-

going focusing function ͡f
þðxS; x

0
F; tÞ at a virtual source location

with the upgoing Green’s function ͡G
−ðxF; xS; tÞ at a virtual receiver

location, we create downward-radiating virtual sources at the reda-

tuming level (Wapenaar et al., 2016; Singh and Snieder, 2017; van

der Neut et al., 2018):

͡͡G
−þ

ðxF;x
0
F;tÞ¼

Z
∂D0

͡G
−ðxF;xS;tÞ�

͡f
þðxS;x

0
F;tÞd

2xS; (11)

where ͡͡G
−þ

ðxF; x
0
F; tÞ is the upgoing wavefield measured by virtual

receivers at xF due to downgoing virtual sources at x 0
F. The virtual

sources have to be located slightly above the virtual receivers for

this relation to hold. Note that the redatumed response ͡͡G
−þ

has

to be deconvolved with the autoconvolution of the user-specified

zero-phase wavelet on the direct wave ͡f
þ
0 . This is needed to remove

the double band limitation that stems from the convolution of two

wavefields that are both wavelet dressed in equation 11.

We can now achieve source redatuming without the need for an

inversion (and its accompanying stabilization). This should make

the double-focusing method less sensitive to imperfections that are

typically found in field data. In addition, double focusing is computa-

tionally cheaper, easier to implement, and can be parallelized by pairs

of focal points due to the integral over the acquisition surface ∂D0.

This is very useful when dealing with large volumes of field data. In

contrast, the MDD method requires inverting an integral over the re-

datuming level ∂Di, such that it does not allow for this parallelization.

Also, we will now show that the double-focusing method is particu-

larly suitable for an adaptive implementation. We can write the iter-

ative retrieval of the wavefields ͡G
−
and ͡f

þ
as a series:

͡G
−ðxF; xS; tÞ ¼

X∞
i¼0

͡G
−

i ðxF; xS; tÞ

¼ ΨðxF; xS; tÞR
X∞
i¼0

Ω
i ͡f

þ
0 ðxS; xF; tÞ (12)

and

͡f
þðxS; x

0
F; tÞ ¼

X∞
j¼0

͡f
þ
j ðxS; x

0
F; tÞ

¼
X∞
j¼0

Ω
j ͡f

þ
0 ðxS; x

0
F; tÞ; (13)

where i and j denote the iteration numbers. Here,

operatorΩ represents the four separate operations:

Ω ¼ θðxF; xS; tÞR
⋆
θðxF; xS; tÞR: (14)

From right to left, the reflection response R is

first convolved with the wavefield that it acts

upon, and then the time window θðxF; xS; tÞ is

applied; next this is cross correlated with the re-

flection response R, and then we finally apply the

time window θðxF; xS; tÞ again. Hence, equa-

tions 12 and 13 repeatedly convolve and corre-

late the reflection response with itself.

When studying the individual terms of the

wavefields ͡G
−
and ͡f

þ
that we obtain throughout

the iterations, we see why the double-focusing

Figure 3. (a) Rays illustrating the result of source-receiver redatuming using the MDD
method, in which the redatumed reflection response exists in a truncated medium, (b) rays
illustrating the result of source-receiver redatuming in the physical medium using the
adaptive double-focusing method, and (c) rays illustrating the remaining interactions with
the overburden that result from redatuming in the physical medium instead of in the trun-
cated medium.
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method is suitable for adaptive subtraction. The upgoing Green’s

function ͡G
−
consists of an initial wavefield ͡G

−

0 and updates ͡G
−

1 ,
͡G

−

2 , etc. The initial wavefield
͡G

−

0 already contains all of the correct

physical arrivals in combination with all the orders of internal multi-

ples from the overburden. The first update ͡G
−

1 contains the most

important of these multiple events with opposite polarity (so-called

counter events), such that addition to the initial term ͡G
−

0 eliminates

the original events. However, the amplitudes of the counter events in
͡G

−

1 are not correct yet. The following iterations will update the am-

plitudes of these counter events until they completely match the am-

pitudes of the original events, ensuring that they completely remove

the internal multiples. We observe a similar story for the individual

terms of the downgoing focusing function ͡f
þ
. The wavefield ͡f

þ
0

that is used to initiate the scheme already contains all physical in-

formation. The term ͡f
þ
1 gives the first estimate of the coda ͡f

þ
m that is

needed to complement the direct wavefield ͡f
þ
0 to account for the

internal multiples generated in the overburden. It already contains

the most important events, but with incorrect amplitudes. Updates

of the coda, as provided by next iterations, modify these amplitudes

until they are correct.

From these observations, we conclude that the twowavefields used

in the double-focusing method already contain counter events to the

most important internal multiples from the overburden after two iter-

ations of solving the two coupled Marchenko equations, but with in-

correct amplitudes. The amplitude updates that are normally provided

by further iterations can be replaced by an adaptive filter that corrects

for the amplitude mismatch between multiples and their counter

events. Therefore, we can only take the first two terms of the wave-

fields ͡G
−
and ͡f

þ
to write the double-focusing method as a series:

͡͡G
−þ

ðxF; x
0
F; tÞ ¼

X∞
i¼0

X∞
j¼0

Z
∂D0

͡G
−

i ðxF; xS; tÞ � ͡f
þ
j ðxS; x

0
F; tÞd

2xS

≈

Z
∂D0

͡G
−

0 ðxF; xS; tÞ �
͡f
þ
0 ðxS; x

0
F; tÞd

2xS

þ

Z
∂D0

͡G
−

1 ðxF; xS; tÞ �
͡f
þ
0 ðxS; x

0
F; tÞd

2xS

þ

Z
∂D0

͡G
−

0 ðxF; xS; tÞ �
͡f
þ
1 ðxS; x

0
F; tÞd

2xS: (15)

Here, the first term resembles the result of conventional redatum-

ing by using the wavefield ͡f
þ
0 for the receiver and source redatum-

ing. This wavefield contains all primaries and all internal multiples.

The second and third terms contain counter events for the first-order

internal multiples on the receiver side and the source side, respec-

tively, generated in the overburden. Note that these terms aim to

remove the internal multiples that typically generate the most dom-

inant artifacts in the image of the target area. However, some first

and higher-order internal multiples remain. Analogous to the MDD

method, we do not remove internal multiples generated in the target

area. However, unlike the MDD method, interactions between the

target and the overburden remain because the redatumed wavefield

͡͡G
−þ

ðxF; x
0
F; tÞ exists in the physical medium instead of in the trun-

cated medium that results from the MDDmethod (see Figure 3a and

3b). Double focusing creates downward-radiating sources and up-

ward-measuring receivers at the redatuming level; hence, waves that

propagate from the virtual source downward into the reservoir, reflect

back up into the overburden, reflect back down into the target, and

then reflect up again until sensed by the virtual receiver will remain

(Figure 3c). This can be an issue depending on the geology of the area

(e.g., the structure of the overburden and the depth and the thickness

of the reservoir). In the Santos Basin, these remaining internal multi-

ples arrive later than the reservoir and thus do not cause significant

artifacts in its image. Note that source-receiver redatuming in the

physical medium also has an advantage: The resulting redatumed re-

flection response can serve as input for further processing, for exam-

ple, a target-oriented velocity analysis (Mildner et al., 2017) or to

create target-enclosed extended images (van der Neut et al., 2017).

The success of this second focusing step (and also the MDD

method, or any other method that might be used to achieve source

redatuming) depends on the quality of the input wavefields that re-

sult from the first focusing step. The more iterations of the Marche-

nko scheme that are needed, the more the data are convolved and

correlated with themselves (see equations 12 and 13), and the faster

the quality will degrade when the data are imperfect, for example, in

the case of a band limitation (due to the incorrect removal of an

unknown source signature) or incomplete data. For this reason, the

terms in equation 15 have been obtained by convolving and corre-

lating the data with themselves no more than twice. We excluded the

term ͡G
−

1 ðxF; xS; tÞ �
͡f
þ
1 ðxS; x

0
F; tÞ from equation 15 because it is ob-

tained by convolving and correlating the data with itself more than

twice. This higher-order term would have provided counter events

for internal multiples on the source and the receiver side. Typically,

these are weaker than the first-order multiples already removed by

the other terms in the approximation of equation 15. Because the

inclusion of this higher order term brings a risk of degrading the

data quality, while typically only removing weaker internal multi-

ples, we decided not to include this term. However, the approxima-

tion in equation 15 can in principle be extended with more terms,

which can be advantageous in specific cases, depending on the geol-

ogy and the data quality.

Note that we use an adaptive filter to ensure the correct and com-

plete removal of the internal multiples by their counter events. Such

a filter also adds extra robustness to the method because the adap-

tive subtraction might be capable of correcting for an amplitude

mismatch in the updates caused by incomplete data, attenuation, or

inaccurate removal of the source signature (van der Neut and Wa-

penaar, 2016). When the adaptive double-focusing method is cor-

rectly performed, it should essentially remove the most dominant

internal multiples from the overburden that interfere with the pri-

maries in the target area. We remark that the MDD method can be

similarly written as a series to make it suitable for adaptive subtrac-

tion (van der Neut and Wapenaar, 2016). However, the computation

of this series is still expensive due to the need for a densely sampled

array of focal points at the redatuming level ∂Di, which is often

unnecessary for following the processing steps (e.g., migration). In

contrast, the double-focusing method requires integration over the

acquisition level ∂D0, which gives us the freedom to select our focal

points based on the requirements for further processing and the se-

lection of the area of interest. Furthermore, double-focusing gives

us the possibility to apply adaptive subtraction either in the image

domain or in the redatumed data domain, such that the result can be

either an image or a redatumed reflection response that can be used

as input for further processing.
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APPLICATION TO 2D SYNTHETIC DATA

To demonstrate the concept of the adaptive double-focusing

method, tests on synthetic data and field data are performed. The

synthetic data and the field data used in this paper are from the Santos

Basin in Brazil. To make the synthetic tests as realistic as possible,

and thus to predict the behavior of the method on field data as ac-

curately as possible, data are generated in a model obtained from an

acoustic inversion of field data. The reflection response is modeled

with 601 shots, using 601 colocated sources and receivers with spac-

ing of 25 m. An Ormsby wavelet with a central frequency of 35 Hz is

convolved with the data to simulate a band limitation. Figure 1a dis-

plays an RTM image of the stratified salt and the reservoir below,

created with synthetic data. The target area, which is below the base

of salt, contains artifacts due to internal multiples generated in the

complex overburden that overlie the primary reflectors that we wish

to see. To see what these artifacts look like, Figure 1b displays the

same area in the Santos Basin, but now the model is homogeneous

below the base of salt. As a result, reflections from the reservoir

do not exist and only the artifacts due to scattering in the

overburden are visible in the region below the base of the salt. Note

that most multiples have a half-circle appearance, showing an imprint

of the salt above. Based on these images, it is clear that the removal of

internal multiples is necessary to get a clear image of the target, which

can possibly aid the geologic interpretation in the area.

We start by applying the Marchenko method on 2D synthetic

data of the Santos Basin. It is important to correctly design the time

window θðxF; xS; tÞ that is used to retrieve the receiver-redatumed

wavefields with the Marchenko method. In particular, a choice of

parameters td and tε has to be made (see equation 5). The choice of td
is based on the smooth velocity model, but the choice of tε is not that

straightforward, yet it is crucial for the successful adaptive source

redatuming that follows the single-focusing Marchenko method.

We refer the reader to Appendix A for an explanation on how to cor-

rectly do this.

After performing two iterations of the Marchenko scheme with a

correct time window, we convolve the individual terms of ͡G
−
and

͡f
þ
with each other according to equation 15. The result can be seen

in Figure 4. Remember that the first term contains primaries and all

orders of internal multiples, whereas the second and third terms

contain counter events for the most dominant internal multiples that

were generated in the overburden.

We continue by applying adaptive subtraction to retrieve the reda-

tumed wavefield ͡͡G
−þðxF; x

0
F; tÞ. This can be done in multiple ways

and in multiple domains. We apply adaptive subtraction in the curvelet

domain (e.g., Wu and Hung, 2015) because it provides an extra degree

of freedom compared with the space-time domain. Curvelets have a

location, a scale, and a dip separation. The dip separation is the extra

degree of freedom that can make a difference in distinguishing be-

tween primaries and multiples. The curvelet domain handles the

curved and linear events better, particularly when a primary and a

multiple overlap in time and space, but not in dip. The used filter

is a least-squares matching filter that minimizes the mismatch between

the terms in a least-squares sense. This can be a single scalar for all

events, or more likely, a different scalar for each event when a non-

stationary mismatch is present. A note of caution is relevant here: Even

though we are using an adaptive filter in the curvelet domain, care has

to be taken not to remove the primaries together with the multiples.

Figure 5 shows the source-receiver-redatumed reflection re-

sponses that result from applying the MDDmethod and the adaptive

double-focusing method to 2D synthetic data of the Santos Basin.

The MDD method and the adaptive double-focusing method use

wavefields that result from two iterations of the Marchenko method.

Figure 5a shows the modeled redatumed reflection response for

comparison. It has been obtained in a medium that is homogeneous

above the redatuming level such that the overburden does not exist.

Thewhite lines indicate the mute that is applied to remove the acausal

wavefields. When comparing the results of the MDD method and

the adaptive double-focusing method with the modeled reflection

response, it is clear that the adaptive double-focusing method delivers

a reflection response that resembles the modeled response more

closely. The MDD method seems to suffer from high-frequency rem-

nants of multiples or high-frequency noise due to the required inver-

sion. We remark that the result of the MDD method can be improved

by using more iterations of the Marchenko scheme. However, this

comes at a cost and might result in a quality degradation of the data.

Figure 4. Individual terms from equation 15 in the synthetic example of the Santos Basin. (a) The primaries and internal multiples and (b and
c) counter events for the most dominant internal multiples that were generated in the overburden.
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Using the same amount of iterations, the adaptive double-focusing

method provides a cleaner redatumed reflection response. Despite

the fact that a full medium truncation has not been achieved, multiples

originating from the remaining interactions between the target and the

overburden (as depicted in Figure 3c) seem to be negligible.

Figure 6 shows the images obtained after applying an RTM to the

redatumed reflection responses in Figure 5. It

also contains an image of directly applying an

RTM to the reflection response at the acquisition

surface ∂D0. The artifacts in the image due to in-

ternal multiples can be seen in the shape of half-

circles as spotted earlier in Figure 1. These arti-

facts are no longer present in the RTM images

after applying the MDD method and the adaptive

double-focusing method. Both methods remove

the artifacts well, but the adaptive double-focus-

ing method produces a slightly cleaner image

that resembles the image of the modeled reflec-

tion response more closely (as indicated by the

arrows).

Sensitivity to an unknown scaling
factor

Next, we continue by verifying whether the

proposed method is less sensitive to imperfec-

tions in the (preprocessed) data than the MDD

method. A typical shortcoming of field data is

an unknown scaling of the source strength (Rav-

asi et al., 2016). So far, we have assumed that

RðxR; xS; tÞ is the real reflection response of

the subsurface, but this is not the case in reality.

We only have access to a reflection response that

is scaled by an unknown factor that depends on

the acquisition and the preprocessing (e.g., the

deconvolution of the (unknown) source signa-

ture). We compare the performance of the

MDD method and the adaptive double-focusing

method for the most simple error in scaling: a reflection response

multiplied by a single scalar. We test values of 0.5 and 2.0. The

resulting redatumed responses can be found in Figure 7.

When scaling the reflection response by a factor of 0.5, the MDD

method has problems removing internal multiples. In contrast, the

adaptive filter applied to the double-focusing method corrects for

Figure 5. (a) Redatumed reflection response obtained by modeling in a medium that is homogeneous above the redatuming level, (b) the MDD
result, and (c) the result of the adaptive double-focusing method. The MDD method and the adaptive double-focusing method use two iter-
ations of the Marchenko scheme.

Figure 6. Images resulting from the application of the MDD method and the adaptive
double-focusing method to 2D synthetic data of the Santos Basin. (a) RTM image ob-
tained from data at the acquisition surface, magnified at the target. All primaries and
artifacts due to internal multiples are present. (b) RTM image of a modeled redatumed
reflection response, obtained in a medium that is homogeneous above the redatuming
level. (c) RTM image resulting from the MDD method. (d) RTM image resulting from
the adaptive double-focusing method.
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this error in scaling. When multiplying the am-

plitudes of the reflection response by a factor 2.0,

the MDD method starts adding multiples instead

of removing them. Again, the adaptive filter cor-

rects for the erroneous scaling factor. This shows

that the adaptive double-focusing method is more

robust and less sensitive to imperfections in the

preprocessed data. In theory, the result of the

MDD method can be improved by using other

methods that estimate the unknown scaling factor

(Brackenhoff, 2016). However, these methods do

not always result in the correct answer and only

provide an estimate at an additional computa-

tional cost. In contrast, the adaptive double-fo-

cusing method implicitly takes care of issues

related to an unknown scaling factor.

Sensitivity to a less dense source and
receiver spacing

In reality, a perfect acquisition geometry does

not exist. Therefore, it is important that the adap-

tive double-focusing method is capable of

obtaining an acceptable result when the source

and receiver spacing is coarser than the 25 m used

to generate the synthetic data. Figure 8 shows the

redatumed reflection responses obtained by apply-

ing the MDD method and the adaptive double-fo-

cusing method when increasing the source and

receiver spacing from 25 to 50 m and to 100 m.

The MDD method greatly suffers and has prob-

lems recovering the primary signal with a coarser

acquisition geometry. The adaptive double-focus-

ing method also suffers, but it still manages to ob-

tain a reasonable amount of primary energy.

Figure 9 shows a comparison of the RTM im-

ages of the MDDmethod and the adaptive double-

focusing method with source and receiver spacing

of 50 m. The adaptive double-focusing method has

removed significantly more artifacts due to internal

multiples than the MDD method. By replacing the

inversion of the MDD method by a second focus-

ing step, we have created a source-redatuming

method that is more capable of handling a sparse

acquisition geometry.

APPLICATION TO 2D FIELD DATA

We continue by applying the adaptive double-

focusing method to 2D field data. The data were

acquired in the same region as covered by the

synthetic data. The acquisition was performed

with six streamers, having a cable spacing of

150 m and a cable length of 6000 m. We regu-

larize the shot and receiver positions on the same

line with spacing of 25 m. To satisfy the assump-

tions underlying the Marchenko scheme, the data

are preprocessed using denoise, designature,

deghosting, and surface-related multiple attenu-

ation. Figure 10a shows the RTM image obtained

Figure 7. Comparison of the MDD method and the adaptive double-focusing method for
an unknown scaling of source strength. (a) The results with a known scaling factor, (b) the
results when the reflection response is multiplied by 0.5, and (c) the results when the
reflection response is multiplied by 2.0. The adaptive double-focusing method is not af-
fected by the presence of such a scalar, whereas the MDD method is.

Figure 8. Comparison of the MDD method and the adaptive double-focusing method
for a coarser acquisition geometry, using two iterations of the Marchenko scheme. Both
methods suffer, but adaptive double-focusing is less sensitive.
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Figure 9. The RTM images of the MDDmethod and the adaptive double-focusing method for a source and receiver spacing of 50 m. The image of
the result of the MDD method shows many artifacts, whereas the adaptive double-focusing method has still managed to remove a significant
amount of these artifacts despite the coarse acquisition geometry.

Figure 10. Images resulting from the application of the MDD method and the adaptive double-focusing method to 2D field data of the Santos
Basin. (a) RTM image obtained from data at the acquisition surface, magnified at the target. All primaries and artifacts due to internal multiples
are present. (b) RTM image of the first term of the adaptive double-focusing method. (c) RTM image resulting from the MDDmethod. (d) RTM
image resulting from the adaptive double-focusing method.
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from the reflection response acquired at the acquisition surface

∂D0. We call this the result of conventional imaging, in which internal

multiples from the overburden create artifacts in the target zone.

Figure 10b shows the RTM image of the first term of the adaptive

double-focusing method. This term includes primaries and artifacts

due to internal multiples from the overburden, and it is comparable

to the result of the RTM from the acquisition surface. Figure 10c

shows the result of applying the MDD method. It did not succeed

in removing the multiples, but it seems to have boosted their ampli-

tudes instead. This is comparable to what we observed in Figure 7.

Figure 10d shows the result of applying the adaptive double-focusing

method to this data set. The white circles and lines indicate areas that

clearly show the effect of multiple removal. The thick white circle

highlights the most significant improvement in the image: The appli-

cation of our method has improved the geologic interpretability in

the area. The half-circles due to multiples that we first encountered

in the synthetic data (Figure 1) have given the thick encircled section

in the other images of Figure 10a a different appearance, masking the

real structure below. This masked structure becomes visible after

application of the adaptive double-focusing method.

CONCLUSION

We presented the adaptive double-focusing method as an alter-

native for the MDD method to apply source-receiver Marchenko

redatuming to field data. Double focusing is created by introducing

a second focusing step that naturally complements the first focusing

step of the single-focusing Marchenko method. The used wave-

fields and the integral over the acquisition surface make it particu-

larly suitable for adaptive subtraction, resulting in the adaptive

double-focusing method. This method predicts and removes the

most dominant internal multiples generated in the overburden.

Not only is this method less sensitive to imperfections in the data

and the acquisition geometry than the MDD method, it is also com-

putationally much cheaper and allows for parallelization over pairs

of focal points, making it suitable for application to large data vol-

umes. Furthermore, it produces improved results over the MDD

method when using wavefields resulting from the same amount

of Marchenko iterations. Using the adaptive double-focusing

method, we have been able to successfully apply source-receiver

Marchenko redatuming to field data of the Santos Basin. The result-

ing RTM image shows that we have correctly predicted and sub-

tracted the dominant internal multiples originating from the

overburden. We have thereby improved the geologic interpretability

in the target area, despite using imperfect data and a sparse acquis-

ition geometry. Based on this result, we conclude that the proposed

method is an effective tool for applying source-receiver Marchenko

redatuming to field data.
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APPENDIX A

DESIGN OF THE TIME WINDOW θ FOR THE

ADAPTIVE DOUBLE-FOCUSING METHOD

The first step of the adaptive double-focusing method, single

focusing by iteratively solving the coupled Marchenko equations,

Figure A-1. Common-shot gathers of the individual terms in equation 15 for an erroneously small tε in the Marchenko method. The source is
located in the middle of the array of focal points at the redatuming level.
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requires designing a time window θðxF; xS; tÞ to correctly retrieve

the wavefields needed for source redatuming. This window is de-

signed by choosing parameters td and tε (see equation 5). The

choice of td is based on the smooth velocity model, but the choice

of tε is not that straightforward. We will explain how the choice of tε
affects the adaptive double-focusing method and how we can make

a correct choice.

A rule of thumb is to set tε equal to half the duration of the zero-

phase wavelet convolved with the direct wave
͡
f
þ

0 . This holds for

synthetic data in 1D, but it does not always hold for 2D and 3D

data with a finite aperture. If using the rule of thumb, we estimate

a tε of 14.3 ms for the 2D synthetic data of the Santos Basin. When

taking a tε that is smaller than this estimation, we retrieve the wave-

fields in Figure A-1. Note that the first term should contain primar-

ies and all orders of internal multiples, whereas the second and third

terms should only contain counter events for the most dominant

internal multiples generated in the overburden. However, when

looking closely at the events in all three terms, the second and third

terms have events that appear to be the result of “primary leakage.”

They seem to contain a copy of the correct events in the first term

that should remain intact. If we use these incorrectly retrieved wave-

fields for adaptive subtraction, the damage of the primary will be

severe: The second and third terms will remove the primaries to-

gether with the multiples.

We will now show that the apparent primary leakage in the data

of the Santos Basin is actually the result of an incorrect choice of tε,

and it can thus be avoided. Figure A-2 shows the truncations in the

time domain during the two steps that comprise a single iteration

of the Marchenko scheme (equations 3 and 4). When looking at the

wavefields that result from evaluating equation 3, the upgoing fo-

cusing function ͡f
−
can be found before td (the traveltime of the

direct wavefield from the focal point to the acquisition surface)

and the upgoing Green’s function ͡G
−
can be found after td. The

actual truncation applied by time window θðxF; xS; tÞ is made at

td − tε, so it is slightly before td.

The evaluation of equation 4 results in the coda of the polarity-

and time-reversed downgoing Green’s function ͡G
þ
m before −td and

the coda of the downgoing focusing function ͡f
þ
m after −td. How-

ever, the updates of the direct wave of the downgoing Green’s func-

tion ͡G
þ
d ð−tÞ arrive exactly at −td (see the gray-colored arrival in

Figure A-2). In this situation, the time window θðxF; xS; tÞ applies
the truncation slightly after −td, at −td þ tε.

When now studying the retrieval of the individual terms ͡G
−

0 ,
͡G

−

1 ,

and ͡f
þ
1 from equation 15 in detail, while keeping Figure A-2 in

mind, the issue becomes clear. Note that ͡f
þ
0 is a known that is un-

affected by the truncations. The wavefield ͡G
−

0 is retrieved during the

first iteration by computing ͡G
−

0 ¼ ΨR͡f
þ
0 . No matter how small tε is

chosen, the truncation will never be placed later than td, and it will

thus never incorrectly place parts of the upgoing focusing function
͡f
−
into this Green’s function. Therefore, our first term, containing

͡G
−

0 and ͡f
þ
0 , should not suffer from a tε that was chosen too small.

The story is different for the second and third terms in equa-

tion 15. The third term contains the wavefield ͡f
þ
1 that is retrieved

by ͡f
þ
1 ¼ θR⋆ ͡f

−

0 . Now the truncation does matter because a tε that

is chosen too small will result in an ͡f
þ
1 that also contains part of the

update of the direct downgoing Green’s function ͡G
þ
d ð−tÞ (see Fig-

ure A-2). This update arrives at the exact same time as wavefield ͡f
þ
0

and it will therefore act as a scaled version of this wavefield. As a

result, we do not retrieve ͡f
þ
1 , but we obtain

͡f
þ
1 þ α ͡f

þ
0 for a tε that is

too small. When then performing the convolution of ͡G
−

0 and ͡f
þ
1 to

compute the third term, we obtain ͡G
−

0 � ð ͡fþ1 þ α͡f
þ
0 Þ instead, which

is equal to adding a scaled version of the first term to the third term.

As a result, we see the same primaries as found in the first term also

in the third term for an erroneously small tε.

When now continuing with our incorrectly retrieved ͡f
þ
1 , such that

it is actually ͡f
þ
1 þ α ͡f

þ
0 , the next step is the retrieval of the wavefield

͡G
−

1 . This is the first update of the wavefield
͡G

−

0 , which can be writ-

ten as ͡G
−

1 ¼ ΨR ͡f
þ
1 (see equation 8). Using our incorrect

͡f
þ
1 ¼

͡f
þ
1 þα͡f

þ
0 , we now obtain ͡G

−

1 ¼ΨR�ð ͡fþ1 þα͡f
þ
0 Þ¼

͡G
−

1 þα ͡G
−

0 .

Therefore, the retrieved ͡G
−

1 has an imprint of ͡G
−

0 , which explains

the primary leakage that is also observed in the second term.

Thus, finding a correct tε is essential for the successful applica-

tion of adaptive subtraction in the double-focusing method. It would

seem straightforward to just choose a very large value for tε, but this

can result in an incomplete solution. The choice of tε defines the

smallest period of internal multiple that can be resolved. The shorter

the period of the internal multiples, the closer the coda ͡f
þ
m will fol-

low the direct wave ͡f0. Thus, the larger the choice of tε, the higher

the risk of incorrectly muting part of the focusing functions. When

incorrectly muted, not all internal multiples will be constructed, and

they cannot be subtracted. This is something that should not be

taken lightly because this is the purpose of applying source-receiver

redatuming to the reflection response. Instead of using trial and er-

ror to find a suitable value for tε, the autocorrelation of the reflection

response R can serve as an indication. Figure A-3 shows the auto-

correlation of the synthetic reflection response. The autocorrelation

of the individual events can be found on the zero lag. Correlations of

different events with each other can be found elsewhere in time. The

correlation of a short period internal multiple with a primary gen-

erated by the same reflector will appear close to the zero lag because

there is only a small difference in traveltime. Therefore, the time in

between the arrival at the zero lag and the next arrival is an indi-

cation of the shortest period internal multiples that are present in the

data. This can be used as a guide to define an upper bound for tε,

whereas visual inspection for primary leakage can be used to set a

lower bound. When the upper bound is below the lower bound,

short period internal multiples may have to be sacrificed to ensure

a correct adaptive subtraction. Note that reflection response R

should not have a source signature when autocorrelating it; other-

wise, this method is not reliable. We also remark that this explan-

ation holds for the first-order internal multiples as observed in the

data of the Santos Basin, where we have strong reflectors from the

salt with weaker reflectors below. The explanation might not hold

when more (strong) reflectors are involved.

Figure A-2. Illustration of the truncations imposed by the filter θ in
the Marchenko method, for a focusing depth that is sufficiently far
away from a reflector.
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In this paper, we have applied adaptive subtraction to the indi-

vidual terms of the double-focusing method in Figure 4. They were

retrieved by chosing a tε of 100 ms.
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