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Abstract—Traditional ground wireless communication net-
works cannot provide high-quality services for artificial intelli-
gence (AI) applications such as intelligent transportation systems
(ITS) due to deployment, coverage and capacity issues. The space-
air-ground integrated network (SAGIN) has become a research
focus in the industry. Compared with traditional wireless com-
munication networks, SAGIN is more flexible and reliable, and
it has wider coverage and higher quality of seamless connection.
However, due to its inherent heterogeneity, time-varying and self-
organizing characteristics, the deployment and use of SAGIN
still faces huge challenges, among which the orchestration of
heterogeneous resources is a key issue. Based on virtual network
architecture and deep reinforcement learning (DRL), we model
SAGIN’s heterogeneous resource orchestration as a multi-domain
virtual network embedding (VNE) problem, and propose a
SAGIN cross-domain VNE algorithm. We model the different
network segments of SAGIN, and set the network attributes
according to the actual situation of SAGIN and user needs. In
DRL, the agent is acted by a five-layer policy network. We build
a feature matrix based on network attributes extracted from
SAGIN and use it as the agent training environment. Through
training, the probability of each underlying node being embedded
can be derived. In test phase, we complete the embedding process
of virtual nodes and links in turn based on this probability.
Finally, we verify the effectiveness of the algorithm from both
training and testing.
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ground Integrated Network, Virtual Network Architecture, Vir-
tual Network Embedding, Deep Reinforcement Learning
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I. INTRODUCTION

In recent years, with the vigorous development of the
artificial intelligence (AI) industry, intelligent transportation
systems (ITS) have entered a stage of rapid development
[1], [2]. Among them, as the main part of ITS, vehicular
communication networks (VCNs) mainly rely on the commu-
nication services provided by 802.11p networks and cellular
networks, which can complete vehicular functions such as road
safety, entertainment interaction and location awareness to a
certain extent [3], [4]. The development potential of VCN is
huge. It is estimated that the number of vehicles connected
to the Internet will reach 286 million by 2025. However, the
deployment of VCN is facing a series of inevitable problems.
First of all, 802.11p networks and cellular networks only
provide dedicated short-distance communication services. The
rapid movement of vehicles may cause frequent terminals on
the network, thereby reducing service quality [5]. Secondly,
the deployment of ground communication facilities (base
stations (BSs), roadside units (RSUs)) is expensive and takes
a long time to deploy [6], [7]. It is impossible to achieve
high coverage in rural or remote mountainous areas. Finally,
ground communication facilities are easily damaged by natural
disasters such as earthquakes or floods, and cannot provide
stable communication services for vehicles at any time [8].
Therefore, VCN deployment, coverage and capacity issues still
need to be resolved urgently [9], [10]. Radio network resource
management faces severe challenges, including storage, spec-
trum, computing resource allocation, and joint allocation of
multiple resources [11], [12]. With the rapid development of
communication networks, the integrated space-ground network
has also become a key research object [13].

Space-air-ground integrated networks (SAGIN) can provide
three-dimensional network connection for vehicles anytime
and anywhere, which has become the key research direction of
the next generation of ITS [14]. For example, Tesla plans to
launch a certain number of commercial satellites to provide
global connectivity services for new energy vehicles. The
mTenna equipped with Toyota’s Mirai car can provide it
with a transfer rate of 50MB/s. Google and Facebook also
plan to deploy balloons and unmanned aerial vehicles (UAVs)
to provide Internet services in remote areas, respectively.
As a promising network architecture, SAGIN can provide
seamless global connectivity and efficient and reliable low
latency services for emerging applications including VCN
[15]. SAGIN is essentially a layered network architecture,
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which is mainly composed of three network segments, as
shown in Fig. 1. Satellites can be divided into three categories
according to the height above the ground: geosynchronous
orbit (GEO), medium earth orbit (MEO) and low earth orbit
(LEO) satellites. Air networks can be divided into high altitude
platform (HAP) and low altitude platform (LAP). UAVs,
balloons and airships are its main components [16]. Ground
networks mainly refer to traditional communication networks
such as cellular networks and wireless local area networks
(WLAN).

GEO

MEO

LEO

Satellite 

Networks

Aerial 

Networks

Ground 

Networks

Intra-domain communication Inter-domain communication

Fig. 1: A typical space-air-ground integrated network archi-
tecture.

SAGIN is a layered network architecture, and different
network segments are quite different. The network nodes
composed of satellites or UAVs are always in a mobile state,
so SAGIN has inherent characteristics such as heterogeneity,
time-varying and self-organizing [17]. SAGIN is restricted by
many factors such as traffic distribution, routing scheduling,
power control, spectrum allocation, and load balancing [18].
Among them, the allocation and scheduling of heterogeneous
physical network resources is a key issue. A reliable idea
is to adopt a new architecture to enhance SAGIN, focusing
on solving the allocation and scheduling of SAGIN’s het-
erogeneous physical network resources, i.e., the problem of
network resource orchestration. Network virtualization (NV)
is a technology that logically abstracts physical networks
[19], [20]. It can solve the problem of resource allocation
in heterogeneous networks by providing intelligent and flexi-
ble management and orchestration systems. Virtual network
embedding (VNE) is the core issue of NV research, and

its essence is the orchestration of network resources [21].
Therefore, the resource allocation problem of SAGIN can
be transferred to the research of VNE algorithm. In SAGIN,
physical network resources may come from different network
segments, so we consider implementing a multi-domain VNE
algorithm based on a virtual network architecture.

AI technology solves many problems in daily production
and life with its superior performance, especially in the field of
perception and decision-making high-dimensional space prob-
lems [22]. The rapid development and universal application of
deep learning (DL) and reinforcement learning (RL) are the
key to the success of AI [23], [24]. The former has strong
perception ability, while the latter has strong decision-making
ability. The product of the combination of the two is deep
reinforcement learning (DRL). DRL is essentially an end-to-
end perception and control system, which has strong versatility
and is usually used to solve decision-making problems in high-
dimensional space. Scholars have already used this technology
to improve network performance [25], [26]. VNE is NP-hard
[27]. DRL has better performance than optimization methods
or heuristic methods when solving such problems [28], [29].
Therefore, we consider using DRL methods to optimize the
resource scheduling problem of SAGIN.

This paper has done the following main work.
1) In order to improve the efficiency and rationality of

the allocation of heterogeneous network resources in
SAGIN, based on the virtual network architecture, we
model the resource scheduling problem of SAGIN as a
multi-domain VNE problem, and provide a solution for
resource allocation of SAGIN from the perspective of
VNE.

2) We use DRL to improve the performance of the multi-
domain VNE algorithm. Specifically, we use a self-built
policy network as an agent, and form a feature matrix
by extracting SAGIN resource attributes to provide an
environment for agent training. DRL method can deduce
the node embedding probability, and then complete the
entire multi-domain VNE algorithm.

3) We verify the performance of the proposed algorithm
through experimental simulations. According to the ac-
tual network characteristics of different network seg-
ments of SAGIN, we set differentiated network attributes
for the network topology. Experimental results show
that the proposed algorithm performs well in multiple
network performance.

The main content of the rest of this paper is as follows.
Section II reviews the related research work carried out on
SAGIN, including SAGIN based on virtual network architec-
ture. Section III describes related issues and system models.
Section IV gives the constraints and performance indicators of
the algorithm. Section V introduces the algorithm realization
process. We showed and analyzed the experimental results in
Section VI. Section VII summarizes the full paper.

II. RELATED WORK

A. Overview of Research Status of SAGIN Technology
SAGIN, as an important form of future wireless network

communication system, has become a research hotspot in
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industry and academia. Scholars have carried out a lot of
research on SAGIN related technologies. Reference [30] and
[31] have carried out research from satellite system and UAV
communication network respectively. They focused on sum-
marizing a series of problems (dynamic topology, energy loss
and capacity limitation) faced by satellite communications and
UAV communications. Spectrum allocation, traffic offloading,
routing strategy and system integration are key issues in
SAGIN research. Li et al. [32] developed a spectrum allocation
scheme for cognitive satellite networks. This solution used
Bayesian equalization as the final spectrum allocation strategy,
and improved spectrum efficiency by making full use of spec-
trum resources and overall user demand. The authors of [33]
studied the spectrum allocation problem when multiple UAVs
were used as relay nodes. The authors aimed to maximize the
service efficiency of the integrated IoT network system, and
solved the joint optimization problem of bandwidth allocation,
gateway selection, and UAV deployment based on simulated
annealing and continuous convex planning. In order to provide
an economical, reliable, and efficient resource management
solution for air vehicles, Varasteh et al. [34] modeled routing
and service placement problems as virtual machine placement
problems. After weighing different optimization solutions, the
authors decided on the routing, service placement and service
migration of the aircraft in SAGIN, realizing the dynamic
adjustment of the service network. Ruan et al. [35] studied
the issue of spectrum efficiency between satellite networks and
ground networks. The authors proposed an adaptive transmis-
sion scheme with symbol error rate (SER) constraints. Finally,
they took the SER as a constraint and discussed the trade-off
between energy efficiency and spectrum efficiency.

B. Research Status of SAGIN based on Virtual Network Ar-
chitecture

Virtual network architecture has begun to try to apply in
SAGIN. As a future network architecture, virtual network
has significant advantages in development and management
of heterogeneous resources, and have been favored by re-
searchers. As excellent representatives of NV, software defined
network (SDN) and network function virtualization (NFV) are
considered to be enabling technologies for the flexible and ef-
fective integration of heterogeneous networks, and can provide
innovative solutions for the orchestration of heterogeneous
network resources.

Authors of [36] proposed a software defined SAGIN archi-
tecture based on reviewing the motivation and challenges of
SAGIN integration. In order to protect the traditional services
in different segmented networks, the authors used network
slicing to slice the resources of each network segment, and
then put the available resources into a public resource pool,
which provided reliable services for the Internet of Vehicles.
In order to optimize the load balancing of network commu-
nication, reference [37] studied a software defined SAGIN
routing algorithm. Based on the characteristics of the SDN
model and the dynamic changes of SAGIN topology, the
authors considered the multidimensionality of resources and
energy consumption, which effectively reduced the end-to-
end delay and packet loss rate. Wang et al. [38] proposed

a SAGIN reconfigurable service framework based on service
function chain (SFC). The framework modeled the realization
of SFC and virtual network functions (VNFs) as integer
nonlinear programming problems. The authors proposed a
heuristic greedy algorithm to balance the resource consump-
tion of different network nodes. The results proved that this
algorithm can improve resource utilization efficiency. Du et
al. [39] studied spectrum sharing and interference control
technology based on SDN. They proposed a spectrum sharing
and service offloading mechanism to realize the cooperative
relationship between the ground BSs and the beam group of
the satellite ground communication system. In this mode, the
communication between satellites and the ground effectively
realized frequency sharing and traffic offloading.

C. Research Status Analysis

Based on the comprehensive analysis of SAGIN related
research, it is found that they all have the following problems.

1) In the relevant technical research field of SAGIN, they
only study space, air, and ground one of the network
segments or any two network segments combined with
related technologies, and do not pay attention to the in-
tegration of space-air-ground three-dimensional network
segments.

2) In the research field of SAGIN technology based on
virtual network architecture, the existing work usually
adopt optimization methods or heuristic methods to
solve SAGIN resource management problems. They do
not apply AI algorithms to SAGIN resource orchestra-
tion problems.

3) The existing work only analyze the possible impact of
the heterogeneity and time-varying of SAGIN on the
network resource allocation, and do not model the phys-
ical network resources of different network segments, so
it cannot fully reflect the dynamic changes of network
resources when SAGIN provides services for end users.

Therefore, on the basis of analyzing the inherent characteristics
of SAGIN, such as heterogeneity, time-varying and self-
organizing, this paper proposes a SAGIN resource orchestra-
tion algorithm based on virtual network architecture and DRL
method, which is essentially a multi-domain VNE algorithm.

III. PROBLEM DESCRIPTION AND SYSTEM MODEL

A. Problem Description

One of the most prominent features of SAGIN is time-
varying. Since satellites and aerial vehicles are constantly mov-
ing, the network topology will always change. For example,
when a vehicle is receiving the positioning service provided
by satellite A, but due to the revolution of the satellite, the
vehicle leaves the service coverage area of satellite A and
enters the service coverage area of satellite B instead. Then the
mode of providing network resources has changed. In addition,
due to the heterogeneity of SAGIN, the network resources of
different network segments are also heterogeneous. Satellite
nodes or aerial vehicle nodes have small capacity due to
volume limitations, so their computing resources are often
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limited. It should be noted that the delay attributes of channel
links in different network segments are often quite different
[40], [41].

We assume that the network topology of different network
segments of SAGIN is relatively unchanged within a certain
period of time, and end users are always within the service
range of one or several satellites or aircrafts. Under the virtual
network architecture, the network resource request sent by the
end user to SAGIN forms a virtual network request (VNR).
SAGIN will allocate network resources of different network
segments according to the actual needs of the VNR. We
regard T as the reconstruction period of SAGIN resources,
and the VNR may arrive at any point within T . The process
of a VNR request service will not be interrupted by the
deadline T . If the VNR cannot be completed within a period
of time, it will continue to complete the request in the next
reconstruction period T . When the VNR leaves, the network
resources occupied by it will be released. The ultimate goal
is to increase the revenue of network service providers on the
basis of accepting as many VNRs as possible. Therefore, the
problem of VNE across multiple network domains is finally
formed. TABLE I summarizes the notations used in the multi-
domain VNE problem of SAGIN based on the virtual network
architecture.

B. System Model

1) Physical Network Model: The physical network
is modeled as an undirected weighted graph
GP = {NP , EP , AP }, where NP represents the network
node set of SAGIN, EP represents the network link set
of SAGIN, and AP represents the network attribute set
of SAGIN. Network node set NP = {NP

S , NP
A , NP

G },
where NP

S is the satellite node set, NP
A is the aerial node

set, and NP
G is the ground node set. Network link set

E = {EP
S , EP

A , EP
G , EP

S,A, E
P
S,G, E

P
A,G}, where EP

S , EP
A and

EP
G are the physical links among satellite nodes, air nodes

and ground nodes respectively. In particular, EP
S,A is the set

of inter domain links between satellite nodes and air nodes,
EP

S,G is the set of inter domain links between satellite nodes
and ground nodes, and EP

A,G is the set of links between
aerial nodes and ground nodes. Network attribute set AP =
{CPUNP

S
, CPUNP

A
, CPUNP

G
, BWEP

S
, BWEP

A
, BWEP

G
, DEP

S
,

DEP
A
, DEP

G
}, where CPUNP

S
represents the computing

resource attributes of satellite nodes, CPUNP
A

represents the
computing resource attributes of air nodes, and CPUNP

G

represents the computing resource attributes of ground
nodes. BWEP

S
, BWEP

A
and BWEP

G
are the bandwidth

resource attribute of satellite network links, air network
links and ground network links respectively. DEP

S
, DEP

A

and DEP
G

are the delay attribute of satellite network links,
air network and ground network links respectively. We use
{(NP

m, NP
n ) ∈ EP |NP

m, NP
n ∈ NP } to indicate that there

are links between nodes NP
m and NP

n . Thus, the bandwidth
resource attribute between nodes NP

m and NP
n can be

expressed as BWP
NP

m,NP
n

, and the single hop delay between
nodes NP

m and NP
n can be expressed as DP

NP
m,NP

n
.

TABLE I: Notations

Notations Descriptions

GP Physical networks

NP

NP
S Satellite network nodes

NP
A Air network nodes

NP
G Ground network nodes

EP

EP
S Satellite network links

EP
A Air network links

EP
G Ground network links

EP
S,A Satellite network and air network inter-domain links

EP
S,G Satellite network and ground network inter-domain

links

EP
A,G Air network and air network inter-domain links

AP

CPUNP
S

Satellite network nodes computing resources

CPUNP
A

Air network nodes computing resources

CPUNP
G

Ground network nodes computing resources

BWEP
S

Satellite network links bandwidth resources

BWEP
A

Air network links bandwidth resources

BWEP
G

Ground network links bandwidth resources

DEP
S

Space network links delay attributes

DEP
A

Air network links delay attributes

DEP
G

Ground network links delay attributes

GV Virtual network requests

NV Virtual nodes

EV Virtual links

AV

CPUNV Computing resource requests of virtual nodes

BWEV Bandwidth resource requests of virtual links

DEV Delay requests of virtual links

2) Virtual Network Model: VNRs are modeled as undi-
rected weighted graph GV = {NV , EV , AV }, where NV

represents the virtual node set, EV represents the virtual link
set, and AV represents the attribute set of VNRs. Attribute set
AV = {CPUNV , BWEV , DEV }, where CPUNV represents
the computing resource requirements of virtual nodes, BWEV

represents the bandwidth resource requirements of virtual
links, and DEV represents the delay requirements of virtual
links. In particular, we use {(NV

j , NV
k ) ∈ EV |NV

j , NV
k ∈

NV } to indicate that there is a link between virtual nodes NV
j

and NV
k . Thus, the bandwidth resource requirement between

virtual nodes j and k can be expressed as BWV
NV

j ,NV
k

, and
the delay requirement between virtual nodes j and k can be
expressed as DV

NV
j ,NV

k
.

Fig. 2 shows an example of a VNR embedded in SAGIN.
The ellipses in the figure represent network nodes, and the con-
nections between nodes represent network links. In SAGIN,
the number on the node represents the amount of computing
resources, and the number on the link represents the amount of
bandwidth resources and the delay value respectively. In VNR,
the number on the node represents the computing resource
demand, and the number on the link represents the bandwidth
resource demand and the maximum delay value respectively.
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Fig. 2: Example of cross-domain VNE. On the left is a layered
SAGIN architecture, and on the right is a VNR.

In the feasible VNE scheme, virtual node a is mapped to
satellite node B, virtual node b is mapped to aerial node
D, and virtual node c is mapped to ground node G. The
CPU resource capacity of the mapped physical node meets
the requirements of the virtual node. At the same time, the
link resource conditions between each node are also satisfied.
If virtual node a is mapped to satellite node A, virtual node
b is mapped to aerial node C, and virtual node c is mapped
to ground node F . At this time, the delay of the inter domain
link between A and C is greater than the delay requirement
of the virtual link between a and b, and the delay of the inter
domain link between A and F is also greater than the delay
requirement of the virtual link between a and c, so this is not
a feasible VNE scheme.

IV. CONSTRAINTS AND PERFORMANCE INDICATORS

A. Attribute Constraints

We use the binary variable xnv,np to indicate whether the
virtual node nv is embedded on the physical node np, as shown
below.

xnv,np =

{
1, nv is embedded on np,
0, others.

(1)

The binary variable y
NV

j ,NV
k

NP
m,NP

n
is also used to indicate whether

the virtual link (NV
j , NV

k ) is embedded on the physical link
(NP

m, NP
n ), as shown below.

y
NV

j ,NV
k

NP
m,NP

n
=

{
1, (NV

j , NV
k ) is embedded on (NP

m, NP
n ),

0, others.
(2)

Each physical node may be embedded by multiple virtual
nodes from different VNRs. Expressed as follows.

∑
nv↑np

xnv,np ≥ 1, nv ∈ GV
i , i = 1, 2, ..., |V NR|,∑

nv↑np

xnv,np = 1, nv ∈ GV .
(3)

Each virtual link may be embedded on multiple physical
links. Expressed as follows.∑

(NV
j ,NV

k )↑(NP
m,NP

n )

y
NV

j ,NV
k

NP
m,NP

n
≥ 1. (4)

If the virtual node nv is embedded on the physical node
np, the computing resource capacity of np should meet the
computing resource consumption of nv , which is expressed as
follows.

CPUnp ≥ CPUnv , if nv ↑ np. (5)

For the physical node np, the total consumption of comput-
ing resource requirements of all virtual nodes embedded in np

cannot exceed the total computing resource of np.

|V NR|∑
i=1

∑
nv↑np

CPUnv
i
≤ CPUnp . (6)

If the virtual link (NV
j , NV

k ) is embedded on the physical
link (NP

m, NP
n ), the bandwidth resource capacity of (NP

m, NP
n )

should not be less than the bandwidth resource demand of
(NV

j , NV
k ).

BW(NV
j ,NV

k ) ≤ BW(NP
m,NP

n ), if (NV
j , NV

k ) ↑ (NP
m, NP

n ).

(7)
For the physical link (NP

m, NP
n ), the total bandwidth re-

source demand of all virtual links embedded in the physical
link (NP

m, NP
n ) cannot exceed the total bandwidth resource of

the physical link (NP
m, NP

n ).

|V NR|∑
i=1

∑
(NV

j ,NV
k )↑(NP

m,NP
n )

BW(NV
j ,NV

k )i ≤ BW(NP
m,NP

n ). (8)

In SAGIN, the transmission delay of link within different
network segments are different. In satellite network, the link
delay in the satellite network domain is usually large due
to the interference of the propagation medium, radiation and
temperature. Moreover, the delay of inter-domain links is often
greater than the delay of intra-domain links. We set the delay
attribute for physical links and virtual links, and the virtual
link can only be embedded on the physical link that is not
greater than its delay requirement, as shown below.

D(NV
j ,NV

k ) ≥ D(NP
m,NP

n ), if (NV
j , NV

k ) ↑ (NP
m, NP

n ). (9)

In the graph model, the transmission of traffic must comply
with the law of conservation of traffic, which is a necessary
condition for establishing a routing path, i.e., the traffic flowing
into the physical node NP

m must be equal to the traffic flowing
out of the physical node NP

n , as shown below.∑
NP

m∈NP

y
(NV

j ,NV
k )

(NP
m,NP

n )
−

∑
NP

m∈NP

y
(NV

j ,NV
k )

(NP
n ,NP

m)
= xNV

j ,NP
m
− xNV

k ,NP
m
,

∀NP
n ∈ NP ,∀(NV

j , NV
k ) ∈ EV .

(10)
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B. Performance Indicators

The resource consumption cost of VNE embedded in multi
domain SAGIN is calculated as follows.

CostGV ↑GP =

|nv|∑
i=1,nv

i ∈NV

CPUnv
i
+

|ev|∑
i=1,(NV

j ,NV
k )i∈EV

BW(NV
j ,NV

k )i × hops[(NV
j , NV

k )],

(11)

where hops[(NV
j , NV

k )] represents the number of hops of
virtual link (NV

j , NV
k ).

The goal of VNE is to increase the revenue on the basis of
receiving as many VNRs as possible. The revenue of VNE is
calculated as follows.

RevenueGV ↑GP =

|nv|∑
i=1,nv

i ∈NV

CPUnv
i
+

|ev|∑
i=1,(NV

j ,NV
k )i∈EV

BW(NV
j ,NV

k )i .

(12)

We use VNE long-term average revenue, long-term revenue-
cost ratio and VNR acceptance rate to evaluate the perfor-
mance of the SAGIN cross-domain VNE algorithm. The long-
term average revenue is calculated as follows.

R = lim
T→∞

T∑
t=0

[RevenueGV ↑GP , t]

T
.

(13)

The long-term revenue-cost ratio is calculated as follows.

R/C = lim
T→∞

T∑
t=0

[RevenueGV ↑GP , t]

T∑
t=0

[CostGV ↑GP , t]

. (14)

The VNR acceptance rate is calculated as follows.

ACC = lim
T→∞

T∑
t=0

GV
acc

T∑
t=0

GV
arr

, (15)

where GV
arr represents the number of virtual network requests

arrived, and GV
acc represents the number of virtual network

requests successfully embedded.

V. ALGORITHM IMPLEMENTATION

A. Feature Matrix and Policy Network

The implementation of the SAGIN cross-domain VNE algo-
rithm based on the virtual network architecture is divided into
node embedding stage and link embedding stage. We apply the
DRL method to the virtual node embedding stage to derive the
probability of each SAGIN node being embedded. The key to
achieve the desired effect of the DRL method is the effective
interaction between the agent and the environment, i.e., the
agent needs to be trained in the SAGIN environment as real as

possible. Therefore, we use the feature matrix extracted from
SAGIN as the input of the agent, and train the agent according
to the changes in the underlying resources of SAGIN.

We extract the following four network attributes for each
physical node of satellite networks, air networks and ground
networks: computing resources, sum of connected link band-
width, sum of connected link delay and average distance to
other non embedded nodes. The above four attributes not only
focus on the local characteristics of SAGIN, but also take
into account the global characteristics of SAGIN, so they can
characterize the underlying network more comprehensively.
Among them, the link connected to a physical node refers
to the intra domain links, and the sum of bandwidth of the
link connected to the physical node is calculated as follows.

SUM(np)BW =
∑

(NP
m,NP

n )∈EP
np

BW [(NP
m, NP

n )], (16)

where EP
np represents the physical link connected to the

physical node np. In the same way, the sum of delay of the
links connected to a physical node is calculated as follows.

SUM(np)D =
∑

(NP
m,NP

n )∈EP
np

D[(NP
m, NP

n )]. (17)

The larger the value of SUM(np)BW , it means that when
the virtual node nv is embedded on the physical node np, a
richer bandwidth resource can be selected, and the number of
links that can be embedded is more. Conversely, the smaller
the value of SUM(np)D, the smaller the delay interference
when the virtual node nv is embedded on the physical node
np. The average distance to other non embedded nodes in the
domain is calculated based on the number of link hops. The
smaller the value, the lower the bandwidth resource cost and
delay limitation of link embedding. The calculation method is
as follows.

AV G(np)DST =

∑
np
i ∈NP

DST (np, np
i )

|NP |+ 1
,

(18)

among them, np
i refers to those physical nodes that have not

been embedded by virtual nodes, and DST (np, np
i ) refers to

the distance from node np to other non embedded nodes in
the domain.

It should be noted that the underlying network attributes
that can be extracted are far more than the above four. Other
network attributes such as node degree, storage resources, etc.
are all network attributes that can be extracted. Extracting
more network attributes means that more detailed information
about the underlying network resources can be provided to the
agent, but the computational complexity of the algorithm will
also increase. Therefore, after comprehensively considering
the actual situation of SAGIN and multi-domain VNE, it is
more appropriate to extract the above four features. After
extracting the feature of each physical node, the normalized
value is concatenated into a feature vector. For nodes in
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different network segments of SAGIN, the feature vectors are
expressed as follows.

(CPU(np
s), SUM(np

s)BW , SUM(np
s)D, AV G(np

s)DST )
T ,

np
s ∈ NP

S ,
(CPU(np

a), SUM(np
a)BW , SUM(np

a)D, AV G(np
a)DST )

T ,
np
a ∈ NP

A ,
(CPU(np

g), SUM(np
g)BW , SUM(np

g)D, AV G(np
g)DST )

T ,
np
g ∈ NP

G .
(19)

Combine all the feature vectors extracted from SAGIN into
a four-dimensional feature matrix. Each row of the matrix is
the feature vector of a certain physical node. Agent extracts
a feature matrix from SAGIN every time it is trained, so
the feature matrix is constantly changing as the underlying
network resources change.

The key to DRL method with good perception and decision-
making ability is the design and selection of agent. In the
proposed algorithm, the agent is assumed by a five-layer
policy network, which is composed of the basic elements of
neural network. They are extraction layer, convolution layer,
probabilistic layer, filtering layer and output layer, respectively.
As shown in Fig. 3. The extraction layer is used to extract
the feature matrix from SAGIN during agent training. The
convolution layer performs a convolution operation on each
feature vector in the feature matrix to obtain the available
resource vector form of each feature vector. In probabilistic
layer, we use softmax function to generate a probability for
each feature vector, i.e., the probability that each physical node
is embedded. The filtering layer is used to filter those physical
nodes that do not meet the embedding requirements due to
excessive resource consumption. The output layer is used to
output an available physical node, which is sorted according to
the probability of being embedded from large to small. Among
them, the convolution operation method is as follows,

ARV cov
i = ω × vi + b. (20)

The calculation method of softmax function is as follows,

pi =
eARV cov

i∑
n e

ARV cov
n

, (21)

where ARV cov
i represents the i-th output of the convolution

layer. In this way, the embedded probability of the i-th node
can be calculated.

B. Training and Testing

The training of agent is realized in the process of interaction
with the environment. Initializing the parameters of policy
network, we assume that all VNRs in each VNR period T
follow a constant distribution. For each request period T , the
policy network will extract a feature matrix from SAGIN as
input. After the embedding probabilities of all physical nodes
are output, the embedding of virtual nodes is completed in
a predetermined order. Then we use the breadth first search
strategy to complete the embedding of intra-domain links, and
finally complete the embedding of inter-domain links.

In multi-domain VNE, we use the revenue-consumption
ratio as the agent’s reward signal. The revenue-consumption

...
...

feature 

matrix

available 

resource 

vector

probability 

calculation

...
...

...
...

node 

filtering

...
...

embedded 

probability

...
...

(A) (B) (C) (D) (E)

Fig. 3: Policy network. (A) Extraction layer (B) Convolution
layer (C) Probabilistic layer (D) Filtering layer (E) Output
layer.

ratio can fully reflect the utilization of the underlying network
resources. When the reward signal is large, it means that the
node selection strategy currently adopted by the agent can
obtain large VNE revenue, i.e., the current action is effective.
On the contrary, the agent needs to adjust its actions. The
learning rate of agent is also involved in the training phase,
and the learning rate will directly affect the gradient of policy
network. If the parameter gradient of policy network is large,
the training may not derive a better embedding strategy, and
the training will be meaningless. In contrast, the training
process will be very slow, reducing the efficiency of the
algorithm. Therefore, we explore the optimal gradient value by
manually adjusting the learning rate. The training process of
SAGIN cross-domain VNE algorithm based on virtual network
architecture and DRL method is shown in Algorithm 1.

Algorithm 1 Training

Input: GP , GV , Policy network parameters;
Output: Probability of SAGIN nodes being embedded;

1: Random initialization of policy network;
2: while iteration < epoch do
3: for nv ∈ NV do
4: Feature matrix extraction;
5: Probability derivation;
6: end for
7: if isMapped(∀nv ∈ GV ) then
8: V irtual links embedding;
9: end if

10: if isMapped(∀nv ∈ GV , ∀ ev ∈ GV ) then
11: Calculate reward;
12: else
13: Clear gradient;
14: end if
15: iteration++;
16: end while

In the testing phase, we directly complete the embedding of
virtual nodes based on the embedding probability of SAGIN
nodes derived from policy network. Then, the breadth first
search strategy is used to sequentially complete the embedding
of intra-domain links and inter-domain links. The test process
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is shown in Algorithm 2.

Algorithm 2 Testing

Input: testset;
Output: Three performance indexes;

1: Random initialization of policy network;
2: for request ∈ testset and nv ∈ request do
3: V irtual nodes embedding;
4: Using BFS strategy to find the shortest path;
5: V irtual links embedding;
6: if isMapped(∀nv ∈ GV , ∀ ev ∈ GV ) then
7: return (success);
8: end if
9: end for

C. Complexity Analysis

The time complexity of the cross-domain VNE algorithm
for SAGIN based on DRL is mainly generated from the two
stages of DRL agent training and cross-domain VNE (testing).
Since the agent training is performed online and the test phase
is performed offline, only the time complexity of the training
phase can be considered. For a 4 × n feature matrix, the
complexity of extracting it from the underlying network is
O(n), and the time complexity of solving all feature vectors is
O(n2). When a new VNR arrives, the feature matrix needs to
be updated once, so for all VNRs, the complexity of updating
the feature matrix is O(kn2). Therefore, the time complexity
of training stage is O(n+ n2 + kn2), which can be regarded
as the final complexity of the algorithm, where n represents
the number of nodes in the SAGIN and k is the number of
nodes in the successfully embedded VNR.

VI. EXPERIMENTAL SETUP AND RESULT ANALYSIS

A. Simulation Parameters and Environment

In order to simulate SAGIN, we generate a layered physical
network with 100 physical nodes and about 600 physical links,
of which 10 physical nodes are used as satellite network
nodes, 30 physical nodes are used as air network nodes, and
the remaining 60 are used as ground network nodes. There
are two inter-domain links connected between each of the
three network segments, and the physical nodes connected to
the inter-domain links are called boundary nodes. In satellite
networks, the computing resources of each physical node
are randomly distributed between 20Tflops and 40Tflops,
the bandwidth resources of each physical link are randomly
distributed between 50Mbps and 100Mbps, and the delay
values are randomly distributed between 20ms and 40ms. In
air networks, the computing resources of each physical node
are randomly distributed between 20Tflops and 40Tflops,
the bandwidth resources of each physical link are randomly
distributed between 50Mbps and 100Mbps, and the delay
values are randomly distributed between 10ms and 30ms.
In ground networks, the computing resources of each phys-
ical node are randomly distributed between 50Tflops and
100Tflops, the bandwidth resources of each physical link are
randomly distributed between 50Mbps and 100Mbps, and the

TABLE II: Parameter Setting

Parameter Value

Physical nodes 100

Physical links 600

Satellite network nodes 10

Air network nodes 30

Ground network nodes 60

Computing resources of satellite nodes U[20,40]Tflops

Bandwidth resources of satellite links U[50,100]Mbps

Delay values of satellite links U[20,40]ms

Computing resources of air nodes U[20,40]Tflops

Bandwidth resources of air links U[50,100]Mbps

Delay values of air links U[10,30]ms

Computing resources of ground nodes U[50,100]Tflops

Bandwidth resources of ground links U[50,100]Mbps

Delay values of ground links U[1,20]ms

Bandwidth resources of inter-domain links U[50,100]Mbps

Delay values of inter-domain links U[40,60]ms

Number of VNRs 2,000

Number of training sets 1,000

Number of testing sets 1,000

Number of virtual nodes U[2,10]

Computing requirements of virtual nodes U[1,20]Tflops

Bandwidth requirements of virtual nodes U[1,20]Mbps

Delay requirements of virtual nodes U[1,50]ms

delay values are randomly distributed between 1ms and 20ms.
The bandwidth resources of inter-domain links are randomly
distributed between 50Mbps and 100Mbps, and the delay
values are randomly distributed between 40ms and 60ms.

Besides, we generate 2,000 VNRs, 1,000 of which are used
as training set and 1,000 as test set. Each VNR randomly
contains 2 to 10 virtual nodes. The computing resource de-
mand of each node is randomly distributed between 1Tflops
and 20Tflops, the bandwidth resource demand of each link
is randomly distributed between 1Mbps and 20Mbps, and the
delay demand is randomly distributed between 1ms and 50ms.
The virtual link can only be embedded in the physical link
which can meet the bandwidth and delay requirements. Each
virtual node will randomly choose which SAGIN segment
to embed. We set the batch size to 100, i.e., update the
parameters of the policy network once after 100 VNRs, and
re-extract a policy network from the underlying network.
We summarize the parameter settings of the experimental
simulation in TABLE II.

B. Results Display and Analysis

Since multi-domain VNE is a decision-making problem and
is NP-hard, it is necessary to verify the training convergence of
the agent under different performance indicators. Fig. 4 shows
the changes in agent training from three aspects: VNE long-
term average revenue, VNR acceptance rate and revenue-cost
ratio. In the initial training stage, since the policy network has
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TABLE III: Average Performance

- Average Revenue Acceptance Rate R/C

50ms 1064.929 0.644 0.343

40ms 1069.818 0.636 0.338

30ms 1024.469 0.61 0.347

20ms 894.03 0.561 0.352

just been activated and the agent is not familiar with SAGIN
resources, the VNE strategy adopted is random, with low and
unstable performance of various indicators. As the training
progresses, the agent will continue to explore efficient and
reasonable VNE strategies, and the accumulated rewards will
continue to increase. After that, the agent will continue to
take similar actions to accumulate rewards, so the performance
of the three indicators training continues to improve and
gradually becomes problematic. Therefore, from the training
results, the DRL method based on the policy network is
effective.

In order to show that the agent can flexibly adjust the
strategy when the environment changes, i.e., the performance
of the algorithm may be different when SAGIN resource
attribute or the demand of VNR changes, we take the delay
factor in VNR as a variable to explore the impact on the
algorithm when the user’s delay demand changes. In the
training phase, the delay requirements of all VNRs in the
training set are set according to the pre parameters, which
is fixed to 50ms. The virtual network can only be embedded
in the physical network which is not higher than the delay
value. TABLE III shows the average results of the three perfor-
mance indicators on the training set when the maximum delay
requirements of VNR are 50ms, 40ms, 30ms, and 20ms. It
can be seen that with the continuous improvement of delay
performance requirements (the delay value is getting lower and
lower), the revenue of VNE and the VNR acceptance rate are
significantly reduced. This is consistent with the facts, because
with the continuous increase of VNR delay requirements, there
are fewer and fewer SAGIN links that can meet the delay
requirements, so fewer and fewer VNRs can be successfully
embedded, and the revenue and acceptance rate will decline.
The revenue-cost ratio does not show a downward trend,
because this index has nothing to do with the amount of VNR
embedded, it only depends on the revenue and cost of SAGIN
resource consumption. Therefore, when the VNR acceptance
rate decreases, the revenue cost ratio will not decrease.

After verifying the effectiveness of the training method, we
test the algorithm based on the test set composed of 1,000
VNRs. According to the embedding probability of the physical
node derived from training, we directly use the greedy strategy
to embed the virtual node [42], and then use the breadth first
search strategy to embed the virtual link. Fig. 5, Fig. 6 and
Fig. 7 respectively show the test results of the above three
indicators under different delay requirements.

From the algorithm test results, it can be seen that the overall
changes of the three performances are similar to the training
results and are in line with expectations. Since the acceptance
rate of VNRs is related to the number of resources of SAGIN,

as VNRs continue to be embedded, the available underlying
network resources continue to decrease, and the embedding
success rate of VNRs continues to decrease. Therefore, the
long-term revenue of VNE and the VNR acceptance rate
continue to decrease over time. Both VNR acceptance rate
and VNE long-term average revenue are affected by changes
in delay requirements. As the number of VNRs that can be
successfully embedded decreases, both indicators continue to
decrease. The test result of VNE revenue-cost ratio shows that
this indicator will not change significantly due to changes in
delay requirements. In addition, as the delay requirements of
VNRs continue to increase, the number of SAGIN nodes and
links that can meet the delay requirements decreases, so the
performance of the three indicators is continuously reduced. In
summary, the experimental results have successfully demon-
strated the effectiveness of the DRL-based cross-domain VNE
algorithm in the SAGIN resource orchestration field.

In order to further reflect the performance of the algorithm,
we compare the algorithm proposed in this paper with the two
baseline algorithms proposed in reference [27]. The SAGIN
resource orchestration algorithm based on virtual network
architecture is essentially a cross-domain VNE algorithm.
In order to ensure the fairness of the comparison, we set
the same network resource attributes as this paper for the
two comparison algorithms. The MRN-VNE algorithm first
calculates the resource metric value of the network node, and
then arranges the physical nodes and virtual nodes from large
to small according to the value of the value. The virtual nodes
complete the mapping in this order. In the link mapping stage,
the authors arrange the physical links in order from largest
to smallest, and then the virtual link completes the mapping
in this order. The RCR-VNE algorithm does not perform
the sorting process of virtual nodes. In the link mapping
stage, the shortest path algorithm is used to complete the
mapping process after sorting according to the bandwidth size.
Specifically, we compare the algorithm revenue and virtual
request acceptance rate, as shown in Figure 8.

In general, our algorithm achieves better experimental re-
sults than the other two benchmark algorithms. At the be-
ginning of the experiment, because the other two benchmark
algorithms adopt greedy strategy, which preferentially selects
the physical nodes with abundant free resources for mapping,
so their resource revenue and acceptance rate are relatively
high. In the subsequent experimental process, the experimental
effect of our algorithm is always better than the other two algo-
rithms. On the one hand, NRM-VNE algorithm and RCR-VNE
algorithm are two heuristic VNE algorithms. They mainly rely
on manual mapping rules (such as setting the sorting method of
nodes) to implement VNE algorithm, which greatly limits the
flexibility of the algorithm. Our algorithm is a VNE algorithm
based on machine learning. This shows that the performance
of VNE algorithm based on machine learning method is better
than that based on heuristic method. On the other hand, we
create a training environment close to the real network for
the DRL agent. The agent has fully learned the attributes of
SAGIN, so it can make better decisions.
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(a) VNE long-term average revenue (b) VNR acceptance rate (c) VNE revenue-cost ratio

Fig. 4: The results of the algorithm on the training set.
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Fig. 5: VNE long-term average revenue.
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Fig. 6: VNR acceptance rate.

VII. CONCLUSION

SAGIN can take advantage of high flexibility, high reliabil-
ity and high coverage by integrating space network, air net-
work and ground network. However, the seamless integration
of the three networks and the orchestration of heterogeneous
resources are still a problem. Based on the virtual network
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Fig. 7: VNE long-term revenue-cost ratio.

(a) long-term average revenue (b) VNR acceptance rate

Fig. 8: Comparison results with benchmark algorithms.

architecture, this paper proposes a DRL-based SAGIN multi-
domain VNE algorithm. The essence of the algorithm is the
allocation of heterogeneous network resources. In DRL, we
use the basic elements of neural networks to build a five-layer
policy network and use it as the DRL agent. In order to enable
the agent to train in real SAGIN environment, we extract four
important network attributes for each SAGIN node to form
a feature matrix. Through training, the policy network can
output the probability of each SAGIN node being embedded.
Based on the probability, we complete the VNR embedding
in the testing phase. In the experimental phase, we test the
performance of the algorithm from both training and testing.
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In addition, we also analyze the flexibility of the algorithm
in dealing with changes in network attributes. Gratifying
experimental results show the effectiveness of the DRL-based
SAGIN multi-domain VNE algorithm in the arrangement of
heterogeneous network resources.

As a part of our future work, we will explore more effective
and flexible modeling methods of SAGIN, and set more rea-
sonable resource attributes for network topology. In addition,
we will follow the latest research progress in this field, and
try to use more comprehensive data to train intelligent agents,
so as to obtain better experimental results.
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