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1
Introduction

A major consideration for the automotive industry is to provide passenger safety,
through optimal road holding, and comfort, for a large variety of road conditions
and vehicle manoeuvres. The passenger comfort and safety can be improved by
providing an optimal road contact for the tires while minimizing the roll and
heave of the vehicle body. The system responsible for this actions is the vehi-
cle suspension, i.e., a complex system incorporating various arms, springs and
dampers that separate the vehicle body, i.e., the sprung mass, from the tires
and axles, i.e., the unsprung mass. Due their low cost and simple construction,
many vehicles are equipped with fully passive suspension systems, incorporat-
ing springs, dampers and anti-roll bars with fixed characteristics. Noting that
optimal handling and passenger comfort are conflicting objectives, these pas-
sive systems can only obtain a compromise between safety and comfort. How-
ever, this compromise has been significantly reduced with the introduction of
(semi-)active suspension systems. These systems incorporate adjustable ele-
ments which provide spring stiffness and damping coefficients adaptable to the
road conditions. The majority of the (semi-)active systems are pneumatic or
hydraulic solutions which suffer from low efficiencies and response bandwidths,
however they are characterized by high force and power densities. Commercial
systems incorporating electromagnetic elements exploit the properties of the
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2 Chapter 1. Introduction

magneto-rheological fluids in damper technology or combine rotary actuators
and mechanical elements in order to provide an adjustable spring stiffness. How-
ever, given their form factor, high force densities and response bandwidth, linear
electromagnetic actuators appear as a beneficial solution for a (semi-)active sus-
pension system. Even though no commercial solutions are existing at this date,
(semi-)active suspension systems with linear actuators have been proposed and
demonstrated [1, 2]. Nevertheless, the same concept has been exploited, i.e., a
suspension strut composed of a mechanical spring connected in parallel with a
linear actuator.

1.1 Goal of the thesis

An actuator topology that can provide both a zero-power spring character-
istic and actuation forces necessary for vibration damping and vehicle body-roll
control in a fully electromagnetic active suspension has not been investigated in
the literature up to this moment. Therefore, this thesis introduces a novel topol-
ogy of electromagnetic actuator aimed at replacing both spring and damper in
a suspension strut. Furthermore, a design solution is obtained by means of a
multi-level optimization approach, i.e., space-mapping, employing a new algo-
rithm variant which is also derived in this thesis. The objectives of the thesis
are further detailed in Section 1.5.

The following sections present several essential aspects regarding the vehi-
cle stability and suspension systems, the proposed novel solution and design
approach.

1.2 Vehicle stability and (semi-)active suspension systems

Typical vehicle behavior is pitching during braking and acceleration, and
rolling in corners. Additionally, road irregularities cause vibrations in the vehi-
cle and twisting forces. The body-roll during cornering is a demanding aspect of
the vehicle attitude variation, which, apart from the reduced comfort, impairs
the stability of the vehicle. The first impediment to passenger comfort is mo-
tion sickness, which is a common by-product of exposure to optical depictions of
inertial motion, especially when reading [3]. This phenomenon, called visually
induced motion sickness (VIMS), has also been reported in a variety of vir-
tual environments, such as fixed-base flight and automobile simulation [4]. The
essential characteristics of stimuli that induce motion sickness is that they gen-
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erate discordant information from the sensory systems that provide the brain
with information about the spatial orientation and motion of the body. The
principal feature of this discord is a mismatch between the signals provided,
principally, by the eyes and inner ear, and those that the central nervous sys-
tem ”expects” to receive and to be correlated. Vertical translational oscillatory
motion at a frequency of about 0.2Hz is the most provocative [4], [5]. For a
given intensity (peak acceleration) of oscillation, the incidence of sickness falls
quite rapidly with an increase in frequency above 0.2Hz. Motion at 1Hz is less
than one-tenth as provocative as that at 0.2Hz.

1.2.1 Roll control

An actively controlled suspension system should significantly reduce body-
roll and vibrations in order to increase both safety and comfort. An important
vehicle safety aspect is that taking a turn at a sufficient high velocity causes the
vehicle’s center of gravity to move with respect to the wheels, hence a potential
rollover of the vehicle. An additional influence of roll motions is that traction
and steering are reduced (go-cart effect). Hence, reducing roll improves the
vehicle steering, since the vehicle sensitivity to fast steering inputs increases due
to the fact that the roll is strongly reduced. However, an additional important
characteristic of a good suspension is to filter road vibrations. The ideal anti-roll
solution would therefore reduce body roll and still maintain independence of the
tires on both sides, where compared to passive systems an improved behavior
can be achieved by hydraulic systems. The mostly used commercial solution is
the anti-roll bar, which can be passive or active.

Passive anti-roll bar

The passive anti-roll bar, also known as stabilizer bar, sway bar or anti-sway bar
is oriented parallel to the ground, with the center of the anti-roll bar attached
to the chassis serving as a hinge and the ends to the lower control arms of
opposite wheels. In fact, it is a torsion spring, a component that springs back
when twisted. When the vehicle drives over a bump and the control arms rise
simultaneously on both sides and the ends of the stabilizer bar pivot upward
with them, and the bar does not influence the behavior. In a turn, however, the
control arm on the outer side lifts its end of the bar, and the opposite control
arm pulls its end down. By resisting this torsion, or twisting, the anti-roll bar
reduces the control arms’ movement and minimizes body roll.

A disadvantage of this passive anti-roll bar is the coupling between the left
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(a) (b)

Figure 1.1: Commercial active anti-roll bar control systems. A rotary equivalent
with the actuator situated in the middle [6] is shown in (a), where (b) shows
the linear variant [7] with the actuator situated on the right in the picture.

and right side of the vehicle. For example, when a vehicle driving in a straight
line hits a bump with only one side of the vehicle, the passive anti-roll bar is
twisted by the control arms, and its resistance to this movement results in the
other wheel being lifted, reducing road contact and thus wheel grip on that side
and transferring the bump to the vehicle body, impairing comfort. This effect
is worse when, e.g., during cornering the inner wheel hits a bump, reducing the
degree of twisting of the anti-roll bar and thus the vertical force on the outer
wheel, possibly resulting in loss of control. To prevent this, commercial active
anti-roll systems have been introduced.

Active anti-roll bar

In active anti-roll bars, linear or rotary hydraulic actuators act in series with a
conventional passive anti-roll bar to provide forces that resist vehicle roll. These
systems reduce anti-roll forces under normal driving conditions and road impacts
by lowering the hydraulic pressure in the actuators and thus decoupling the left
and right side. During cornering the actuators are pressurized, applying the
required anti-roll bar forces to maintain near to zero body roll angle. The active
system, shown in Fig. 1.1(a) and (b), not only consists of hydraulic actuator
cylinders, but of a power source, a control manifold (with integral valves and
a pressure sensor), a controller and on-board vehicle sensors which monitor
steering angle, lateral acceleration and vehicle speed. All these dynamic body
control systems use hydraulic cylinders to provide the active suspension system
which improves vehicle roll behavior and ride control. The advantages and
disadvantages for these hydraulic systems are mentioned in Section 1.2.2.
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Active roll control, incorporating an actuator placed in series with the anti-
roll bar, requires a high force with short stroke and low bandwidth, hence, is
more suitable for hydraulic systems than electromagnetic systems. Good results
can be achieved with hydraulic actuators having a 1Hz bandwidth. However,
for example the response to bumps during cornering is still impaired due to the
low bandwidth.

Active anti-roll bars are already commercially available and implemented
into vehicles. The solution with a linear hydraulic actuator is used in, e.g., the
Dynamic Handling System (DHS) by Delphi [7] and Active Roll Control (ARC)
by TRW [8], where the rotary equivalent is used in Dynamic Drive by BMW [6].

1.2.2 Vibration control

Most modern cars are equipped with independent suspensions, where the left
and right wheels are connected to the chassis by flexible-joint shafts, instead of
being directly connected by a fixed shaft. The wheels, or unsprung mass, are
connected to the body, or sprung mass, by the suspension, which can be classified
based on the level of external control [9], [10].

Passive suspension

This conventional low-cost suspension principle, shown in Fig. 1.2a, incorporates
spring and damper elements with non-variable rates, thus providing a compro-
mise between ride comfort and road holding over a wide range of road/speed
conditions. A possible addition to this system is the use of a self-leveling system
designed to compensate for variations in static load only, involving time delays
of many seconds. Nevertheless, the passive suspension strut is still the dominant
choice in all vehicles because of its cost-effectiveness. A more advanced version
of the passive suspension is the adaptive suspension, e.g., variable-rate shock
absorbers which allow the driver to select ride firmness.

Semi-active suspension

Semi-active, or adjustable, suspensions fill the region between fully passive sus-
pensions, and fully active suspensions. Although hardware requirements for
semi-active systems are considerably less compared to the conventional hydraulic
fully active systems in terms of pumps, reservoirs and coolers, they still may
offer good performances. They are most often characterized by a mechanical
spring supporting the static load parallel to a rapidly adjustable damper, which
is independently adjustable at each wheel and often uses a closed-loop control,
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Figure 1.2: Schematic quarter-car representation of (a) passive suspension, (b)
semi-active suspension and (c) active suspension.

as shown in Fig 1.2b. The semi-active damping system must be contrasted with
the previously mentioned adaptive (damper) systems. The semi-active system
offers a high bandwidth control for rapidly varying damping properties, hence
places an increased demand on the damper hardware. Meantime, the adap-
tive system exhibits a slow reaction time and less switching cycles, and is only
capable of adapting the system parameters to general conditions (not real-time).

Strictly speaking, the semi-active suspension is a passive device, since it con-
tains a spring and an adjustable damper which is solely capable of dissipating
power rather than supplying it. These systems are designed to actively main-
tain the body as flat as possible in order to minimize bouncing, body roll and
pitch. More sophisticated adjustable systems monitor wheel motion and match
the suspension’s firmness to the road surface, hence improving the system per-
formance.

Active suspension

In contrast to semi-active suspensions, which vary the parameters of the passive
elements to control ride quality and body movement, active suspensions uti-
lize powerful, fast-acting actuators in addition to / or in place of conventional
steel springs and shock absorbers. Therefore, they are able to inject energy into
the system, as well as storing and dissipating it. Because present commercial
hydraulic systems are able to actively raise and lower the vehicle’s chassis in-
dependently at all four corners rather than simply firming and softening the
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shocks or struts, these systems are more effective in controlling body roll than
semi-active systems, but are considerably more expensive.

Conventional fully active suspension systems involve the replacement of the
passive suspension elements by a hydraulic actuator that is controlled by a
servo valve. Since the natural wheel-hop frequency of a car generally varies
between 10Hz and 15Hz, as shown in Section 2.1, the bandwidth of the controller
should be high. In addition energy consumption is very high, in the region of 5-
10kW [10], albeit that force levels can be reduced by incorporating a mechanical
supporting spring parallel to the actuator, shown in Fig. 1.2c.

To summarize, hydraulic systems have certain advantages, such as:

• high force density,

• ease of control and design,

• commercial availability of the various parts,

• reliability,

• commercial maturity,

although disadvantages such as

• high energy consumption (due to the required continuously pressurized
system, even on a straight road),

• slow response (due to pressure losses and flexible hoses),

• large mass (due to the large number of parts),

• high level of acoustic noise,

• environmental pollution (toxic flammable hydraulic fluids, additional en-
ergy use),

are still subject to improvement. Furthermore, these hydraulic systems need
to be designed for their maximum load, which, if this load level does not occur
often, causes the system to be more powerful than required for most of the time,
thus increasing the weight.

1.2.3 Commercial solutions

Some of the most common commercial available systems for vibration and
roll control are presented in this section.
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Figure 1.3: Artist’s impression of the Sachs ABC suspension strut [16].

Hydropneumatic suspension

Hydropneumatic suspension has been used extensively by Citroën in its Hy-
dractive suspension systems [11], [12]. It basically incorporates an accumulator
placed on top of each suspension strut containing an inert gas separated from a
hydraulic fluid by a membrane, which are all connected to a main accumulator
and pump.

Magneto- and electro-rheological fluid dampers

The electromagnetic damper is already commercially viable in the form of a
controllable fluid damper utilizing either electro-rheological (ER) or magneto-
rheological (MR) fluid. An MR fluid is a solution of soft-magnetic particles in
a synthetic hydrocarbon base fluid. The viscosity of the fluid can be controlled
by means of an external magnetic field generated by an excitation coil. In this
manner, MR fluid dampers provide semi-active suspension technology with no
electro-mechanical valves or small moving parts [13, 14, 15]. They are more suit-
able for automotive applications, since they are not affected by most impurities
and have low sensitivity to temperature variations.

Active Body Control

Active body control (ABC) developed for DaimlerChrysler by Sachs [16] is a
very simple construction offering good performance for rolling. It consists of
a strut, where the damper is enclosed in the spring, and a hydraulic chamber
is present on top of the spring as shown in Fig. 1.3. By filling this chamber
with hydraulic fluid, the spring is compressed, and thus the force exerted by
the spring increases, although the spring stiffness is not compromised. By com-
pressing the spring, high anti-roll forces can be generated without coupling left
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(a) (b)

Figure 1.4: Electromagnetic suspension system by Bose Corp [17]. A front
suspension unit is shown in (a), where (b) shows the body roll of the test vehicle
in a aggressive turn, where the left picture is without and the right picture is
with the Bose suspension system.

and right wheels (no anti-roll bar) or stiffening the suspension (no change in
spring/damping rate). However, the system is too slow to react to the res-
onances occurring at 10-15Hz. Furthermore, when the spring is compressed
during the corner, the available stroke decreases which results in a decreased
performance with respect to bumps in the road.

The Bose linear electromagnetic suspension

An electromagnetic suspension system has been researched by Bose Corp. from
the 1980’s. To date, prototypes are installed in standard production vehicles,
where a combination of superior comfort and control in the same vehicle is
achieved [2]. This system, shown in Fig. 1.4, uses a linear electromagnetic ac-
tuator and power amplifier on each corner of the car. It employs an air spring
supporting the static weight [18] in order to reduce the consumed power, al-
though this spring is not mentioned in other patent publications. For control
reasons, each front and rear wheel unit includes a substantive reactive mass
damper assembly packaged within the hub of the wheel, damping vertical wheel
vibrations [19]. According to the manufacturer [17] this system enables a high
bandwidth operation, stiffening of the suspension in corners to counter body
roll, raise and lower ride height dynamically, four quadrant operations and the
use of less than a third of the power of a typical vehicle’s air conditioner sys-
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tem. However, to date no design details or commercial tests are available which
would enable an accurate comparison with other suspension systems. Never-
theless, this solution illustrated the advantage of an electromagnetic solution,
where a closed loop structural vibration control system can be implemented
to utilizes the actuator bandwidth such that the commanded force is applied
without significant phase or amplitude distortion.

1.3 Electromagnetic active suspension

1.3.1 Linear actuators

A brief note about the terms machine, actuator, motor and generator is per-
haps necessary for the clearness of the following chapters. Machine is the most
general term from the four mentioned and it refers to both actuators/motors and
generators. While from linguistic point of view, the terms actuator and motor
are not necessarily synonyms, i.e., to actuate is defined as ”set in motion, cause
to operate, to make a machine work” and a motor is ”a device that changes elec-
tricity or fuel into movement and makes a machine work, a device that causes
or increases motion or power” [20], in electrical engineering they generally refer
to devices that produce movement. However, motor is mostly associated with
the so-called classical machines, while actuator seems to be given a more gen-
eral meaning and is also associated to other motion producing electromagnetic
devices. Therefore, in order to reduce ambiguity, the term machines with two
subclasses, i.e., actuators and generators, will be used further on.

Linear electromagnetic actuators develop electromagnetic thrust to produce
linear progressive or oscillatory motion without the need for a gearing system.

A detailed classification and comparison of the different types of linear actua-
tors is out of the scope of this thesis (detailed characterization and classification
can be found in [21, 22]), nevertheless a short discussion is proposed here and
is aimed at differentiating long-stroke from short-stroke actuators (Table 1.1
summarizes briefly their specific properties).

The main characteristic of the long-stroke actuators is their repetitive con-
figuration along the movement axis coupled with multi-phase excitation. While
rotary (multi-phase) machines provide infinite stroke due to their continuous
circular configuration, the linear counterparts can provide unlimited stroke only
if the primary or the secondary part are infinitely extended. Consequently,
all induction, synchronous or switched-reluctance machines are included in this
category. In current applications, the stroke range goes from a few centimeters,



1.3. Electromagnetic active suspension 11

Table 1.1: Characteristics and examples of typical long- and short-stroke actu-
ators.

Long-stroke Short-stroke

Geometry repetitive along movement axis non-repetitive

Excitation multi-phase single-phase

Stroke (up to) a few meters a few centimeters

Examples linear induction and voice-coil and

synchronous machines reluctance actuators

e.g., pick and place machines, to hundreds of kilometers, e.g., transportation
systems, however in most applications a range up to a few meters would be
typical.

Short-stroke actuators are characterized by single-phase excitation and pro-
vide a reduced stroke range, i.e., up to several mm-cm, for applications like
precision lens focusing or positioning, valve actuation, electromagnetic switches
etc. Two main actuator categories can be distinguished here: the Lorentz type
(moving coil or moving magnet) and reluctance type (moving iron). In principle,
the first can provide linear force versus current and constant force versus dis-
placement characteristics, while the second is characterized by nonlinear force
versus current and force versus displacement responses.

1.3.2 Proposed topologies

An active suspension which combines both vibration and active roll control
in a strut based topology, thus decoupling left and right wheels, is the opti-
mal solution for an electromagnetic suspension system. It optimally utilizes
the properties of electromagnetic systems and since static weight can be sup-
ported by a passive device, energy consumption can maintained at a low level.
Furthermore, on straight roads the anti-roll control of the vehicle, for as far as
the straight driving and cornering behavior of the vehicle can be separated in
this integrated system, does not consume any energy. Two configurations are
investigated in this thesis:

• the first solution incorporates a tubular permanent magnet (PM) brush-
less actuator implemented parallel to a mechanical spring, as shown in
Fig. 1.5a.
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Figure 1.5: Quarter-car representation of (a) a mechanical spring parallel to a
tubular actuator and (b) an electromagnetic spring.

• the second solution introduces a novel concept where all conventional me-
chanical suspension parts are removed. The passive spring is implemented
by exploiting the cogging force component given by the attraction between
PMs and a slotted iron topology, thus, without power consumption. The
dynamic forces on the suspension, due to road noise, bumps or rolling
tendency of the vehicle in corners, are compensated by actuation force
generated by means of the incorporated excitation coils. This device will
be referred to in the rest of this thesis as the electromagnetic spring (EL-
MASP) and can be schematically represented as an adjustable spring in
Fig. 1.5b.

As it will be seen in Chapters 4 and 5, even though the same design spec-
ifications apply, the tubular PM actuator falls in the category of long-stroke
actuators while the ELMASP configuration belongs to the class of short-stroke
actuators.

1.4 Design approach: space-mapping

The structure of the proposed design problems, i.e., number of design vari-
ables and specifications and the nonlinear material properties, does not allow for
a direct determination of the design solutions. Therefore, an optimization-based
design approach is chosen in this thesis.

In mathematics, the term optimization refers to the study of problems in
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which one seeks to minimize or maximize a real function by systematically
choosing the values of real or integer variables from within an allowed set. Op-
timization has become a necessary part of design activity in all major disciplines,
due to the fact that a design problem can be reformulated as an optimization
problem whose minimizer coincides with the design solution. From engineering
point-of-view, a distinction has to be made between optimal design and design
by optimization. In both cases a given design problem is formulated as an op-
timization problem and solved by means of an available optimization method.
However, considering the technological meaning of the chosen objective func-
tion(s) and constraints, the obtained solution can identify an optimal design or
just a design which satisfies a given set of finite specifications. For example, if
the objective function represents a performance criteria like the efficiency or the
force/power density of a given actuator, the set of design variables that max-
imizes this objective identifies an optimal design. In contrast, if the objective
function has to reach a finite value of one of the actuator responses within, for
example, a given finite volume constraint, the solution of the optimization does
not necessarily represent an optimal design from an engineering point of view.

Very common in electromagnetic or electromechanical design, optimization
would be considered only in coherence with simplified models of the studied
phenomena. The obtained approximate solution would then be verified on an
accurate model and further refined in an iterative process. Nowadays, the rapid
development of computer architectures allows for extensive numerical analysis
of nonlinear phenomena yielding accurate response estimation for engineering
devices and systems. The computational effort required in solving complex op-
timization problems of electromagnetic devices using such numerical models can
still be prohibitive. However, the so-called surrogate modeling techniques have
been developed to address this issue. Surrogate models are intended to take the
place of the expensive model for the purpose of modeling or optimization of the
latter. In optimization using surrogate models, a sequence of subproblems is
solved in the search for the optimizer of the expensive model. In the optimiza-
tion process, most of the model evaluations are performed with the surrogate
model. The expensive model is only scarcely evaluated in order to re-calibrate
the surrogate [23].

The space-mapping (SM) technique is a type of surrogate-based optimization
method which allows expensive electromagnetic optimization to be performed
efficiently with the help of fast and approximate coarse or surrogate models.
The main idea of the approach is to replace a computationally expensive fine
model with a surrogate based on an iteratively improved coarse model, which is
significantly less time demanding at the expense of accuracy. Considering the
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application area of electromagnetic design, a fine model is most often a numerical
discretization of the representative partial differential equations, with finite ele-
ment analysis being the preferred choice given its versatility, i.e., the capability
of handling difficult geometries and nonlinear materials. Whereas, the range of
possible coarse models varies from simplified numerical models, e.g., considering
coarse discretization and/or linearized material properties, to analytical models
or equivalent circuits (magnetic, electric, thermal or mechanical) and the choice
and complexity of such models is significantly influenced by the engineering ex-
pertise of the designer. SM transforms the regular design approach mentioned
above in an automated optimization routine which exploits the advantages of
both simplified and complex engineering models, i.e., low computational effort
and accuracy, respectively. Therefore, SM-based optimization is chosen in this
thesis as a primary design tool.

1.5 Thesis objectives and organization

The main thesis objectives are the following:

1. Employ the SM optimization technique for the design of two actuator
solutions for active suspension, i.e., the size optimization of a known type
of linear actuator, i.e., a tubular PM actuator and the shape optimization
of a novel proposed topology. Considering that prior to the work related
to this thesis only one publication [24] has considered the SM technique
for the design of an electromagnetic actuator, an overview of the SM
optimization technique and publications resulted from the framework of
this thesis is given.

2. Propose and compare a set of pre-design solutions, obtained by means of
SM-based size optimization, of a tubular PM linear actuator for automo-
tive active suspension.

3. Propose and investigate a novel proof-of-concept electromagnetic spring
design that provides both a passive regime, which mimics the behavior of
a mechanical spring, and an active regime necessary for vibration damp-
ing and vehicle body-roll control. The new actuator topology exploits the
so-called cogging force component, which is considered as a parasitic con-
tribution in most types of linear actuators. A linear profile of this force
component, i.e., a spring characteristic, is obtained by means of SM-based
shape optimization. Furthermore, a novel coil configuration is introduced
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to provide a constant shift of the force profile for a constant excitation
current, independent of the translator position.

As a first step, the design requirements for electromagnetic active suspen-
sion are derived in Chapter 2 from both idealized models and measurements.
Once this data is available, fundamental aspects of optimization and the SM
technique are presented in Chapter 3 together with an overview of existing SM
implementations. Furthermore, a new algorithm variant is derived in the same
chapter considering a linear mapping formulation.

The first solution for active suspension, denoted as Case I, is investigated in
Chapter 4 where SM is employed to obtain a series of pre-design solutions which
are compared, from the point of view of the static performance and geometri-
cal characteristics in order the make a feasibility assessment of this particular
solution.

The new proof-of-concept ELMASP for active suspension, denoted as Case

II, is synthesized and dimensioned by means of SM-based shape optimization
in Chapter 5. This actuator concept presents an unique topology and a com-
mutated multi-coil configuration which provide the required passive and active
response characteristics. An experimental setup is built to verify the linear
zero-power response characteristic.

The final conclusions and recommendations are given in Chapter 6.





2
Design requirements for an

electromagnetic active suspension

To enable a suitable system performance evaluation it is very important to
obtain the requirements for a suspension system in an early stage of the design
process. In this chapter these requirements are deducted by firstly discussing
the quarter-car model which describes the vehicle in Section 2.1. The approach
and measurements data are based on the work found in [25].

The specification of anti-roll, i.e., the maximum force, continuous force, the
duty-cycle and the thermal endurance, are derived from a set of equations com-
bined with race-track data in Section 2.2. Specifications for elastic and damping
force envelopes are obtained from measurements of passive suspension struts in
Section 2.3, followed by a summary of the results in Section 2.5 for the require-
ments of the active suspension using electromagnetic devices.

2.1 Quarter-car mechanical model of a vehicle

A well known method to evaluate the performance of a suspension system
is the use of a quarter-car model, since it provides a proper representation of

17
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Figure 2.1: Schematic quarter-car representation of (a) passive and (b) active
suspension, where the body and wheel mass are represented in (b) as the sprung
and unsprung mass, respectively.

the wheel load variations whilst still maintaining simplicity, as it utilizes only a
few design parameters, and has a single input. However, the quarter-car model
does not include any geometrical effects or longitudinal connections, and can not
describe problems related to handling. Nevertheless, it does contain the most
basic features of the real problem, i.e., the problem of controlling wheel load
variation, suspension working space and vertical vibrations. The quarter-car
model has only two vertical degrees of freedom (DoF), viz. vertical displace-
ments of the unsprung mass muq (quarter of the wheels and axles) and the
sprung mass msq (quarter of the vehicle body), defined by zu and zs, respec-
tively. Passive spring stiffness is defined by ku and ks, damper coefficient by ds,
and road irregularity by w. All passive components are assumed to be linear,
even though in practice their behavior will be neither linear nor symmetrical.
The system parameters for a typical vehicle having passive suspension are de-
fined in Fig. 2.1(a) and in Table 2.1. A schematic active suspension, which is
able to generate a force, Fact, between the sprung mass and the unsprung mass,
also incorporating passive elements, is shown in Fig .2.1(b).

The name ’quarter-car’ suggests that this model is valid for all four corners
of the vehicle, which is not completely true. The front part of the vehicle can
only be described partially with the shown two-mass model, since the power
train mounted on elastic mounts actually would be better described by a three-
mass model. Therefore, the two-mass model is most suitable for the rear of the
vehicle. However, in this thesis the two-mass quarter-car model is used for the
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Table 2.1: Typical system parameters for automotive applications.

Quarter body mass msq 400kg

Quarter unsprung mass muq 40kg

Spring stiffness ks 2.5 · 104N/m

Damper coefficient ds 1.2 · 103Ns/m

Tire stiffness ku 1.6 · 105N/m

entire vehicle for simplification reasons.
Two differential equations are derived from the representation in Fig 2.1(b),

and formed into a state-space representation

z̈s = −
ks

msq

(zs − zu) −
ds

msq

(żs − żu) +
Fact

msq

, (2.1)

z̈u =
ks

muq

(zs − zu) +
ds

muq

(żs − żu) −
Fact

muq

−
ku

muq

(zu − w), (2.2)

where Fact is the actuator force, żs and z̈s are respectively the vertical velocity
and acceleration of the sprung mass, where żu and z̈u are velocity and acceler-
ation of the unsprung mass. This results in the state-space representation:

Ẋ = AX +BV, (2.3)

Y = CX +DV, (2.4)

where

X =
[

zs żs zu żu

]T
, (2.5)

V =
[

w Fact

]T
(2.6)
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A Bode representation for the magnitude response of the sprung mass dis-
placement for a passive suspension containing the parameters from Table 2.1 is
shown in Fig. 2.2, and exhibits two significant peaks. These peaks respectively
are the resonant frequencies of the unsprung mass and sprung mass with the
springs, and are equal to 9.2Hz (unsprung mass) and 1.2Hz (sprung mass) in
this specific case, as shown in Fig. 2.2. Both resonance frequencies can also be
checked in a simple analytical expression:

fs =
1

2π

√

1

msq

ksku

ks + ku

, (2.9)

fu =
1

2π

√

1

muq

(ku − ks). (2.10)

To get an impression of the influence of the spring stiffness and damping rate
of the system on the performance, Fig. 2.3 shows the influence of the variation of
(a) the damping rate ds and (b) the spring stiffness ks on the frequency response.
As demonstrated in Fig. 2.3(a) the damping rate does not have any effect on
the resonance frequencies, as the damping is not present in (2.9) and (2.10). A
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Figure 2.2: Bode representation of the frequency response for w to zs of the
passive suspension (Fact = 0) using the parameters from Table 2.1.

larger damping suppresses the amplitude of these resonance frequencies, which
is beneficial in terms of oscillation repression, however a large damping rate
dramatically decreases passenger comfort and safety on uneven road conditions,
hence a very large damping rate is not preferable. A small damping rate does not
suppress the oscillations sufficiently, resulting in large vehicle body articulations.

The influence of the spring stiffness on the frequency response is shown in
Fig. 2.3(b), demonstrating that especially the frequency of the first resonance
fs is affected by the spring stiffness. Furthermore the amplitude varies, where
lower stiffness implies a smaller peak. The resonance frequency of the unsprung
mass fu is virtually unaffected by the variation in spring stiffness.

An ideal suspension system has a frequency response without any peaks,
hence no resonance frequencies. Using a passive suspension it is not possible to
suppress both peaks, and thus compromises have to be made regarding comfort
and road holding. By implementing semi-active or active suspension at least
one of these peaks can be reduced, improving the performance of the suspension
regarding frequency response.
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Figure 2.3: Influence of the damping coefficient (a) and spring stiffness (b) on
the frequency response of the sprung mass for a passive suspension system.
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2.2 Calculation of the cornering force and the anti-roll
force envelope

Due to the suspension geometry, the vehicle body has a longitudinal roll
axis around which it rotates during cornering and a lateral pitch axis around
which it rotates during braking and accelerating, which both are assumed to be
horizontal and to have the same height above road level. The vertical force on
the suspension is larger during cornering than it is during braking, since in both
cases the suspension has to counteract a similar rolling torque, albeit at reduced
arm in the case of lateral acceleration, since the left-right distance (track width)
is smaller than the front-rear distance (wheel base). Therefore, the cornering
force is taken as a benchmark.

The vehicle is modeled by two rigid bodies, one is to represent the sprung
mass ms (vehicle body), and another one is for the unsprung mass mu (axles
and wheels), as shown in Fig. 2.4. As mentioned, the vehicle body tends to
rotate towards the outer side of the corner around the roll axis, marked by
⊕

in Fig. 2.4. This produces a rolling torque that is to be counteracted by
the suspensions. The vertical road input is omitted, i.e., the transient regions
corresponding to the vehicle entering and exiting the corner are not considered,
therefore, damping ds is of no influence. To maintain no body roll (ϕ is zero),
the active suspension is applied to fully counteract the force Fs due to the
body roll, discussed hereafter, where the static weight of the body is supported
by the springs, ks. The tires, ku, having infinite stiffness, support as well the
static mass of the vehicle Fstat as the dynamic vertical roll force Fdyn, or load
transfer. This dynamic force is separated into three components resulting from
the torques around the rolling axes of the unsprung mass, vehicle and sprung
mass, respectively:

• a force component due to the rolling tendency of the unsprung mass
around its own center of gravity, Fu;

• a force component due to the rolling tendency of the sprung mass around
the vehicle roll-axis, Fra;

• a force component due to the rolling tendency of the sprung mass around
its own center of gravity, Fs.

When considering the total vehicle without roll, this gives for the vertical dy-
namic force Fdyn on the tires:

Fdyn = mtota
HCoG

T
, (2.11)
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where mtot is the mass of the entire vehicle, a is the acceleration towards the
center of the circle, HCoG is the height of the center of gravity of the total
vehicle and T is the track width which is assumed to be equal for both axles,
shown in Fig. 2.4. This anti-roll force should be produced for the full vehicle
by the front and rear axle together, hence, the designer has freedom in the
ratio of force compensation between the front and the rear axle. By increasing
this ratio to one of the axles, the net force along the z-axis, Fz , applied at the
outer wheel on this axle increases, and thus the transmitted lateral guiding force
along the y-axis, Fy, may reach a value at which the wheel looses road grip. In
the case of the front axle, this behavior is called understeer (the car tends to
drive in a straight line instead of cornering), and for the rear axle it is called
oversteer (the rear of the car overtakes the front). Understeering, where the
driver could e.g., brake, is a safer solution than oversteering, where the vehicle
could uncontrollably spin. Therefore, consumer cars generally are tuned with
understeering properties. A fully active suspension could rapidly determine the
optimal force distribution ensuring no under- or oversteering at each moment,
hence improving road holding.

Ideally, the suspension should be able to produce more than 100% of the total
anti-roll force. In certain situations it could be beneficial to let, for example,
one axle produce a force increasing the rolling, whilst the other axle encounters
both this extra force and the total cornering force due to the vehicle body. This
increases the vertical dynamic forces on that axle, and could help the vehicle in
cornering. The roll force distribution ratio, γ, is defined as the ratio between the
anti-roll force produced by the axle and the total anti-roll force of the vehicle.
In this thesis it is assumed that a maximum of 70% of the required dynamic
anti-roll force should be produced by the front suspension (where the rear axle
would produce 30%, giving γf = 0.7, γr = 0.3), and a maximum of 50% by the
rear axle (where the front axle would produce 50% of the required anti-roll force,
giving γf = 0.5, γr = 0.5). The reason to predominantly use the front axle is
the slight tendency for (safer) understeer, compared to the (more dangerous)
oversteering behavior from the rear axle.

To obtain the required forces on the suspension struts, the force due to
the wheel axles (unsprung mass) and due to the roll axis (sprung mass) are
calculated and subtracted from the tire forces [26]. Assuming that the height
of the centre of gravity of the unsprung mass, Hu, is equal for the front and
rear axle, the vertical dynamic force Fuf

and Fur
exerted on the tires by the
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Figure 2.4: Vehicle axle free-body schematic: rear view in left-hand cornering
maneuver.

unsprung mass for the front and the rear axle are respectively given by

Fuf
= muf

a
Hu

T
, (2.12)

Fur
= mur

a
Hu

T
, (2.13)

where muf
and mur

are the weight of the front and rear axle, respectively.
Assuming the height of the roll axis, Hra, is equal for both axles, the vertical
dynamic tire forces Fra due to the sprung mass acting on the roll axis are
respectively given by

Fraf
= ψmmsa

Hra

T
, (2.14)

Frar
= (1 − ψm)msa

Hra

T
, (2.15)

where ψm is the ratio of the body mass acting on the front axle, and ms is the
weight of the sprung mass (vehicle body). The third and last component in
Fdyn is the force due to the rolling tendency of the sprung mass, given by

Fs = msa
Hs −Hra

T
, (2.16)

where Hs is the height of the center of gravity of the sprung mass, obtained
from HCoG, Hu, mtot and mu in Table 2.2. Summing (2.12) and (2.16) gives
the same force value as (2.11).
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Table 2.2: Geometrical parameters used in the calculation of the actuator force
during cornering.

Description Quantity Value origin

Total mass mtot 1800kg BMW 545i

Front unsprung mass muf
96.6kg BMW 530

Rear unsprung mass mur
89.8kg BMW 530

Center of gravity height HCoG 5.44 · 10−1m BMW 530

Roll axis height Hra 8.89 · 10−2m BMW 530

Wheel axle height Hu 3.10 · 10−1m BMW 530

Track width T 1.57m BMW 545i

Front/total mass ratio ψm 50.9% BMW 545i

Front suspension force ratio Cf 0.925 BMW 530

Rear suspension force ratio Cr 0.980 BMW 530

The anti-roll force ratio γf is applied to the total vertical dynamic force Fdyn,
and Fu and Fra are subtracted for each axle, resulting in the force required at
the wheel mount to maintain zero body roll in the corner. Since the struts are
not exactly vertically mounted at the wheels, a force ratio, C, between wheel
mount and actuator is taken into account, and the required actuator force at
both axles is calculated by

Factf
=

1

Cf

(γfFdyn − Fuf
− Fraf

), (2.17)

Factr
=

1

Cr

((1 − γf )Fdyn − Fur
− Frar

). (2.18)

A BMW 545i is taken as a reference for the cornering behavior, however, not all
required parameters are known for this vehicle, and therefore some data obtained
from a BMW530, which is from the same series, is used. The relevant parameters
are shown in Table 2.2, where the BMW 545i data is obtained from [27], the
BMW530 data from [28]. Hs is calculated from the data in the table. By
applying the parameters in the equations (2.11) to (2.18) the resulting actuator
force is obtained.

As Fig. 2.5 shows, the dynamic force, and thus the actuator forces increase
linearly with the lateral acceleration for zero body roll. To obtain an envelope
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Figure 2.5: Vertical anti-roll force acting on the total vehicle (Fdyn) and on the
front and rear actuators (Factf

and Factr
) versus the lateral acceleration, when

the body roll ϕ is maintained at zero.

for the forces required to counteract the roll of the vehicle during cornering, test
data have been obtained [28] which describe one lap over the Nürburgring race
track in Germany. Figure 2.6(a) shows that the lateral acceleration measured
in the test vehicle at some points exceeds 10m/s2. In this thesis the maximum
lateral acceleration the vehicle should be able to withstand without rolling is
set at 8.83m/s2, or 0.9g [29]. As shown in Fig. 2.6(b) the absolute value of the
acceleration of Fig. 2.6 is taken and clipped at the maximum of 0.9g in order to
calculate the required actuator force. At the points where this acceleration is
clipped, the produced actuator force remains constant although the acceleration
is larger than 0.9g, and the vehicle gradually begins to roll. It is assumed that
this roll does not influence the road behavior of the vehicle.

Considering the worst case where the front axle continuously compensates
70% of the total load transfer, as shown in Fig. 2.5, and the fact that this
graph is a straight line, the derivative of this line is extracted, and is equal to
401Ns2/m or 401kg. Using this with the data in Fig. 2.6(b), the momentary
required force is obtained, which therefore has a maximum value of 3.54kN as
Fig. 2.7 shows.

The mean force, Fmean, produced by the front suspension under assumed
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Figure 2.6: Lateral acceleration for a vehicle driving one lap at the old track of
the Nürburgring: (a) measured instantaneous acceleration and (b) the absolute
value of the instantaneous acceleration clipped at the imposed value maximum
value of 0.9g, i.e., 8.83m/s2.
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Figure 2.7: Force required to counteract body roll caused by the acceleration
data presented in Fig. 2.6b.

conditions is given by

Fmean =
1

n

n
∑

i=1

Fi , (2.19)

where n is the number of samples and Fi is the force measured at the ith

sample. Applying this equation to the test data in Fig. 2.7 gives a mean force of
1.59kN. However, one of the limiting factors for electromechanical devices is the
maximum actuator temperature. The temperature rise is a direct consequence
of the dissipated power, and therefore this power is a more suitable indicator
than the produced force. The dissipation of the device can be described by
means of the power duty cycle, indicating the ratio between the net dissipated
power and the power that would be dissipated at a continuous operation with
maximum force. By applying

dp =
1

F 2
max

[
1

n

n
∑

i=1

F 2
i ], (2.20)

where Fmax is the maximum produced force, a power duty cycle of 33% is
obtained. Obviously, reducing this power duty cycle to the force (square root)
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and multiplying it with the maximum force Fmax gives the RMS force:

FRMS =

√

√

√

√

1

n

n
∑

i=1

F 2
i , (2.21)

which returns a value of 2.04kN. It is assumed that the thermal capacitance
of the actuator is sufficiently large with respect to the frequency of the force
variation and thus heat production. The power duty cycle can therefore be
regarded either as the actuator dissipating the full power for 33% of the time,
and being at rest for the rest of the time, or as the actuator producing 33% of
the full power continuously. Since the power duty cycle can be reduced to the
force as shown above, the power duty cycle can also be regarded as a continuous
production of the RMS force, or 2.04kN. More specifically, instead of having a
power duty cycle of 33% due to the force required to complete a lap at the
Nürburgring as shown in Fig. 2.6(c), the actuator should be able to produce
a continuous force of 2.04kN. Furthermore, as derived, the maximum force the
actuator should produce is 3.54kN. Above results are worst-case, with a constant
70%/30% distribution of the anti-roll force. As a benchmark, it is assumed that
this maximum force of 3.54kN is to be continuously produced for a maximum
time of 1 min.

2.3 Reference measurements

In order to obtain a reference for the envelope in which the active electro-
magnetically actuated suspension should operate in terms of spring stiffness,
stroke and damping force, a conventional front and rear suspension struts have
been obtained and characterized. The reference vehicle is a BMW 545i, of which
some data obtained from [27] and [30] are shown in Table 2.3. The leading sizes
of the struts are summarized in Table 2.4.

The assumption for the nominal load contains the empty vehicle weight
of 1700kg plus a driver and a half-filled fuel tank, evenly distributed over all
wheels, hence 1800kg. This results in the assumption that the nominal weight
on each suspension strut is 450kg, corresponding to a static force of 4.41kN.
The struts, that have been measured, come from the sport version of the 545i,
which presents stiffer shock absorbers than the regular road version.
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Table 2.3: Technical data and assumptions for the BMW 545i.

Type E60

Year Sept. 2003

Serial number B067069

Empty weight 1700kg

Weight distribution front / rear 50.9% / 49.1%

Maximum axle load front / rear 1070kg / 1235kg

Assumed nominal vehicle weight 1800kg

Assumed nominal suspension force 4.41 · 103N

Table 2.4: Leading geometrical parameters for the passive BMW545i suspension
struts.

Unit Value rear Value front

Total length (excluding thread) 0.60m 0.53m

Damper housing length 0.38m 0.40m

Damper diameter 5.5 · 10−2m 6.5 · 10−2m

Spring diameter (relaxed) 0.11m 0.16m

Stroke (total minus damper housing length) 0.22m 0.13m
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Figure 2.8: Schematic representation of the front suspension in the McPherson
topology (left) and the rear unequal-length A-arm suspension (right) [12].

2.3.1 Strut geometry

In order to understand the geometry and exact functions of the struts, their
properties are briefly discussed below. The front suspension strut of the BMW
545i is a so-called McPherson strut. This type of suspension is a commonly used
suspension due to its compactness and low cost. The system consists of a single
strut comprising a spring and shock absorber, which pivots on a ball joint on
the single, lower arm, without an upper control arm, as schematically shown in
Fig 2.8. Especially for vehicles where engine and transmission are all located
inside the front compartment a small-sized suspension like the McPherson strut
is the most suitable. Nevertheless, the angle between the axis around which the
wheel revolves and the horizontal, called camber, is influenced by body roll and
vertical wheel movement. For steering the strut and shock absorber housing are
physically twisted to turn the wheel. Therefore, the strut is seated in a special
free rotating plate at the top of the assembly which allows this twisting.

The rear suspension strut is an unequal-length A-arm design, deducted from
the double wishbone suspension. This suspension type, schematically shown in
Fig 2.8, comprises of two A-shaped arms forming a parallelogram which allows
the wheel spindles to travel vertically up and down. Although camber control
is very good for this suspension type, it causes slight side-to-side motion due to
the arc that the wishbones describe around their pivot points when compressed.
This side-to-side motion is known as scrub, which is inevitable unless the links
are infinitely long. Both the front and rear suspension are shown in Fig 2.9.

A suspension strut is generally characterized by five parameters: the sup-
port spring, the rebound spring, the bump-stop, the damper and the Coulomb
friction. The first three parameters are elastic, hence, the force depends on the
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Figure 2.9: Picture of the front (lower) and rear (upper) suspension struts of a
BMW545i (no bump-stops mounted).

displacement z. The damping force is solely related to the velocity v, whilst the
Coulomb friction, discussed below, is a virtually constant force which solely de-
pends on the traveling direction. The direction of suspension travel is described
by the bump and the rebound, where automotive conventions are that bump is
the direction in which the strut is more compressed (z decreases), and rebound
is the direction in which the strut is less compressed (z increases).

Schematic views of both struts are shown in Fig. 2.10. Both geometries will
be discussed by their elastic and damping properties, followed by measurement
results.

Mechanical springs

The top and lower mount of the suspension struts, schematically shown in
Fig. 2.10(a) and (b), are the connection points to the sprung and unsprung
mass, which is supported by the support spring. Furthermore, the front strut
incorporates a rebound spring located inside the damper cylinder. This rebound
spring is on one side attached to the frame, where its length is smaller than the
stroke of the device, as shown in Fig. 2.10(a). When the strut is fully com-
pressed, the total external force is counteracted by the support spring, since
the rebound spring is fully relaxed and at one side floating in air, where this
rebound spring is excited at some point when decompressing the strut. Since
the rebound spring’s geometric position is reversed to the support spring, both
components counteract each other, therefore the rebound spring cancels a part
of the force produced by the support spring. By doing so, the external force on
the strut decreases more rapidly for a small compression, hence the total spring
stiffness is larger at low compression compared to the spring stiffness at high
compression.
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Figure 2.10: Schematic drawing of geometries deducted from the measurements
for (a) the BMW 545i front suspension strut measurements and (b) the BMW
545i rear suspension strut.

The rebound spring is especially useful in driving across relatively large road
irregularities, and during cornering since the rebound spring provides a larger
spring stiffness at low compression. In the first situation the rebound spring
is not excited when driving onto the bump, e.g., a kerb, as the compression
increases, however when driving off the bump the suspension stroke should
increase rapidly for the wheel to closely follow the road surface. In this case,
where z is positive, the rebound spring increases the total spring stiffness, and
herewith the force (Fdyn+Fstat) that pushes the wheel onto the road, improving
the vehicle behavior. During cornering the discussed vehicle tendency to lean
outwards causes the inside suspension to rise and the outside to drop. The
rebound spring maintains a low rising rebound stroke at the inner wheel, since
the large stiffness for rebound compression ensures that the stroke is smaller
for a given dynamic force Fdyn, hence reducing roll. By acting so, it prevents
the strut from hitting the suspension support. However, since the BMW 545i
incorporates an anti-roll bar, the influence of the rebound spring on cornering
behavior is reduced.
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Coulomb friction

In an ideal suspension the springs are purely elastic, hence the force magni-
tude does not depend on the direction, speed or acceleration of the suspension.
However in practice, some friction is apparent in the suspension strut, which
in spring characterization measurements is most evident as a fixed force devi-
ation between the inward and outward stroke. This deviation is caused by the
Coulomb friction force, which is the commonly known minimal external force
required to move any object over a surface. The energy dissipated in this process
can be compared to hysteresis loss, dependent on the direction of movement.

Rubber parts

In a suspension strut the damper generally is not directly connected to the
top mount of the strut and thus to the body of the vehicle. A rubber joint
separates these parts, and provides some comfort in case a significant bump
is hit (high velocity). In such an occasion the damper is very rigid, and the
high frequencies occurring in the unsprung mass are filtered by this rubber joint
which prevents transfer to the vehicle body, hence providing some extra comfort.
This construction is seen in the rear strut as Fig. 2.10(b) shows. In the front
strut shown in Fig. 2.10(a) however, both damper and spring are connected to
the top mount by this rubber joint.

In order to prevent the strut from reaching the end of its stroke when highly
compressed, specially shaped rubber modules called bump-stops are inserted
over the damper shaft, as shown in Fig. 2.10. These bump-stops gradually
increase the elastic force for high compression, mainly for comfort and material
lifetime reasons.

Damper

Vehicle damping is an important parameter with respect to both driveability
and comfort. A very stiff damper transfers too much road irregularities to the
body of the vehicle, which impairs comfort although road holding is improved,
whilst a very soft damper will not damp the resonances in the system sufficiently
which compromises safety in manoeuvres.

In order to ensure optimal ride comfort and road grip for the passive suspen-
sion, the bump damping and the rebound damping have different values. When
a bump is hit by the vehicle, the unsprung mass will follow the contours of this
bump, since its movement is restricted by the bump on one side (neglecting
the compression of the tire), and the suspension connecting it to the inertia of
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the vehicle body on the other side. The acceleration of the wheel in such steep
bumps can be large, rapidly compressing the suspension. In order to prevent
excessive forces and thus transmission of the vertical movent to the vehicle body
in such occasions, bump damping has a relatively low value.

When driving off a bump, the retraction acceleration of the suspension is
lower, since velocity and acceleration are limited by gravity and the rebound
force of the spring, and therefore the rebound damping is higher than the bump
damping. In a well-designed passive damper the rebound damping is below a
maximum value which ensures that the unsprung mass is able to follow the
road contours without transmitting large forces to the sprung mass up to a
certain degree, thus reducing comfort, and above a minimum value which ensures
sufficient energy dissipation, in order to prevent undesired oscillations.

2.3.2 Elastic properties

Spring constants have been obtained by using a low-frequency triangularly-
shaped waveform for the input z, and simultaneously measuring the output
force. The amplitude and equilibrium point of the waveform are chosen within
the maximum stroke of the device, whilst its frequency is of such a low value
that damping is negligible (velocities are around 1mm/s). Spring characteristics
for the front and rear strut are shown in Fig. 2.11. The derivative of each
line is its stiffness k as summarized by Table 2.5. Each measurement includes
two full triangular cycles, drawn on top of each other. Furthermore, these
measurements have been conducted both with and without the rubber bump-
stops, which causes the nonlinear high-force lines (bump-stop) emerging from
the straight spring characteristic (no bump-stop) for increasing stroke and force,
illustrated in Fig. 2.11. Further, the displacement-derivative of the front strut
spring characteristic changes at z = 0.066m, shown in in Fig. 2.11a, due to the
implementation of the rebound spring.

Figure 2.11 shows that, if the displacement value for the nominal load of
4.41kN is taken as a reference, little bump movement is allowed before the
bump-stops are compressed, influencing the force characteristic. For both struts
the bump-stops change the linear characteristic at a dynamic stroke of approx-
imately 0.021m or a dynamic force of 650N above the nominal 4.41kN. Com-
paring the two characteristics for the front and the rear strut, it turns out that
both spring characteristics are very similar, where the bump-stop are employed
at approximately the same dynamic displacement with similar characteristics,
and support springs which have comparable spring coefficients.
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Figure 2.11: Spring characteristics of BMW545i: (a) front and (b) rear sus-
pension struts, where each sub-figure shows two separate measurements, i.e.,
excluding and including the bump-stops, respectively.
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Table 2.5: Spring coefficients for the front- and rear strut of BMW545i

Parameter Range Value

ksupportrear
0 − 6.6 · 103N 31.5 · 103N/m

ksupportfront
0 − 6.9 · 103N 29.1 · 103N/m

kreboundfront
0 − 3.7 · 103N 21.0 · 103N/m

2.3.3 Damper characterization

The damping has been measured in [25] using a standard VDA (Verband
Der Automobilindustrie) test, supplemented with additional points, as the max-
imum velocity in the standard VDA test is limited to 1.05m/s. This velocity is
sufficient for normal road behavior, although for very steep bumps, e.g., a kerb,
taken with a high speed, the velocity increases beyond this point. For passive
industrial hydraulic dampers this test suffices, since the damping force of those
dampers can be extrapolated from these measurements. For electromagnetic ac-
tuators this increase of the force for high velocities is not trivial, since the force
in these actuators is the result of a controlled current, hence, the produced force
which will have a certain maximum.

The required actuator force, derived from the damper measurements, for
the electromechanical active suspension is shown in Fig. 2.12. As this figure
shows, the bump damping (negative force) increases approximately linearly,
where rebound damping is slightly progressive (increasing derivative).

For velocities under 1m/s a force envelope of 2kN suffices to achieve the
performance of a passive damper, and with a force of 4kN it is possible to
achieve a similar performance up to 1.75m/s.

For the electromagnetic actuator it is also of importance to know the mag-
nitude of the power dissipated by the passive damper, since an electromagnetic
actuator is capable of energy recuperation. The energy dissipated per cycle is
calculated for all measurements by integrating the force over one full cycle of
z, thus calculating the surface of the cycle. By multiplying this energy with
the frequency, the dissipated power for a constant sinusoidal excitation is ob-
tained, which is shown in Fig. 2.13, and demonstrates that the dissipated power
exponentially increases with the frequency, up to 3kW. Under normal road con-
ditions, the imposed frequencies are low (<1Hz) and thus there is little dissi-
pation. These low frequencies are most common, and the degree of occurrence
decreases for higher frequencies and thus velocities.
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Figure 2.12: Damping force characteristics for the front and rear damper of
BMW 545i, where rebound force is positive and the bump force is negative.
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Figure 2.13: Average dissipated power in BMW 545i front and rear damper for
a sinusoidal excitation with an amplitude of 0.05 mm.
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2.4 Design assumptions

A complete multidisciplinary design would require the detailed knowledge
of the entire system in which the actuator is to be incorporated, e.g., power
supply capabilities and mechanical and thermal properties of the neighboring
components. These characteristics could be determined for a typical existing
car model and, consequently, the design aim would be to adapt the actuator
characteristics to the given conditions. However, such suspension systems are
mostly envisaged as a solution for future more-electric-cars where many vehicle
subsystems are to be redesigned according to new specifications. This thesis is
focused only on the electromagnetic design of the two actuator solution with due
account of necessary thermal requirements. However, a strict or standardized
set of design requirements does not exist and therefore, a number of assumptions
and simplifications are proposed in order to introduce a set of design specifi-
cations. Firstly, the design requirements concerning the tubular PM actuator
(Section 4.3) and the active ELMASP design (Section 5.6) and, secondly, the
use of static models for both design cases:

- If the high road surface quality of modern highways is taken as a stan-
dard, it could be assumed that the main role of the actuator will be to
compensate for body-roll in cornering maneuvers, since road irregularities
which would require high damping forces would have a rare occurrence.
However, in city traffic road irregularities are more present, nevertheless at
significantly lower speeds, and high speed cornering is rather nonexistent.
Thus, it can be assumed that a nominal actuator force of 2kN, with a peak
of 4kN, is sufficient to cover both typical anti-roll and damping require-
ments. Generally, for safety reasons, it should be verified that the actuator
can provide a maximum force of 7.54kN (anti-roll + rebound damping) at
least for a short instant (thermal and demagnetization phenomena have
to be investigated in this case).

- From thermal point of view, typical operation conditions are rather un-
known. It can be predicted that forced cooling is necessary to provide
a force output higher than the nominal level. In a typical situation, a
large amount of heat is generated by the engine and transmitted to the
suspension elements, while forced air cooling is always present due to
the movement of the vehicle. Larger force output is arguably necessary
at higher speeds where, actually, the forced air cooling becomes more effi-
cient. Moreover, these external factors are different for each car model and
complex measurements or thermal and fluid dynamics simulations would
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Table 2.6: Requirements for the anti-roll behaviour of the electromagnetic sus-
pension.

Quantity Description Value Duration

dp Power duty cycle 33% Continuously

FRMS RMS force 2.04kN Continuously

Fanti−rollmax
Maximum anti-roll force 3.54kN <1 min

be necessary. In this thesis, natural cooling and an ambient temperature
of 25◦C for nominal thrust force are defined as design parameters, and it
is assumed that forced air or even water cooling is available if necessary.

- Considering body-roll and low speed road disturbance to be the principal
external loads, it can be assumed that, because of the associated low
mechanical frequencies, static electromagnetic and thermal models should
be sufficient to predict an optimum design solution and they are preferred
against the transient, time-dependent models. The use of static models
in the optimization process reduces the calculation time by a significant
margin, however by disregarding transient phenomena, e.g., eddy-currents
or hysteresis, the final accuracy is affected. Nevertheless, the trade-off is
considered acceptable in this case and transient analysis is employed as
solution post-processing in Sections 4.4 and 5.5.5.

2.5 Design requirements

The required data for the anti-roll behavior of the system obtained in Sec-
tion 2.2 are shown in Table 2.6. The most critical requirement for this system
is the high RMS force, since dissipated power increases with the squared force.
The suspension strut measurements from Section 2.3 have led to the require-
ments shown in Table 2.7.

Although the values in Table 2.6 are relatively clear, the data from Table 2.7
must be seen in the right perspective. The 4kN rebound damping force occurs
at a rebound speed of 1.75m/s, which is a very uncommon speed during normal
road conditions, and in case it would occur, the duration will be very short since
the stroke is limited. The same is valid for the maximum bump damping force
of 1.8kN which occurs at a bump velocity as high as 1.8m/s. Therefore, the
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Table 2.7: Requirements for the vertical suspension behavior of the electromag-
netic suspension.

Quantity Description Value

ks Spring stiffness 30N/mm

Fsnom
Nominal static force 4.41kN

s Stroke 0.17m

Freboundmax
Maximum rebound damping force 4kN

Fbumpmax
Maximum bump damping force 1.8kN

Freboundnom
Nominal rebound damping force 2kN

Fbumpnom
Nominal bump damping force 1.3kN

nominal bump and damping force are introduced, which represent the respec-
tive damping forces occurring at a velocity of 1m/s, assuming that for normal
road conditions (no kerbs taken at abnormal high speeds, etc.) these nominal
forces provide a sufficient force envelope. Data on the statistical distribution of
these velocities would provide a more comprehensive view on the requirements
regarding damping.

For compatibility reasons, it is desirable for the electromagnetic suspension
to be sized similarly to the passive suspension struts, hence no re-design would
be required for implementing this system in vehicles. These geometrical limits,
which were shown in Table 2.4, together with the anti-roll and vertical suspen-
sion specification forces are very demanding for the electromagnetic suspension.
The geometrical parameters from Table 2.4 are not used as a strict reference,
i.e., only the larger dimensions are used as design constraints and combined into
a single set of design specs for both front and rear suspension struts. The chosen
parameters of the space envelope together and the leading design requirements
for vehicle mass suspension, anti-roll and damping, given in Tables 2.6 and 2.7,
are summarized in Table 2.8 and are used as reference for Chapters 4 and 5.

2.6 Conclusions and remarks

Design requirements for an electromagnetic active suspension have been de-
fined in this chapter from both calculated and measured data and are further
employed in Chapters 4 and 5. Considering that these results are generally de-
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Table 2.8: Chosen design requirements for the electromagnetic active suspen-
sion.

Quantity Description Value

Geometric requirements

rt Outer radius 0.08m

Lt Axial length 0.60m

s Stroke 0.17m

Anti-roll characteristics

FRMS RMS force (continously) 2.04kN

Fanti−rollmax
Maximum actuator force (<1 min) 3.54kN

Spring characteristics

ks Spring stiffness 30N/mm

Fsnom
Nominal static force 4.41kN

Damping characteristics

Freboundmax
Maximum rebound damping force 4kN

Freboundnom
Nominal rebound damping force 2kN
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pendent on a the specific vehicle model and, furthermore, that active suspension
solutions are implemented only on a limited number of vehicle models, no stan-
dardized set of requirements for active suspension exists. Therefore, the results
of this chapter can be used as a reference in other studies related to automotive
active suspension.



3
Space-mapping optimization

3.1 Introduction

The purpose of this chapter is to present, starting from a short introduction
of relevant optimization theoretical aspects in Section 3.2, the SM underlying
ideas and the current state of the art in Section 3.3. Furthermore, a new algo-
rithm variant is proposed in Section 3.7 and the general approach considered
for solving the design problems from Chapters 4 and 5 is given in Section 3.9.

3.2 Optimization: short theoretical overview

The ability to describe the considered design problem in mathematical terms,
i.e., constructing a mathematical model of the involved physical phenomena, is
the first step required for solving an optimization problem. Subsequently, the
choice of design variables and parameters, objective and constraint functions
follows from the given technical design specifications. A remark regarding the
so-called design parameters is necessary here, due to the fact that in some
publications the term actually addresses the design variables: design parameters
are entities that do not change during the optimization process, however they

45
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can be used to steer the procedure towards different solutions. Examples of
such parameters specific to electromagnetic design include material properties,
mechanical loads, amplitude and frequency of input sources. It needs noting
that in the case of nonlinear physical properties or phenomena the corresponding
parameters are described as functions of the design variables and input sources,
e.g., BH curves that describe the nonlinear behavior of soft magnetic materials.

Based on several criteria, the optimization problems can be classified as:
size, shape or topology optimization [31], linear or nonlinear, single- or multi-
objective, unconstrained or constrained problems, uni- or multi-disciplinary [32,
33]. Most of the practical electromagnetic/electromechanical designs give rise
to nonlinear, constrained, single- or multi-objective and often multi-disciplinary
optimization problems. Multi-objective optimization is not considered in this
thesis and hence the following short theoretical overview will address the class
of nonlinear, constrained, single-objective optimization problems. The points
covered in this overview are the standard problem formulation, the necessary
and sufficient optimality conditions, penalty functions and the trust-region ap-
proach. Comprehensive formal mathematical description of the optimization
theory together with extensive references can be found in [33].

3.2.1 Problem statement

The general formulation of a nonlinear optimization problem (also denoted
as a nonlinear programming problem) is given by:

minimize F(x), x ∈ X ⊆ R
n,

subject to gi(x) ≤ 0, i = 1, . . . ,m,

hj(x) = 0, j = 1, . . . , l,

A · x ≤ b,

(3.1)

where F is the objective function, gi and hj are the nonlinear inequality and
equality constraint functions, A and b define the linear equality and inequality
constraints and the set X is a compact subset, i.e., closed and bounded, of R

n.

3.2.2 Solution existence

The first step, before engaging in the characterization of an optimal solution
to the problem in hand, is to prove that such a solution exists. Weierstrass’
theorem formally states the conditions in which a minimizer exists: let X be
a nonempty compact set and let F : X → Y be continuous on X. Then, the
minimization problem min{F(x) | x ∈ X} has at least one solution.
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Figure 3.1: Objective function that presents both local and global extrema.

3.2.3 Feasible region, feasible solution, optimal solution

A vector x satisfying all the constraints is called a feasible point and the
collection of all such points forms the feasible region X̄:

X̄ = {x ∈ X | gi(x) ≤ 0, hj(x) = 0, A · x ≤ b}. (3.2)

The nonlinear programming problem is to find an optimal solution, i.e., a feasible
point x∗ satisfying

F(x∗) ≤ F(x) ∀ x ∈ X̄ε ⊆ X̄, (3.3)

where

x∗ =

{

local optimum, X̄ε ⊂ X̄,

global optimum, X̄ε = X̄,
(3.4)

with X̄ε being defined as neighborhood of x∗ and a subset of X̄. Furthermore,
x∗ becomes an isolated or strict local or global optimum (Fig. 3.1) if and only
if

F(x∗) < F(x) ∀ x ∈ X̄ε ⊆ X̄,x 6= x∗. (3.5)

In an equivalent formulation, the optimization problem can be written as
follows:

F(x∗) = min{F(x) | gi(x) ≤ 0, hj(x) = 0, A · x ≤ b, x ∈ X ⊆ R
n}, (3.6)
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and, using (3.2), its solution is denoted by

x∗ = argminx∈X̄F(x). (3.7)

Equation (3.3) gives the basis for the so-called zero-order methods, or direct
search methods, suitable for problems where gradient information is difficult
to obtain or not available due to possible causes like discontinuities, numerical
noise or very computational expensive models. Examples of zero-order methods
include: random walk, pattern search, Powell’s method [32] and Nelder-Mead
simplex [34], etc.

However, assuming that F(x) is a twice-differentiable function, the local or
global optima are best characterized from mathematical point of view by means
of the corresponding Jacobian and Hessian matrices, leading to the first and
second order conditions for optimality [33].

3.2.4 Necessary and sufficient optimality conditions

The first order necessary conditions and the second order necessary or suf-
ficient conditions describe the mathematical properties of an extremum and,
furthermore, provide the central mechanism for the gradient-based optimiza-
tion methods. Considering that these properties are symmetrically applicable
for minima and maxima, the following discussion is done only in terms of local
minima.

First-order necessary conditions

Let F : X → Y ⊆ R be differentiable at x∗. If

J(x∗) = ∇F(x∗) = 0, (3.8)

then x∗ is called a stationary point for F .

Second-order necessary conditions

Let F : X → Y ⊆ R be twice-differentiable at x∗. If

J(x∗) = ∇F(x∗) = 0 and H(x∗) = ∇2F(x∗) ≥ 0, (3.9)

then x∗ is called a local minimum for F .
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Second-order sufficient conditions

Let F : X → Y ⊆ R be twice differentiable at x∗. If ∇F(x∗) = 0 and H(x∗) =
∇2F(x∗) is positive definite, i.e.,

H(x∗) = ∇2F(x∗) > 0, (3.10)

then x∗ is a strict local minimum of F . The inequality (3.10) is considered
valid in a neighborhood X̄ε ⊂ X̄ of x∗. However if (3.10) holds over the entire
set X̄, i.e., H(x) > 0 ∀ x ∈ X̄, x∗ is a global minimum. However, most of
the practical engineering problems are not characterized by global convexity,
therefore the discussion will not be extended further. If desired, identification
of possible global minima is performed through extensive search of the design
space and, most often, by means of stochastic methods.

In contrast with the zero-order methods (Section 3.2.3), the first-order meth-
ods exploit the gradient of the objective function in order to determine a search
direction (leading to a higher convergence speed) and, possibly, perform a con-
vergence check by means of the first order optimality conditions. Due to the
fact that these are not sufficient conditions, the validation of an optimal solu-
tion can be realized by a local perturbation of the design variables. Examples of
first-order methods are: steepest descent, conjugate gradient and the Broyden-
Fletcher-Goldfarb-Shanno quasi-Newton method, etc. The ’quasi-Newton’ term
identifies optimization algorithms that employ an iteratively updated approx-
imation of the Hessian matrix, e.g., the BFGS update, in contrast with the
(modified) Newton method which belongs to the class of second-order methods
and requires the computation of the second-order partial derivatives. More-
over, as they approach the solution, the quasi-Newton algorithms can present
convergence properties similar to the Newton method.

Until this point, the given optimality conditions are directly applicable for
unconstrained problems, and the discussion might be also considered valid for
constrained problems where the constraints are assumed to be implicitly satis-
fied, however, without revealing an explicit approach for their treatment. Hence,
the optimality conditions are developed further in terms of the gradients of the
objective and the given constraints, therefore bringing to the Karush-Kuhn-
Tucker (KKT) conditions [32, 33]. It needs noting that, even though only the
nonlinear constraint functions are included in the following mathematical re-
sults, the discussion can be seamlessly extended to include the linear constraints
and the lower and upper bounds imposed on the design vector x.



50 Chapter 3. Space-mapping optimization

3.2.5 The Karush-Kuhn-Tucker optimality conditions

Necessary conditions

Considering the general nonlinear constrained problem defined by (3.1), let x∗

be a feasible solution, and let I = {i | gi(x) = 0}. Suppose that F and gi for
i ∈ I are differentiable at x∗, that each gi for i /∈ I is continuous at x∗, and that
each hj for j = 1, . . . , l is continuously differentiable at x∗. Further, suppose
that ∇gi(x

∗) for i ∈ I and ∇hj(x
∗) for j = 1, . . . , l are linearly independent. If

x∗ is a local minimum, then unique scalars ui for i ∈ I and vj for j = 1, . . . , l
exist such that

∇F(x∗) +
∑

i∈I

ui∇gi(x
∗) +

l
∑

j=1

vj∇hi(x
∗) = 0, ui ≥ 0 ∀ i ∈ I, (3.11)

where ui and vj are called Lagrange multipliers. In addition, if each gi for i /∈ I
is also differentiable at x∗, then the KKT necessary conditions can be written
in the following equivalent form:

∇F(x∗) +

m
∑

i=1

ui∇gi(x
∗) +

l
∑

j=1

vj∇hi(x
∗) = 0,

ui ≥ 0 for i = 1, . . . ,m, (3.12)

uigi(x
∗) = 0 for i = 1, . . . ,m, (3.13)

where the last equation translates into

ui =

{

= 0, gi(x
∗) < 0,

> 0, gi(x
∗) = 0.

(3.14)

Under certain convexity assumptions addressing the objective and constraint
functions, the KKT necessary conditions are also sufficient conditions [33]. Sec-
ond order KKT optimality conditions, involving the second order partial deriva-
tives of the objective and the nonlinear constraints, can also be formulated, how-
ever, many of the algorithms employ only the first order KKT conditions for
verifying the solution optimality. One of the reasons is that verifying the second
order conditions would involve the calculation of a n×n matrix of second order
derivatives which is computationally expensive, particularly when the objective
value is the result of a complex numerical simulation, e.g., finite elements.
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3.2.6 Approaches for solving constrained optimization problems

All the above mentioned zero- and first-order methods and their variants
are categorized in the literature as algorithms for unconstrained optimization,
i.e., algorithms that through different mechanisms search for a local minimum
of a given function (without any other restrictions expressed as constrained
functions). There are two classes of methods for solving constrained optimiza-
tion problems, i.e., the indirect and the direct methods. The indirect methods
consider a transformation of the given constrained problem into an equivalent
unconstrained one, which is then solved by means of any algorithm for uncon-
strained optimization. The direct methods exploits low-order expansions of the
objective and constraint functions and solves the problem without considering
a transformation into an unconstrained equivalent.

Indirect methods

These methods were developed to take advantage of algorithms that solve un-
constrained optimization problems and are also referred to as sequential uncon-
strained minimization techniques (SUMT). As already stated, the given con-
strained problem is transformed into an unconstrained problem by augmenting
the objective function with additional penalty functions that reflect the con-
straint violation. The exterior penalty functions (EPF) are briefly discussed in
this section because a particular form of EPF will be employed in Chapter 5.

Considering the problem defined by (3.1), the equivalent EPF unconstrained
problem is:

minimize Fpen = F(x) + P(x, µ, ν), (3.15)

where µ and ν are penalty multipliers and the penalty function P is given by

P(x, µ, ν) = µ

m
∑

i=1

(max(gi(x), 0))p + ν

l
∑

j=1

|hi(x)|p, (3.16)

with p ≥ 1, where the most popular implementations are the so-called l1(p = 1)
and l2(p = 2) penalty functions. The purpose of the penalty terms is to re-
turn high values for infeasible points and vanish otherwise. Theoretically, the
equivalent unconstrained problem solves the original constrained problems as
the multipliers approach infinity [33]. However, the choice of large multiplier
values may lead to computational difficulties as ill-conditioned matrices. An-
other consequence can be that more emphasis will be placed on the feasibility
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and the unconstrained minimization procedure may stop prematurely and re-
turn a feasible point that can be far from an optimum. In order to avoid this
phenomenon, most of the algorithms using EPF employ a sequence of increasing
penalty multipliers, where each new obtained solution is used as a starting point
for a new minimization together with updated multiplier values. The terminol-
ogy of exterior penalty indicates that, in general, the solution of the problem
is approached from outside the feasible region and feasibility is achieved at the
solution.

A particular case of EPF is the l1 penalty, an exact penalty function with
a simple implementation and that will be considered in Chapter 5. It conforms
with the form given by (3.16) with p = 1 and fixed multipliers values:

P(x, µ, ν) = µ

m
∑

i=1

(max(gi(x), 0)) + ν

l
∑

j=1

|hi(x)|. (3.17)

The choice of exact multiplier values is supported by a mathematical result [33],
which shows that under suitable convexity assumptions there exists a finite mul-
tiplier value which will recover an optimum solution. In practice, the l1 penalty
offers a compromise between feasibility and optimality, however, it avoids the
earlier mentioned sequential approach. The multiplier values are, in general,
problem dependent and making an appropriate selection is not always a trivial
task.

Direct methods

As opposed to the previous methods, direct methods do not perform a con-
version of the original problem into an unconstrained equivalent. In general,
these methods are based on a linear or quadratic expansion of the objective
and constraint functions about the current design vector by means of Taylor
series. The solution of the original problem is extracted by solving a sequence
of simplified constrained problems. For example, the sequential linear program-
ming (SLP) involves linearized objective and constraint functions, whereas the
sequential quadratic programming (SQP) associates linearized constraints with
a quadratically expanded objective function.

The SQP enjoys a high popularity given its versatility and is usually im-
plemented in commercial software. Generally, the SQP employs quasi-Newton
methods to directly solve the KKT conditions (3.12) for the original problem.
The core of the method involves the introduction of a quadratic subproblem
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(QP):

minimize F(xk) + ∇F(xk)td +
1

2
dtHkd,

subject to gi(xk) + ∇gi(xk)td ≤ 0, i = 1, . . . ,m,

hj(xk) + ∇hi(xk)td = 0, j = 1, . . . , l,

(3.18)

which returns as solution a search vector dk together with a set of Lagrange
multipliers (uk+1, vk+1). Once the search direction has been determined, it is
necessary to calculate a step size αk which will give the next iterate xk+1 =
xk + αkdk, where an auxiliary merit function is considered for this purpose.
One of the popular implementations of the merit function is based on the l1
penalty and, hence, αk is the solution of

minimize φ(xk + αdk) = F(xk + αdk) + . . .

µ
m

∑

i=1

(max(gi(xk + αdk), 0)) + . . .

ν

l
∑

j=1

|hi(xk + αdk)|.

(3.19)

The advantage of (3.19) is that the new iterate xk+1 simultaneously improves the
objective value and the constraint satisfaction, therefore, the SQP is included in
the class of methods of feasible directions, i.e., methods which solve the nonlinear
programming problem by moving from a feasible point to an improved feasible
point. For a new iteration, xk is updated to xk+1, (uk, vk) to (uk+1, vk+1), Hk to
a positive defined matrix Hk+1, and the QP step is repeated. If the new search
direction dk+1 is 0, the algorithm stops with xk+1 being a KKT solution to the
original problem. The mathematical foundation and convergence properties of
the SQP methods are given in [35, 33].

3.2.7 Trust-region

A widely implemented approach for solving optimization problems where an
approximation of the objective function is considered is the trust-region (TR)
method. The central idea is general and thus applicable in conjunction with
any type of surrogate model, therefore, the TR principle is introduced in the
following section.

The common disadvantage of a surrogate model is its decreasing accuracy
when moving away from the current iteration point, which can result in the
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computation of a new design vector with worse objective value, leading to os-
cillations or even impeding the convergence of the algorithm. The undesired
effects can be prevented by introducing a TR [36], i.e., a small region in the
design space, most often centered around the current point, within which the
surrogate model is considered to be adequate:

Xk = {x ∈ X | ‖x− xk‖ ≤ δk}, (3.20)

where δk is the diameter of the TR. Further, based on the quality of the approx-
imation to the objective function, the TR size is modified and, consequently,
the step-length taken for a new iteration is adjusted. The advantage of a TR
implementation is schematically illustrated in Fig. 3.2 for a one-dimensional
arbitrary problem: without a TR, a large step leading away from the closest
minimum is calculated based on a linear expansion about xk; however, a TR
restricted step offers a monotonic convergence towards the closest minimum. A
simple TR algorithm presents the following structure:

1. Initialization: set x0, δ0, 0 < η1 < η2 < 1 and 0 < γ1 < γ2 < 1. Compute
F(x0) and set k = 0.

2. Model definition: define an approximation mk to F in Xk.

3. Step calculation: compute an sk that sufficiently reduces the model mk

with xk + sk ∈ Xk, i.e., mk(xk + sk) < mk(xk).

4. Acceptance of the trial point: compute F(xk + sk) and define

ρk =
F(xk) −F(xk + sk)

mk(xk) −mk(xk + sk)
.

If ρk ≥ η1 set xk+1 = xk + sk, otherwise set xk+1 = xk.

5. TR size update:

δk+1 ∈











[δk,∞), ρk ≥ η2,

[γ2δk, δk], ρk ∈ [η1, η2),

[γ1δk, γ2δk], ρk < η1.

Set k = k + 1 and go to step 2.

As shown in the following section, an SM surrogate is given by a mapping
applied to a simplified model and, therefore, the robustness of any SM algorithm
can be enhanced by similar TR strategies.
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(a) (b)

Figure 3.2: The trust-region approach: (a) with an unrestricted step-length, hk,
the optimizer can be trapped in a minimum other than the one indicated by the
decent direction, ∆fi, at the initial point, x0; (b) with a step-length restricted
by a trust-region the optimizer converges monotonically towards the minimum,
x∗, indicated by the decent direction at the initial point.

3.3 Main concept of space-mapping

The main idea of the space-mapping (SM) technique is to replace a compu-
tationally expensive fine model with a surrogate based on an iteratively updated
coarse model, which is significantly less time demanding at the expense of accu-
racy. The SM optimization approach [37] has been extensively developed in the
last decade [38, 39]. A distinction has to be made between SM for modeling and
SM for optimization. In the first case, the purpose is to obtain a surrogate which
is close, i.e., a small residual measured in some norm, to the fine model over a
large part of the parameter space [40]. In the second case, as considered in this
thesis, the purpose is to use the surrogate to obtain the fine model optimum by
only scarcely evaluating the latter in the vicinity of the solution.

Considering the application area of electromagnetic/electromechanical de-
sign, a fine model is most often a numerical discretization of the representative
partial differential equations, where a finite element model is the preferred choice
given its versatility, i.e., the capability of handling difficult geometries and non-
linear materials. The range of possible coarse models varies from simplified
numerical models, e.g., considering coarse discretization and/or linearized ma-
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terial properties, to analytical models or equivalent circuits (magnetic, electric,
thermal or mechanical) and the choice and complexity of such models is signif-
icantly influenced by the engineering expertise of the designer.

Provided a relatively small coarse-fine model misalignment, SM based algo-
rithms are able to converge after only a few evaluations of the fine model. In
most SM variants, the surrogate is constructed by mapping the coarse model’s
input variables, i.e., an input mapping. However, it has been shown that input
SM is not expected to yield the exact fine optimum [23, 41], even though the at-
tained accuracy is usually sufficient for practical problems. Hence, the concept
of output space-mapping [42] was introduced to address the residual misalign-
ment between the coarse and fine model responses by means of a response or
output mapping. The ideas behind input and output SM are summarized in
Sections 3.3.1 and 3.3.2.

3.3.1 Input mapping

Consider an accurate model f : X ⊆ R
n → R

m denoted as a fine model.
Given an optimization problem, the fine model optimizer is:

x∗ = argminx∈X‖f(x) − y‖, (3.21)

where y is a vector of design specifications. If solving (3.21) is considered to
be too expensive, a standard approach is to introduce a so-called coarse model
c : Z ⊆ R

n → R
m, i.e., an easy to evaluate model, characterized by a lower

accuracy. The equivalent problem

z∗ = argminz∈Z‖c(z) − y‖, (3.22)

is solved with a significantly lower computational effort, however, z∗ is likely
to differ from x∗. To compensate for the misalignment between the models, a
mapping function p : X → Z (Fig. 3.3), is defined as:

p(x) = z such that c(p(x)) ≃ f(x), (3.23)

where c(p(x)) is a mapped coarse model employed as a surrogate for the fine
model. The mapping, p, is called an input mapping because it maps an input
variable of the fine model onto an input variable of the coarse model. In this
manner, the direct optimization of the fine model can be avoided and, instead,
a solution is determined by solving the optimization problem of the surrogate
model given by:

x∗
sm = argminx∈X‖c(p(x)) − y‖. (3.24)
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Figure 3.3: Schematic illustration of the original principle of space-mapping,
namely the input mapping.

The SM function, p, is defined as:

zk = p(xk) = argminz∈Z‖c(z) − f(xk)‖, (3.25)

i.e., for a given fine model design vector, xk, the mapping delivers the best
coarse model design vector, zk, that yields a similar response. Most commonly,
the input mapping, p, is defined as an iteratively updated linear mapping, i.e.,

zk = pk(xk) = z + Jk
p(xk − x), (3.26)

where Jp is the mapping Jacobian. A relation between the model and mapping
Jacobians can be derived from (3.23):

Jf ≃ JcJp, (3.27)

where Jf , Jc and Jp are the fine, coarse and mapping Jacobians, respectively.
If the coarse and fine model Jacobians are available, the mapping can be estab-
lished by solving [39]

Jp = (JT
c Jc)

−1JT
c Jf (3.28)

provided that Jc has a full rank and n ≤ m.
A mapping function which maps the true solution, x∗, onto the optimal

solution of the coarse model optimization, i.e.,

p(x∗) = z∗, (3.29)



58 Chapter 3. Space-mapping optimization

is called a perfect mapping [23]. In other words, if a perfect mapping exist then
the SM solution, x∗

sm, is identical to the real fine model solution, x∗. However,
in general p(x∗) 6= z∗ and thus it is unlikely that the solution of (3.24), x∗

sm,
will exactly match the fine model solution, x∗. Conditions for the existence of
a perfect mapping are given in [41, 43] and several mathematical results from
[43] are summarized in this section:

1. A given set of design specifications y is called reachable for a model f(x)
if

y ∈ f(X) ⇒ f(x∗) = y. (3.30)

2. A model is called more flexible than another if the set of its reachable
designs contains the set of reachable designs of the other. Two models are
equally flexible if their respective sets of reachable designs coincide.

3. If c is more flexible than f , i.e., f(X) ⊂ c(Z), then (a) c(p(x)) = f(x) ∀ x ∈
X, and (b) if, additionally, f is injective then also p is injective, i.e., (3.25)
has unique solution.

4. If f is more flexible than c, i.e., c(Z) ⊂ f(X), then (a) p is surjective, and
(b) if, additionally, f(X)\c(Z) 6= ∅ then p cannot be injective, i.e., (3.25)
has multiple solutions.

5. The ideal situation is found if f and c are equally flexible and f : X → Y is
injective, then p is a bijection and a perfect mapping. Taking into account
that perfect mapping is a property that concerns only the solution, the
assumptions for this result can be relaxed and stated only in terms of a
small neighborhood around the solution (Fig. 3.4a and Fig. 3.4c).

6. Following from (3.25) and (3.29) the property of perfect mapping can be
written as

p(x∗) = argminz∈Z‖c(z) − f(x∗)‖ = argminz∈Z‖c(z) − y‖ = z∗, (3.31)

which shows that p is a perfect mapping if either a design is reachable for
the fine model (Fig. 3.4b), or if the fine and coarse model give the same
optimal response (Fig. 3.4c), i.e., a perfect mapping is guaranteed if

f(x∗) = y (3.32)

or
f(x∗) = c(z∗). (3.33)
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The case corresponding to

y /∈ f(X),y /∈ c(Z) and f(x∗) 6= c(z∗), (3.34)

is given in Fig. 3.4d and it presents a particular interest since it reveals the
disadvantage of the input SM based algorithms. In general, if (3.34) holds then
a perfect mapping cannot be guaranteed and, thus, it is not expected for the
SM solution to coincide with the real fine model solution, i.e., x∗

sm 6= x∗.
As mentioned above, equally flexible models are most desirable in SM, how-

ever this property does not hold for every pair of fine and coarse models used in
practice and, therefore, the solution found by input SM may differ from the real
solution of the fine model [43]. The case shown in Fig. 3.4c corresponds to the
situation in which the models are equally flexible in a neighborhood around the
solution and y is not-reachable. In this situation, the corresponding manifolds
tangent at f(x∗) and c(z∗) are aligned, i.e., Jf (x∗) = Jc(z

∗), and f(x∗) = c(z∗),
therefore, a perfect mapping exists. This condition is not satisfied in the case
given in Fig. 3.4d. The flexibility of the models in the latter case can be im-
proved by introducing a transformation which converts the problem from Fig.
3.4d into a problem of the type given in Fig. 3.4c, i.e., a transformation that
maps the manifold c(Z) onto f(X) at least in the neighborhood of the solution.
An input mapping cannot introduce a transformation on the sets c(X) or f(Z)
and, therefore, the manifold alignment has to be realized by means of a response
or output mapping.

3.3.2 Output mapping

With the introduction of an output mapping, the surrogate model becomes:

o(c(p(x))) ≃ f(x), (3.35)

where o : c(Z) → f(X) and the corresponding surrogate optimization problem
is given by

x∗
osm = argminx∈X‖o(c(p(x))) − y‖. (3.36)

The first output space-mapping (OSM) algorithm, based on a first order Taylor
expansion, is proposed in [42] and it aims at compensating for the residual
misalignment between the SM solution and the exact fine model solution, thus
an input mapping is still employed to reach the vicinity of the solution.

Similar to the input mapping case, if the input mapping is disregarded and
a linear output mapping is considered, a relation between the coarse, fine model
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Figure 3.4: Coarse and fine model flexibility, reachable and not-reachable de-
signs: (a) the models are equally flexible in the vicinity of the solution and y is
reachable, (b) the fine model is more flexible and y is reachable only for the fine
model, (c) the models are equally flexible in the vicinity of the solution and y is
not-reachable, (d) the models have different flexibility and y is not-reachable.
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and mapping Jacobians can be obtained here from (3.35):

JoJc ≃ Jf (3.37)

with Jo being the mapping Jacobian. If the Jc and Jf are available, the mapping
can be obtained by solving

Jo = JfJ
T
c (JcJ

T
c )−1 (3.38)

provided that Jc has full rank and n ≤ m.
A mathematical motivation for the aforementioned manifold alignment is

given in [41], where following from the close similarity between SM and de-
fect correction [44], the manifold-mapping (MM) technique is introduced. The
original MM proposes a special surrogate, based on an affine output mapping:

s(c(p̄(x))) ≃ f(x), (3.39)

where p̄ is an arbitrary bijective input mapping.
It needs noting that any algorithm which considers an input mapping p has

a potential weak point introduced by the minimization procedure (3.25), also
denoted as parameter extraction (PE).

3.3.3 Parameter extraction

Parameter extraction is the key point for many SM algorithms. Its purpose
is to determine coarse model design vectors which align the coarse response to
the fine response at a given iteration. The PE step is defined by (3.25), which
is restated:

zk = argminz∈Z‖c(z) − f(xk)‖, (3.40)

i.e., for a given fine model design vector, xk, the PE procedure aims at finding
the coarse model design vector, zk, that yields a coarse model response, c(zk),
as similar as possible to the fine model response, f(xk).

However, it is not guaranteed that the space-mapping function yields a
unique value [38]. The problems arising from multiple solutions can be dealt
with by means of regularization, where various approaches are proposed in the
literature: multi-point PE [45], statistical PE [45], penalized PE [46], aggressive
PE [47] or gradient based PE [48]. Recent implementations [49] propose even
more complex formulations of the PE subproblem, where the coefficients of both
input and output mappings have to be determined. While these enhance the
general performance and robustness of the algorithms, the issue related to the
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sensitivity of this step remains valid. The PE step can be avoided if the map-
pings are determined using the available sets of coarse and fine model responses,
however, only the derivation of output mappings is possible in this manner.

3.4 SM and constrained optimization

The SM technique can also be applied to problems with constraints. For
simplicity of notations,

kf (x) ≤ 0 and kc(z) ≤ 0, (3.41)

will denote both fine/coarse equality and inequality constraints. Next, the prob-
lem (3.21) rewritten to include constraint functions becomes:

x∗ = argminx∈X‖f(x) − y‖ subject to kf (x) ≤ 0 (3.42)

and, assuming that both fine model and its respective constraints are functions
difficult to evaluate, its coarse counterpart is given by

z∗ = argminz∈Z‖c(z) − y‖ subject to kc(z) ≤ 0, (3.43)

where kf : X → R
k and kc : Z → R

k. In many practical cases, the model
is not closely related to its respective constraints. For example, the model
could describe one physical quantity and the associated constraint a completely
different one with only a weak dependency relation to the model. Moreover, the
extraction of an SM function, which would map simultaneously the objective
and constraints, might become a difficult optimization subproblem. A different
strategy is proposed in [50], where separate model and constraint mappings
are defined. The concept is elaborated in [51, 43] for input mapping based
methods with application to electromagnetic actuator design. Two functions
are introduced with their respective definitions following from (3.25):

pm(x) = argminz∈Z‖c(z) − f(x)‖ (3.44)

and

pk(x) = argminz∈Z‖kc(z) − kf (x)‖, (3.45)

with pm,pk : X → Z. Further, similar with (3.24), x∗ is the solution of:

x∗ = argminx∈X‖c(pm(x)) − y‖ subject to kc(pk(x)) ≤ 0. (3.46)
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A particular case is found when the coarse and fine models coincide, i.e., f(x) =
c(x), ∀x, and a misalignment is present only between the constraints. Hence
pm can be disregarded and (3.46) simplifies to:

x∗ = argminx∈X‖c(x) − y‖ subject to kc(pk(x)) ≤ 0. (3.47)

A practical example for this situation is given in [51], where the mass of an
electromagnetic device is minimized while output characteristics like force and
magnetic field quantities are defined as design constraints. Furthermore, two
regularization criteria regarding the PE step are suggested here:

pk1(x) = argminz∈Z‖c(z) − y‖ subject to kc(z) = kf (x) (3.48)

and

pk2(x) = argminz∈Z‖c(z) − f(x)‖ subject to kc(z) = kf (x). (3.49)

While in first case the preferred solution is the one closest to the specification y,
the second criterion is based on the proximity to the fine model response f(x).
The proposed algorithm [51] will be denoted further as trust region surrogate-
based SM (TRSSM) and is derived by replacing the minimization of a mapping
residual in the TRASM procedure with the optimization of an SM based surro-
gate.

The same approach for constrained problems is applicable to output mapping
algorithms, with two additional remarks: for simplicity of the presentation (1)
an arbitrary input mapping p̄ is considered and (2) the notations om and ok

stand here for any output mapping algorithm, e.g., OSM, MM [43]. Starting
from the fine (3.42) and coarse (3.43) problems, separate mappings addressing
the models and their respective constraints are introduced:

om(c(p̄(x))) ≃ f(x) with om : f(X) → c(Z) (3.50)

and
ok(kc(p̄(x))) ≃ kf (x) with ok : kf (X) → kc(Z). (3.51)

Hence, x∗ is now the solution of:

x∗ = argminx∈X‖om(c(p̄(x))) − y‖ subject to ok(kc(p̄(x))) ≤ 0. (3.52)

Finally, in the particular case of f(x) = c(x), ∀x, the expressions becomes:

x∗ = argminx∈X‖c(x) − y‖ subject to ok(kc(p̄(x))) ≤ 0. (3.53)
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A detailed discussion on the application of input and output SM for problems
with constraints can be found in [43].

The main concept of SM optimization and the general approach for solv-
ing constrained optimization problems were presented up to this point without
describing the particular implementations of the various algorithms. A non-
exhaustive description of the major SM developments is given in the follow-
ing section. A comprehensive review of the state of the art can be found in
[38, 39, 43].

3.5 Review of SM algorithms

3.5.1 Original SM

The concept of the SM technique was introduced in [37]. In its original
form, an initial approximation of the mapping, p0, is obtained by performing
fine model evaluations at a preselected set of at least m0 base points, where
m0 ≥ n+1 . One base point may be taken as the optimal coarse model solution,
x1 = z∗, with the remaining base points being chosen by local perturbation. A
corresponding set of mk coarse model points is constructed through the PE
process (3.25). An affine mapping is assumed between the two spaces, i.e.,

z = pk(x) = Bkx + bk, (3.54)

where Bk ∈ R
n×n and bk ∈ R

n are determined as the solution of the (over-
determined) linear system of equations given by (3.54) for the mk pairs of coarse
and fine model points. The inverted mapping p−1

k is used to determine a new
fine model iteration point as

xk+1 = p−1
k (zk), (3.55)

and if f(xk+1) ≃ c(z∗) within an acceptable tolerance, then x∗ = xk+1, else,
the set of base points is augmented with (xk+1, zk+1) and (3.54) is solved for
new mapping coefficients.

In spite of its simple form, the algorithm proved to be successful on a number
of practical examples [38]. However, it has also revealed some inherent disad-
vantages: a linear mapping may not be valid for significantly misaligned models
and the non-uniqueness in the PE process may lead to an erroneous mapping
estimation and algorithm failure.
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3.5.2 Aggressive SM

The aggressive SM (ASM) algorithm [52] considers a quasi-Newton iteration
for iteratively solving the nonlinear system

r(x) = p(x) − z∗ = 0 (3.56)

in order to obtain x∗. Assuming that xk is the kth iteration in the solution of
(3.56), the next iteration xk+1 is given by the quasi-Newton step

xk+1 = xk + hk, (3.57)

where hk is obtained from

Bkhk = −r(xk) (3.58)

with Bk being an approximation of the Jacobian of the residual vector r at xk.
There are several options regarding the calculation of Bk [39] from which the
most popular is the rank-one Broyden update [53]:

Bk+1 = Bk +
rk+1 − rk − Bkhk

hT
k hk

hT
k . (3.59)

3.5.3 Trust region ASM

The trust region ASM (TRASM) [54] considers a TR approach (Section
3.2.7) aiming to improve the global algorithm behavior. Hence, the iteration
step hk is determined as the solution of a TR sub-problem and not as a quasi-
Newton step. At each iteration, the residual function r(x) is replaced by a
linearized local approximation

lk(xk,hk) = rk + Bkhk, (3.60)

and hk is the solution of the subproblem

hk = argmin‖h‖2≤δk
‖lk(xk,h)‖2

2. (3.61)

The solution of (3.61) can be found also by solving the system

(BT
k Bk + λkI)hk = −BT

k rk, (3.62)

where λk is the parameter which controls the step length.
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Figure 3.5: Switching between SM and direct optimization in the HASM algo-
rithm [55].

3.5.4 Hybrid ASM

As stated in Section 3.3.1, SM yields the real fine mode solution only under
certain conditions. A hybrid approach in combination with standard direct fine
model optimization is proposed in [55]. The so-called hybrid ASM (HASM)
algorithm starts with an SM optimization phase and defaults to a classical op-
timization approach when SM fails. Equations (3.27) and (3.28) are considered
in order to enable the switching between SM and direct optimization, where the
switching mechanism is schematically described in Fig. 3.5. The convergence
properties of the HASM algorithm are studied in [23].

Remark

The base of the original SM, ASM, TRASM and HASM algorithms is a for-
mulation in which the SM solution is found as the minimizer of the mapping
residual (3.56), or in a more general form:

x∗
p = argminx∈X‖p(x) − z∗‖. (3.63)

Formulation (3.63) is termed in [41] as the primal SM approach, in contrast
with the different formulation given by (3.24), which is denoted as the dual SM
approach:

x∗
d = argminx∈X‖c(p(x)) − y‖. (3.64)

The conditions in which the primal and dual formulations become equivalent
and their solution coincides with the real fine model solution are also stated
in [41]. The subsequent SM developments, presented in Sections 3.5.5 to 3.5.8,
follow the dual approach.
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3.5.5 Surrogate model-based SM

The idea of an SM-based surrogate model, similar to (3.23), is for the first
time introduced in [56]. The proposed algorithm exploits a convex combination
of a mapped coarse model and a linearized fine model:

tk(x) = wkc(pk(x)) + (1 − wk)(f(xk) + J
(k)
f (x − xk)), (3.65)

where wk ∈ [0, 1] and pk is the linearized input mapping given by:

pk(x) = p(xk) + Bk(x − xk)). (3.66)

Switching between the two models is realized by means of the wk factor, i.e.,
for wk = 0 the surrogate is a mapped coarse model, whereas for wk = 1 the
surrogate becomes a linearized fine model. Different strategies for ’soft’ or ’hard’
switching are proposed in [57].

3.5.6 Implicit SM

The implicit SM (ISM) [58] is an attractive concept, although it is more ap-
plication dependent than the other SM implementations. ISM stands in a class
of its own in the sense that, in its original form, no explicit mapping function is
considered. Instead, a set of preassigned model parameters, η ∈ R

r, other than
the model variables, are extracted in order to align the fine and coarse models.
In other words, a selected number of coarse model coefficients, which for exam-
ple approximate certain physical properties like nonlinear material properties,
are updated using information obtained from the fine model in order to improve
the coarse model. A parallel between these preassigned parameters and the de-
sign parameters defined in Section 3.2 is directly visible at this point. The ISM
surrogate is an iteratively updated coarse model:

c(z(ηk),ηk) ≃ f(x), (3.67)

where the ηk vector is either directly available from the fine model simulations
or it is obtained as the solution of the PE sub-problem

ηk = argmin
η∈Rr‖c(zk,η) − f(xk)‖. (3.68)

A well established approach in engineering design is the correction or enhance-
ment of simplified analytical or circuit based models with data obtained from
physical experiments or numerical simulations, therefore the main idea of the
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technique is not new. Nevertheless, ISM exploits this approach and provides an
elegant coherent procedure for engineering optimization.

It can be observed that the implicit mapping proposed by ISM can introduce
a transformation similar to an output mapping. The preassigned parameters
transform the set c(Z) into a parametric manifold cη(Z) and, consequently,
the coarse model flexibility is adjusted through ISM with the only limitation
being given by the inherent (reduced) complexity of the model. Consequently, a
manifold alignment is theoretically possible but generally it cannot be assumed.
This discussion can be summarized as: a perfect implicit mapping is expected
if there exists η∗ ∈ R

r such that

f(x∗) = c(z∗(η∗),η∗). (3.69)

When (3.69) is not achievable, ISM can be employed together with an explicit
output mapping [42, 59].

3.5.7 Output SM interpolating surrogate

The SM interpolating surrogate (SMIS) develops further the concept of the
original OSM technique (Section 3.3.2). A new surrogate is explored, which
involves both input and output mappings (3.35) and satisfies interpolating con-
ditions, i.e., response match, Jacobian match at the current point and global
match at a set of points [49]. The SMIS surrogate is defined as

o(c(p(x))) = αk(c(p(x)) − c(p(xk))) + βk, (3.70)

where the input mapping is

p(x) = Bkx + bk (3.71)

with αk,βk ∈ R
m, Bk ∈ R

n×n and bk ∈ R
n. A surface fitting approach

is employed for PE, which involves the minimization of residuals between the
surrogate and fine models, and extracting the parameters αk+1, Bk+1 and bk+1

with βk+1 = f(xk). The SMIS algorithm delivers the accuracy expected from
classical direct optimization using sequential linear programming.

Following a similar idea, an SM interpolation scheme is proposed in [60] to
work in conjunction with SM optimization algorithms for cases when the fine
model is available only on a structured grid.

3.5.8 Manifold-mapping

The idea of correcting the misalignment between the sets f(X) and c(Z) by
means of a manifold mapping was introduced in [41] together with a conver-
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gence study in [43]. It is assumed here that Z ≡ X and input mapping is not
considered. An output mapping s : c(X) → f(X), given by

s(c(x)) = f(x∗) + s̄(c(x) − c(x∗)) (3.72)

with

s̄ = Jf (x∗)J−1
c (x∗), (3.73)

is proposed to map the point c(z∗) onto f(x∗) and the tangent plane for c(Z)
at c(z∗) onto the tangent plane for f(X) at f(x∗) (the (·)−1 matrix operator
represents the pseudo-inverse). The original manifold-mapping (OMM) defines
the surrogate as s(c(x)) and determines a fine model iteration from:

xk+1 = argminx∈X‖sk(c(x)) − y‖, (3.74)

where sk and, consequently, s̄k are iterative approximations of s and s̄, respec-
tively. A more attractive formulation from an implementation point of view
is considered with the manifold-mapping (MM) technique where the pseudo-
inverse of s̄ is applied to the design specification y and hence at each iteration
step the coarse model is optimized for an updated goal:

xk+1 = argminx∈X‖c(x) − yk+1‖, (3.75)

with

yk+1 = c(xk) − s̄−1
k (f(xk) − y). (3.76)

Further, it is shown in [61] that s̄k converges to Jf (x∗)J−1
c (x∗), therefore

also a generalized MM (GMM) algorithm is formulated by choosing:

s̄k = Jf (xk)J−1
c (xk). (3.77)

Nonetheless, while Jc may be available, Jf would be replaced by an approxima-
tion like the Broyden update [53] in most of the cases.

Finally, the addition of a TR strategy leads to the trust-region MM (TRMM)
algorithm proposed in [62].

3.6 Convergence of SM algorithms

The SM technique is appealing to the mathematical community for its ap-
plicability in different fields. Therefore, mathematicians have started to study



70 Chapter 3. Space-mapping optimization

the formulation and convergence issues of SM based algorithms. A mathemati-
cal support of SM in the context of classical optimization based on local Taylor
approximations is presented in [38]. Convergence studies of SM algorithms orig-
inally treated hybrid algorithms where the surrogate model is a convex combina-
tion of the mapped coarse model and the linearized fine model are found in [23],
[63]. The convergence of a hybrid algorithm, assuming the objective function
to be the l2 norm, is proven in [64] and the case of non-differentiable objective
functions is discussed in [63]. However, the convergence theories in these pa-
pers rely on the combination with a classical Taylor based method. Therefore,
classical principles of convergence proofs are applicable. Unfortunately, it is not
possible to prove convergence of true SM algorithms in this way because these
algorithms do not necessarily provide local model interpolation at the current
iterate [39]. Convergence properties of the OSM algorithm are discussed in [65].
The MM based algorithms are analyzed and their convergence is proven in [43].

3.7 A new algorithm: aggressive output SM

A review of the existing SM-based methods has been given in Section 3.5
and several of the presented algorithmic approaches can be merged into a new
procedure that benefits from a simple implementation. The root of the algorithm
proposed in this thesis is the OSM technique, however, in the inverse formulation
where new design vectors are obtained from

xk+1 = argminx∈X‖c(x) − tk(y)‖. (3.78)

The updated coarse model specifications, yk = tk(y), are determined from
quasi-Newton steps considering a Broyden-type update, similar to ASM, of the
output mapping Jacobian. Therefore the algorithm is denoted as aggressive
output space-mapping (AOSM).

It is assumed in the following that Z ≡ X and an input mapping is not
considered. Hence, the response mapping is defined as t : f(X) → c(X) with
its linear approximation being given by

tk(y) = c(xk) + Bk(y − f(xk)) (3.79)

where Bk is the approximate Jacobian of the mapping function t at the point
given by f(xk). The algorithm searches for the fine model minimizer x∗ by
iteratively solving (3.78). The core of the AOSM algorithm is structured as
follows:
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1. Initialize k = 1, B1 = Im×m, ȳ1 = Im×1, and ε10 and ε20.

2. Compute xk = argminx∈X‖c(x) − yk‖ where yk is obtained from the
elementwise multiplication yk = ȳky.

3. Evaluate f(xk) and the error residuals ε1 = ‖f(xk)−y‖
‖y‖ and ε2 =

‖f(xk−1)−f(xk)‖
‖f(xk−1)‖

.

4. Stop and set x∗
aosm = xk if ε1 ≤ ε10 and ε2 ≤ ε20.

5. If k = 1 skip this step, otherwise update Bk:

Bk = Bk−1 +
dk−1 − Bk−1hk−1

hT
k−1hk−1

hT
k−1

with dk−1 = c̄(xk) − c̄(xk−1) and hk−1 = f̄ (xk) − f̄(xk−1), where c̄ and
f̄ are the normalized coarse and fine responses with respect to the speci-
fication y.

6. Set ȳk+1 = c̄(xk) + Bk(ȳ1 − f̄(xk)), k = k + 1 and go to step 2.

The AOSM can be also denoted as inverse OSM considering that in the
latter algorithm a linear mapping which interpolates at the current point is
defined as o : c(X) → f(X), and the same type of mapping is defined in AOSM
as t : f(X) → c(X).

Further, from (3.76), (3.77) and (3.79) it can be deducted that AOSM is a
special case of GMM. The mapping is calculated in GMM as s̄k = Jf (xk)J−1

c (xk),
whereas AOSM estimates it directly from the available coarse and fine model
responses by means of Broyden’s formula without explicitly computing Jf or
Jc, with the resulting Bk matrix having the following property:

Bk ≃ Jc(xk)J−1
f (xk). (3.80)

Generally speaking, (3.80) may also reveal a possible drawback of AOSM: since
Bk is an approximation of s̄−1

k from (3.76), a similar solution accuracy can be
expected only if Bk converges to JcJ

−1
f when approaching x∗. The algorithm

has been tested in [66] and [67] and is employed in Chapters 4 and 5.

3.8 Numerical examples

The SM technique was introduced and thoroughly validated as an efficient
optimization approach in the design field of microwave and radio-frequency de-
vices [38], where also an extended list of references is available in [38]. Giving
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its success, the SM application area has extended also to other fields like struc-
tural design [50] and vehicle crashworthiness [68]. The first application of SM
optimization for electromagnetic systems is found in [24] where ASM is tested
on two examples: a C-shaped magnetic circuit and an interior PM machine.
Within the research framework of this thesis, SM has been tested on several
specific electromagnetic design cases, characterized by different levels of com-
plexity. The performance of the SM-based routines was compared with that
of several zero- and first-order standard optimization algorithms in order to
emphasize its computational efficiency.

An overview of these electromagnetic design optimization studies is given
in Table 3.1. The electromagnetic devices considered are: a simple C-shaped
magnetic circuit, an axial-symmetric coreless actuator (CA) that can be consid-
ered in applications like valve actuation, a cylindrical and a rectangular voice
coil actuator (CVCA, RVCA), found in vibration compensation or lens focusing
applications, a tubular PM actuator (TPMA) that is considered in this thesis
for automotive electromagnetic active suspension, and a long-stroke constant
force actuator (CFA) that can provided constant force independent of the lin-
ear displacement for applications like vibration compensation or pick-and-place
machines. The complexity of the optimization problems varies from uncon-
strained (uc) to linearly and nonlinearly constrained (lc, nc) problems, and
for the TPMA and CFA cases, coupled (cpl) electromagnetic-thermal design
is considered. Several standard optimization routines are chosen for perfor-
mance comparison: the Nelder-Mead simplex (NMS), the DIRECT algorithm
[69], a quasi-Newton method (qN) [70], the penalty method (PeM) [71], and
the method of moving asymptotes (MMA) [71]. In some of the cases, the SM
solution is only locally validated (lv) by means of a standard algorithm, i.e., the
SM solution is given as a starting point. All the obtained results indicate the
applicability and efficiency of the SM techniques for the design of electromag-
netic devices and support the choice of this optimization approach as a design
tool in Chapters 4 and 5 of this thesis.

3.9 SM-based design flow

An analysis and design flow chart build around the SM optimization routine
is proposed in this section. Classical electrical machine design is based on well
known simplified analytical formulas which include certain empirical correction
factors. However, the design of novel electromagnetic devices also requires the
development of new models. There are two initial options: the implementation
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Table 3.1: Numerical examples.

Alg. Elmag. device Probl. type Comp. with Ref.

ASM C-shape uc NMS, DIRECT, qN [70]

CA uc NMS [72]

lc PeM, MMA, NMS, [70]

DIRECT, SQP

CVCA lc, nc SQP (lv) [73]

TRSSM CVCA lc, nc SQP (lv) [51]

lc, nc MM, SQP [74]

RVCA lc, nc MM, OPSM [75]

TPMA lc, nc - [76, 77]

lc, nc MM, OPSM [75]

OPSM TPMA lc, nc TRSSM, MM [75]

lc, nc, cpl - [78]

AOSM TPMA lc, nc, cpl MM, OPSM [66]

CFA lc, nc, cpl - [67]
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of a complex numerical model or of a simplified model which could provide a
rather coarse estimation of the performance and characteristics of the concerned
device. Examples which emphasize the large discrepancies between these mod-
eling choices can be found in [79] for rotary machines and in [22] for linear
machines. A significant effort is typically invested in the generation of analyti-
cal or reluctance network model with increased accuracy. Even though this can
be, in principle, achieved for a given configuration or a reduced search domain,
it is quite difficult to maintain a high accuracy across an extended search space
[79].

As already stated in this thesis, SM exploits the advantages both complex
and simplified models and combines them into an automated, time-efficient de-
sign routine. The principal idea is to concentrate the design and optimization
effort onto this simplified model in order to obtain solutions with a reasonable
accuracy which can be then further improved by means of accurate numeri-
cal analysis, i.e., FE analysis in most cases. Nevertheless, several iterations,
implying the modification and re-optimization of the simplified model and the
evaluation of the complex numerical model, are necessary. Furthermore, in gen-
eral, these iterations are not integrated in an automated process. It can be
observed that the classical design flow resembles very closely the main idea of
the SM optimization. Therefore, it can be stated that SM provides the automa-
tion of the classical design process and brings several additional advantages:
firstly, a highly accurate analytical or equivalent circuit model is not necessary,
and, secondly and most important, the output of the optimization loop is an
accurate result guaranteed by the included fine model. As an additional result
of this chapter, the SM based design flow chart for electromagnetic actuators
shown in Fig. 3.6 is proposed. Besides the main design flow path, several alter-
native and return paths are indicated. The alternative paths can be considered
to skip steps which are not applicable or necessary for a given case. There are
two types of return paths, i.e., outside and within the optimization loop. A re-
turn path from the preliminary sizing or post-processing step to the qualitative
assessment step is necessary if a design solution based on the initial actuator
configuration cannot be obtained and therefore an alternative choice must be
taken. The return path from the post-processing step to the optimization loop is
indicated for cases where the definition of the optimization problem needs to be
adjusted in order to improve the convergence rate or to re-direct the routine to
a different solution. In some cases, the definition of the coarse and fine models
may need adjustment in order to assure the convergence of the SM routine or to
improve the obtained solution, hence a return path from the SM optimization
routine to the coarse and fine models block is also indicated.
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Figure 3.6: Generalized flow-chart of an SM-based analysis and design approach.
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3.10 Conclusions and remarks

Fundamental aspects of SM optimization together with an overview of the
existing techniques and design examples are presented in this chapter. A new
algorithm variant is proposed, i.e., the AOSM which is introduced as an inverse
OSM formulation. The numerical examples investigated within the framework
of this thesis have illustrate the efficiency of SM optimization when compared
with various standard optimization algorithms and support the choice of an
SM-based algorithm as a design tool in this thesis. The AOSM is employed
in Chapter 4 to determine a series of pre-design solutions for the tubular PM
actuator. In Chapter 5 the AOSM is implemented to solve a shape optimization
problem for a new actuator topology, where no information is available about
the possible solution(s). The obtained result identifies a novel actuator design
for active suspension, which is the main contribution of this thesis.



4
Case I: Tubular linear actuator for active

suspension

4.1 Introduction

This chapter investigates the first of the two topologies proposed in Section
1.3.2, i.e., a brushless tubular PM actuator, which in an active suspension strut
would be implemented in parallel with a mechanical spring as a replacement of
the passive damper. The purpose is not to identify a final actuator design, but to
indicate that this actuator solution can satisfy the required design specifications
and to show how SM optimization can speed-up the exploration and identifi-
cation of optimal design solutions. Tubular PM actuators are characterized by
high force density, especially compared with their linear flat counterparts, re-
duced losses and power consumption [21]. Detailed design considerations and
characteristics of tubular actuators can be found in literature [80, 81]. The fun-
damental topological characteristics which describe any type of brushless linear
PM actuator are:

• stator configuration: slotted or slotless, internal or external, AC or DC
excitation;

77
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• translator configuration: PMs with radial, axial or Halbach magnetization
patterns;

• number of pole-pairs and phases.

• AC or DC excitation.

Various topological configuration are possible and each of them presents several
advantages and disadvantages compared to the other topologies. Therefore, an
extended study should include several actuator configurations, however this is
out of the scope of this thesis. Considering the high achievable force density
and the ease of manufacturing, a tubular actuator having a slotted stator with
concentrated windings and full-pitched, radially magnetized translator PMs is
chosen in this chapter. An axial cross-section of the corresponding topology
is given in Fig. 4.1 and a detailed view of an actuator pole-pair is detailed in
the same figure, where the constitutive parts (iron cores, non-magnetic shaft,
coils and PMs) are indicated next to the winding arrangement and geometrical
parameters. The shown pole-pair is the smallest constitutive part which can be
used to predict the behavior of the complete actuator.

Preliminary design considerations for the chosen actuator topology, consid-
ering an idealized approach which utilizes the concepts of magnetic and electric
loading, are given in Section 4.2. Several pre-design solutions are derived in Sec-
tion 4.3 by means of size optimization exploiting the AOSM algorithm, where,
based on the simplifying assumptions given in Section 2.5, only static magnetic
and thermal models are employed in the optimization process. Even though
these results can be considered as intermediate steps towards a rigorous design
solution, the required calculation time is even more reduced and an overview
of different solutions become seamlessly available. As a result of this section,
several pre-design configurations that satisfy the considered design requirements
can be identified and one of them is chosen for further analysis.

The quasi-rectangular electromotive force (EMF) distribution, associated
with the full-pitched PM configuration, indicates that DC current excitation is
the proper choice in order to obtain a constant force response. However, if skew-
ing is to be considered, at the cost of a reduced force output, the EMF waveform
will tend to a sinusoidal profile and, therefore, AC sinusoidal current excitation
may become more adequate. This aspect together with several dynamic effects
are discussed in Section 4.4 for the chosen pre-design configuration.
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Figure 4.1: The selected slotted, radially magnetized, brushless DC tubular PM
actuator topology: a complete view and a detailed view of one pole-pair, where
the design variables are indicated.
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4.2 Preliminary design considerations

As a first step in the design process, it is possible to determine the main
dimensions by means of a simplified or idealized approach. Such an approach
is proposed in [82] for rotary machines, and it can be easily adopted for this
case with the purpose of estimating the feasibility of a solution considering a
linear electromagnetic actuator. In particular, it is important to determine if the
specified nominal force (Table 2.8) can be attained within the given volumetric
envelope and which values of electric and magnetic loading are required.

The so-called static output relation [82] which can be applied to all tubular
linear actuators relates the force per translator volume, Ftv, to the magnetic
loading B and the electric loading Q, where B is the average airgap flux density
and Q is defined as the linear current density along the length of the stator
(Fig. 4.2), i.e., the number of ampere-conductors per meter in axial direction
along the stator surface which faces the airgap (the airgap is assumed to be very
small compared to the translator radius, thus no distinction is made between
the translator outer radius and the stator inner radius):

Q =
Total ampere-conductors

airgap axial length
=
nzI

Lst

. (4.1)

For a tubular actuator, the output relation ratio is given by:

Ftv =
F

Vtr

, (4.2)

and it can be intuitively derived starting from a simplified form of the Lorentz
force, i.e.,

F = BnzI2πrg, (4.3)

where nz is the number of conductors and rg is the airgap radius, where F , B
and I can be the RMS values of force, magnetic flux density and electric current.
Alternatively, the force can be expressed as:

F = σ2πrgLst, (4.4)

where σ is denoted as the airgap shear stress (Fig. 4.2), i.e., the axial force per
unit stator surface (Fig. 4.2), and it is measured in N/m2. Further, from (4.1),
(4.3) and (4.4), the output force can be derived in terms of the corresponding
densities, i.e.,

σ = BQ, (4.5)
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Figure 4.2: The airgap shear stress.

and, with Vtr = πr2gLst in (4.2), the Ftv can be written as:

Ftv =
2

rg
σ =

2

rg
BQ. (4.6)

In the case of rotary machines [82], the output relation refers to the torque
per rotor volume and can be simplified to Trv = 2BQ. However, for the linear
tubular actuator, the force per translator volume, Ftv, is also a function of the
airgap radius rg.

These basic equations can be utilized to predict the electric and magnetic
loading values which are necessary to provide the require thrust force within
the allowed geometrical envelope. For this purpose, a reduced number of design
specifications and parameters are selected in Table 4.1 from the extended list of
Chapter 2.

From the data given in Table 4.1, it can be determined that for the maximum
active volume, Vs = πr2tLst = 0.008646m3, a volume force density of at least

231.33kN/m3 is necessary for the actuator to provide a mean force of 2kN. The
necessary electric loading can be obtained as a function of the mean force, the
magnetic loading and the airgap radius by substituting Vtr = πr2gLst into (4.6)
to obtain:

Q =
F

2πrgLstB
, (4.7)

where the electric loading is graphically represented in Fig. 4.3 as a function of
typical magnetic loading values and airgap radius normalized to the maximum
actuator radius. However, this graphical representation does not provide enough
information since it cannot show if the respective values of electric loading are
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Table 4.1: Design requirements and parameters.

Electromagnetic requirement

Nominal static force F = 2kN

Geometric parameters

Actuator length La = Lt = 0.6m

Actuator outer radius ra = rt = 0.08m

Stroke s = 0.17m

Stator axial length Lst = Lt − s = 0.43m

achievable. More parameters have to be introduced in order to determine the
corresponding coil current densities. A coil filling factor, kf = 0.5, is defined,
the coil width, x8, is fixed to half the tooth width, x7, i.e., x8 = 0.5x7, and
consequently the coil width is given by

x8 =
Lst

12npp

, (4.8)

where npp is the number of pole-pairs. In addition, the coil height, x4, is defined
as

x4 = 0.8(ra − rg). (4.9)

These choices are of course arbitrary and for more insight one should consider
the dependency of the current density and other electromagnetic quantities on
the variation of these geometrical parameters. However, at this point it suffices
to obtain at least one feasible result within the context of such a simplified
analysis. Further, a total equivalent current per pole-pair can be determined
from

Ieq
npp

=
QLst

npp

(4.10)

and considering only one turn per coil (choice which does not affect the final
result), with two coils per phase, the peak current for a stator-translator align-
ment as in Fig. 4.1 is given by

Ip =
Ieq
npp

4
, (4.11)

which is valid for both DC and AC current excitation since in the former case
one phase is not excited while the other two are at peak current, i.e., a total
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Figure 4.3: Isolines representing the electric loading, Q (A/m), as a function of
the magnetic loading, B (T), and the normalized airgap radius, rg/ra.

of four coils are at peak current, and in the latter case one phase is at peak
current and two phases are at half current which is also equivalent to four coils
at peak current. Following from (4.8), (4.9), (4.10) and (4.11), the coil peak
current density can be derived as

Jp =
Ip

x4x8kf

=
3Q

0.8(ra − rg)kf

, (4.12)

which turns out to be a function independent on the number of pole-pairs, thus
no information about the appropriate actuator configuration from this point
of view can be extracted. The obtained peak current density is graphically
represented in Fig. 4.4 as a function of the magnetic loading and the normalized
airgap radius and a first conclusion could be stated at this point: Fig. 4.4
indicates that, for the design specifications from Table 4.1, a feasible design
solution may be found within the encircled region defined by B ∈ [0.85, 1]T and
rg/ra ∈ [0.45, 0.6] for a peak current density Jp ∈ [3.5, 4]A/mm2.

The quantities shown in Fig. 4.3 and Fig. 4.4 are functions of the magnetic
loading which is calculated under open-circuit conditions. Consequently, it is
of interest to estimate the magnet length, x3, which would correspond to the
chosen range of magnetic loading. This can be achieved with the help of a
simplified MEC model for a single pole-pair, derived based on the fundamental
relations given in [83], where the translator back-iron and stator teeth and back-
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Figure 4.4: Isolines representing the peak current density, Jp (A/mm2), as a
function of the magnetic loading, B (T), and the normalized airgap radius,
rg/ra.

iron are included as linear ferromagnetic materials. As shown in Fig. 4.5, only
one main flux path which closes through the exterior stator teeth is considered.
For the open-circuit case, the only flux passing through the middle stator tooth
is the PM leakage flux which closes through the tooth tip, where this flux path
is disregarded. Thus, the airgap magnetic flux density or magnetic loading can
be expressed as a function of the reluctances corresponding to the translator
back-iron, magnets, airgap, stator teeth and back-iron:

B =
2fm

Sg (R1 + 2R2 + 2R3 + 2R4 + R5)
, (4.13)

where the material properties are indicated in Table 4.2 the expressions of the
reluctance elements and the MMF source are given in Appendix B.1. For this
simple model, an airgap length, g, of 0.001m is considered and the translator
shaft and the teeth pole-shoes are disregarded. The magnetic loading can be
now graphically represented as in Fig. 4.6, from where it can be concluded that
any magnet length in the interval [0.003; 0.020]m could provide the necessary
airgap magnetic flux. However, the magnet length is not determined only by the
specified magnetic loading but also by its demagnetization withstand capability.
A shorter magnet, i.e., in the direction of magnetization, although reducing the
material costs, would also be relatively easily demagnetized. On the contrary,



4.2. Preliminary design considerations 85

R1

R2

R2

fm

fm R3

R3

R4

R4

R5

Figure 4.5: Simplified MEC model for the actuator pole-pair shown in Fig. 4.1
of the tubular actuator.

a long magnet would have good demagnetization withstand characteristics but
it may also cause an increase in cogging force. Ideally, a magnet should be de-
signed to have a working point at its maximum energy product, thus a minimum
material volume would be used, however this principle is not straightforward ap-
plicable in electrical machine design due to the fact that the primary windings
can generate very strong demagnetizing electromagnetic fields under fault con-
ditions. Therefore, the magnets should be designed to work at high permeance
coefficients in open-circuit conditions in order to preserve enough coercive force
to resist the maximum demagnetizing fields. Further information could be ex-
tracted from this simple model, i.e., the magnitude of the magnetic flux density
in the magnets and the iron core can be calculated, thus obtaining initial esti-
mates for the magnets’ working point and the possible magnetic saturation of
the iron core. Therefore, having calculated the airgap flux density, the main
magnetic flux, Φm, can be determined and with the cross-section expressions,
given as denominators of the reluctance elements in Appendix B.1, the magnet
and iron flux densities are obtained. The results are presented in Figs. 4.7-4.10
as follows: magnets, stator teeth, stator back-iron and translator back-iron, re-
spectively. These figures indicate that, as expected, a compromise has to be
made since a longer magnet provides a higher permeance coefficient (the mag-
net flux density approaches the value of the remanent flux), nevertheless this
causes an increase in iron flux-density which would lead to saturation. The lat-
ter effect would be also caused by a larger airgap radius. Actually, these results
confirm the previous conclusion that a feasible design solution may be found in
the region defined by rg/rt ∈ [0.45, 0.6], and in addition they indicate that the
magnet length should not be larger than 0.010m.
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Table 4.2: Material properties and design parameters.

Material properties

PM recoil permeability µrc = 1

PM remanent flux density Br = 1.23T

Iron relative permeability µr = 1000

Other parameters

Airgap length g = 0.001m
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Considering that the material nonlinearities are disregarded, the flux distri-
bution is greatly simplified, the slot, tooth and back-iron dimensions are arbi-
trarily defined, the eddy currents effects and thermal phenomena have not been
included, it is expected for the results of a detailed analysis to have deviations,
maybe significant in some cases, however the above analysis provides a fast es-
timation for the applicability of the chosen solution. The results suggest that
current density values which are typical for standard electrical machines, i.e.,
Jp ∈ [3.5, 4]A/mm2, can provide the required nominal mean force within the
specified geometrical constraints. Furthermore, the values for the normalized
airgap radius are in agreement with published results [81] where, following a
more detailed analysis, it is shown that a maximum force density for a tubular
slotted machine it is expected for an airgap to total radius ratio in the 0.5− 0.6
range.

The calculation of the actuator sizes is undertaken in the following section,
where also the influence of the number of pole-pairs on the resulting outer
dimensions is studied in correlation with the geometric, electromagnetic and
thermal design requirements.

4.3 AOSM size optimization of the tubular actuator

In contrast to the previous section, accurate modeling of the electromagnetic
and thermal phenomena is considered in this section in order to determine the
actuator sizes. Given the complex and nonlinear nature of these phenomena, a
direct determination of the design variables is not possible if either analytical
or numerical models are considered. Therefore, as specified in Chapter 1, opti-
mization is chosen as a design tool. Namely, the AOSM routine, introduced in
Section 3.7, is employed to solve a series of size optimization problems which
are differentiated by the imposed number pole-pairs.

4.3.1 Design specifications and problem formulation

The main objective of these optimization problems is the minimization of
the actuator mass with respect to a number of constraints imposed on the
outer dimensions, the force output, the magnetic saturation of the iron parts
and the maximum temperature level. Several design assumptions, regarding the
requirements on the force response and thermal behaviour, have been introduced
in Section 2.4 and are restated here:

- a nominal actuator force of 2kN, with a peak of 4kN (Table 2.8), is suffi-
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Table 4.3: Design requirements.

Electromagnetic

Nominal static force Fn = F0 = 2kN

Flux density Bavg
i ≤ B0 ∈ {1.0, 1.3, 1.6}T

Thermal

Maximum temperature Tp ≤ T0 = 130◦C

Geometric

Stator axial length Lst ≤ lt − s = 0.43m

Actuator outer radius ra ≤ rt = 0.08m

Design domain xlow = 0.002m, xup = 0.200m

cient to cover both typical anti-roll and damping requirements;

- natural cooling and an ambient temperature of 25◦C for nominal thrust
force are defined as design parameters;

- static electromagnetic and thermal models are considered to be sufficient
to predict an optimum design solution.

The considered design requirements which are subsequently transformed into
the optimization constraints and objective are listed in Table 4.3. Two of the
constraints given in Table 4.3 are formulated and implemented in a relaxed
form which decreases the difficulty of the problem without affecting the result.
Firstly, the specification on the output force design is relaxed from an equality
constraint to the inequality constraint:

Fn(x) ≥ F0 (4.14)

based on the fact that the mass minimization for an electromagnetic actuator
leads, in a limit sense, to the decrease of its force output, i.e., limMt→0Fn = 0.
In other words, it is expected for the constraint from (4.14) to become active
as a result of the mass minimization and thus the respective specification to
be satisfied. The benefit of this formulation is the elimination of an equality
constraint which typically is more difficult to solve [32]. Secondly, the upper
limit on the outer radius is eliminated and the actuator radius is added to the
main objective with a large associated weighting factor. These two objectives are
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not conflicting, thus the problem does not become a multi-objective one. This
choice is determined by the following reasons: (1) a rather high force density
for a naturally cooled actuator is required, therefore hard limits on the space-
envelope are expected to play a critical role in the feasibility of the optimal
solution, and (2) the limit imposed on the axial length is strict, however the
radial limit may allow for some tolerance because of the usually available space
around the suspension strut in a typical car. Therefore, this upper constraint
is transformed into a component of the objective function and, consequently,
the problem’s objective becomes the minimization of the total actuator mass
and its outer-radius, with an emphasis on the latter one by means of a large
associated weighting factor:

F(x) = Mt(x) + wra(x). (4.15)

It can be arguably stated that the inclusion of the mass in the objective function
becomes somehow redundant, since the actuator mass is proportional to the
square of the outer radius, however the minimization of the radius leads to the
reduction of the total volume which does not imply the minimization of the
total mass because the involved materials are characterized by different mass
densities.

The number of design variables, xi, is reduced from eight, shown in Fig.
4.1, to seven because only two out of three dimensional variables in the axial
direction are independent, thus the coil width, x8, can be expressed as a function
of the magnet and slot width:

x8 =
1

3
x6 −

1

2
x7. (4.16)

Furthermore, the stator axial length, Lst, is defined by the summation of the
lengths of the pole-pairs and the stator-ends (Fig. 4.1), where the length of a
stator-end is defined as

Lse =
1

2
x7 + x8, (4.17)

and, by including (4.16), the stator length becomes

Lst = 2(npp +
1

3
)x6. (4.18)
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Consequently, with the objective function defined by (4.15), the optimization
problem is formulated as follows

minimize F(x), x ∈ X ⊆ R
7,

subject to gi(x) ≤ 0, i = 1, . . . , 4,

A · x ≤ b,

(4.19)

where the design domain is

X = {x | xlow ≤ xi ≤ xup} , (4.20)

the nonlinear constraints are

gi =











Bavg
i −B0, i = {1, 2, 3}

F0 − Fn, i = 4

Tp − T0, i = 5

(4.21)

and the linear constraints are determined by

A =

(

0 0 0 0 0 2npp + 1
3 0

0 0 0 0 0 − 1
3

1
2

)

, (4.22)

and

b =

(

lt − s
−xlow

)

. (4.23)

The average flux densities, Bavg
i , are estimated in the translator back-iron

and the stator upper tooth and back-iron. The manner in which these values
in addition to the force and peak temperature are calculated is specified in the
following section where the respective coarse and fine models are presented.
The material properties and other design parameters that are considered for
the implementation of the models are given in Table 4.4.

4.3.2 Coarse and fine models

As presented in Chapter 3, any SM based technique requires (at least) two
models of the studied physical device or phenomenon: a fine model which assures
the accuracy of the solution and a coarse model which forms the base for a fast
surrogate. The coarse and fine models chosen here are a MEC model and an FE
model, respectively. Both are static models for which a fixed translator-stator
relative position as in Fig. 4.1 is chosen based on the fact that this theoretically
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Table 4.4: Material properties and design parameters.

Material properties

PM mass density ρm = 7700kg/m3

Copper mass density ρCu = 8900kg/m3

Iron mass density ρFe = 7650kg/m3

Other parameters

Peak current density Jp = 5A/mm2

Coil filling factor kf = 0.5

Airgap length g = 0.001m

Tooth-tip parameters tt = 2g, tw = 0.7x8

Heat convection coefficient hc = 30W/(m2K)

Ambient temperature Ta = 25◦C

corresponds to the position of zero cogging force and thus the mean output force
of the actuator can be accurately predicted. Furthermore, the temperature level
can be predicted with satisfactory accuracy by analytical means, i.e., especially
for a fixed displacement, thus an FE thermal model is not considered in the
optimization. Thermal FE analysis is carried out for the chosen solution in
Section 4.4.

Coarse model

The coarse model is an extended version of the MEC model introduced in Sec-
tion 4.2. This model is used to calculate the approximate flux densities for both
open-circuit and nominal load conditions, therefore it includes the winding ex-
citation and additional magnetic flux paths. The model is still restricted to a
pole-pair since this proves to be sufficient, however it needs mentioning that the
magnetic flux tube which occurs between adjacent pole-pairs is disregarded, still
this does not impede the success of the solution. The resulting MEC model is
presented next to the geometry of a pole-pair in Fig. 4.11. The following simpli-
fying assumptions are included: the iron core and PM materials are considered
linear, with a relative magnetic permeability and a relative recoil permeabil-
ity as indicated in Table 4.4, and the magnetic fringing effects are neglected.
Nonetheless, the slot leakage and magnet leakage fluxes are modeled in simple
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Figure 4.11: Extended MEC model for one pole-pair (the three cross-sections
where the flux density values are calculated during the optimization are indi-
cated in the left figure).

manner. Similarly to the theory of electric circuits, a system of linear equations,

R ·Φ = f , (4.24)

is derived from Kirchhoff’s laws. The system matrix, source vector and the
expressions of the reluctance elements and MMF sources, as functions of the
design variables, are given in Appendix B.2. It must be mentioned that sinu-
soidal excitation is considered, therefore all three phases are conducting and a
peak MMF for phase B corresponds to the specified translator position. The
vector of magnetic fluxes, Φ, is determined as the solution of the system (4.24).
Hence, the values of flux densities within the defined magnetic paths can be
determined and the static force and peak temperature can also be calculated.
Firstly, the iron flux densities in the translator back-iron, stator upper tooth
and back-iron are obtained by dividing the value of the magnetic fluxes which
are passing through the reluctance elements R1, R4 and R7 to their respective
cross-sections. Secondly, the force is approximated by

F = nppBgNiLg, (4.25)

where Bg is the airgap flux density calculated in open-circuit, Ni represent
the total number of Amperé-turns, which equals two times the total excitation
MMF, and Lg = 2π(x1 + x2 + x3 + 0.5g) is the airgap circumference. Finally,
it is assumed that at steady state the temperature is evenly distributed within
the volume of the actuator and heat flow occurs only through the outer surface
of the stator by means of thermal convection (the entire surface of the stator is
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considered, not only one pole-pair). Therefore, the surface temperature is equal
to the peak temperature and it can be calculated with [82]

Tp =
PCu

hcSa

+ Ta, (4.26)

where PCu is the total copper loss, Sa is the outer stator surface, hc is the
convection coefficient and Ta represents the ambient temperature. For a better
approximation, the total copper loss is calculated with the value of the copper
resistivity that corresponds to a temperature of 130◦C.

Fine model

Given the actuator’s axial-symmetry, a simplified FE representation is possible,
hence a magnetostatic, axial-symmetric, nonlinear FE model is implemented
for each actuator configuration (dependent on the number of stator pole-pairs)
using the Maxwell 2D software package [84]. Fundamental elements of the
FE analysis method can be found in [85, 86]. A magnetic vector potential
formulation

∇×

(

1

µ0µr

(∇×Aϕ(r, z))

)

= Jϕ(r, z), (4.27)

is implemented on second order, adaptively refined elements, where the mesh
density varies between 15000 and 20000 triangular elements for a typical solu-
tion.

As previously mentioned, a thermal FE model is not considered at this stage,
consequently a misalignment between the coarse and the fine model appears
only in terms of the magnetic flux density and force value and hence mappings
are defined only for the first four nonlinear constraints from (4.21). The flux
densities, Bavg

i , are calculated as the average magnitude along the three lines
indicated in Fig. 4.11 which cross the translator back-iron and the stator upper
tooth and back-iron, respectively. The next sections details the results obtained
with the AOSM technique for several actuator configurations.

4.3.3 Comparison of obtained results

A number of fifteen optimization problems are solved, where each problem
is identified by the number of imposed number of stator pole-pairs and the
constraint imposed on the average iron flux densities, i.e., npp ∈ {4, 5, 6, 7, 8}
and B0 ∈ {1.0, 1.3, 1.6}T. The same coarse model is employed for all the studied
cases, whilst different fine models have to defined for each npp configuration. The
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results obtained for design specifications given in Section 4.3.1 are presented in
Tables 4.5, 4.6 and 4.7. The values for the force density and specific force are
calculated based on the active cylindrical volume and active mass (not indicated
in the tables), i.e., the volume and mass determined by the stator length. For
a clear comparison, the force density, actuator outer radius, normalized airgap
radius, magnet length, translator and total actuator mass for all fifteen problems
are shown in Figs. 4.12, 4.13, 4.14, 4.15, 4.16 and 4.17, respectively. A notation
convention is introduced here for a seamless discussion of the results: each design
will be identified hereafter by the pair {npp, B0}.

All results obtained for B0 = 1.6T and the results obtained for the higher
pole-pair number configurations, i.e., npp ∈ {6, 7, 8}, and B0 = 1.3T satisfy the
outer radius constraint, ra ≤ 80mm, (Fig. 4.13). Moreover, the first set of
designs is characterized by values of the normalized airgap radius in the interval
[0.45, 0.6], as predicted in Section 4.2, while from the second set only the low
pole-pair number designs have this property. Nevertheless, the magnet length,
x3, has values lower than 10mm for all fifteen solutions.

It is visible from Fig. 4.12 that the design {6, 1.6} offers the highest force
density and hence the lowest active volume. The design {7, 1.6} presents the
lowest total mass, still the difference between these two solutions in terms of
mass is less than 1kg, therefore negligible. Concerning the translator mass,
which adds to the unsprung mass, the design {6, 1.6} is not characterized by
the lowest value. The configurations with higher number of pole-pairs present
a lower translator mass. However, this cannot be stated as a conclusion since
the minimization of solely the translator mass was not the objective of the
optimization.

The copper loss, PCu, for the given translator-stator relative position and
the required output force, is also indicated in the respective tables. The values
range from 450W to 560W and they are used as input in (4.26) to calculate the
peak temperature for the coarse model. It can be observed that the temperature
constraint does not become active for any of the optimization solutions and, as
expected, the designs with a lower outer radius are characterized by a higher
temperature due to the smaller outer surface available for heat removal.

The numerical or computational result that has to be mentioned is given by
the number of performed AOSM iterations. Namely, all solutions are obtained
within ten algorithm iterations, which implies that a reduced number of FE
simulations, i.e., one FE solution per algorithm iteration, are necessary to obtain
the solutions presented in Tables 4.5, 4.6 and 4.7. Therefore, considering that
the time required for the evaluation and optimization of the coarse model is
negligible, the total computational effort for fifteen solutions is small.
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Table 4.5: AOSM results obtained for 4, 5, 6, 7, 8 pole-pairs and the design
constraint B0 = 1.0T.

B0 = 1.0T

npp 4 5 6 7 8

x1(mm) 2.00 2.00 2.00 2.00 2.00

x2(mm) 40.75 34.54 30.38 27.64 25.47

x3(mm) 2.89 3.41 4.03 4.69 5.51

x4(mm) 47.87 47.31 48.58 50.03 51.66

x5(mm) 7.36 5.66 4.75 4.22 3.90

x6(mm) 49.62 40.31 33.95 29.32 25.80

x7(mm) 20.54 15.99 13.30 11.43 10.07

x8(mm) 6.26 5.44 4.67 4.59 3.56

Lst(mm) 43.00 43.00 43.00 43.00 43.00

ra(mm) 103.9 95.92 92.74 91.58 91.54

rg/ra 0.444 0.422 0.398 0.380 0.365

Force density(kN/m3) 137.2 151.5 163.5 168.8 169.9

Specific force(N/kg) 20.93 24.85 26.70 27.45 27.49

PCu(W) 488.3 480.8 485.8 497.0 510.5

Tp(
◦C)(coarse model) 80.68 84.17 86.39 88.16 89.46

Translator mass(kg) 28.36 21.95 18.36 16.42 15.21

Total mass(kg) 104.0 87.02 80.29 77.66 77.21

Iterations 8 8 7 8 8
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Table 4.6: AOSM results obtained for 4, 5, 6, 7, 8 pole-pairs and the design
constraint B0 = 1.3T.

B0 = 1.3T

npp 4 5 6 7 8

x1(mm) 2.00 2.00 2.00 2.00 2.00

x2(mm) 36.22 31.53 28.11 25.42 23.36

x3(mm) 4.09 4.62 5.15 6.04 6.99

x4(mm) 36.09 36.80 37.37 38.49 39.66

x5(mm) 5.10 4.15 3.46 2.97 2.63

x6(mm) 49.62 40.31 33.95 29.32 25.80

x7(mm) 14.88 11.94 9.99 8.52 7.43

x8(mm) 9.10 7.47 6.32 5.51 4.89

Lst(mm) 43.00 43.00 43.00 43.00 43.00

ra(mm) 86.50 82.10 79.09 77.91 77.65

rg/ra 0.494 0.470 0.452 0.436 0.423

Force density(kN/m3) 183.9 206.8 225.6 233.8 236.4

Specific force(N/kg) 32.31 36.04 39.09 40.46 40.85

PCu(W) 466.8 458.8 452.5 464.0 480.0

Tp(
◦C)(coarse model) 91.42 93.08 94.21 96.53 98.78

Translator mass(kg) 24.36 20.02 17.22 15.58 14.65

Total mass(kg) 69.26 61.48 56.40 54.11 53.29

Iterations 9 8 10 7 7



4.3. AOSM size optimization of the tubular actuator 99

Table 4.7: AOSM results obtained for 4, 5, 6, 7, 8 pole-pairs and the design
constraint B0 = 1.6T.

B0 = 1.6T

npp 4 5 6 7 8

x1(mm) 2.00 2.00 2.00 6.47 13.67

x2(mm) 32.34 28.86 25.94 20.38 15.50

x3(mm) 5.33 6.07 7.14 8.01 8.32

x4(mm) 32.86 34.19 35.67 37.20 35.84

x5(mm) 3.90 3.17 2.58 2.16 2.00

x6(mm) 49.62 40.31 33.95 29.32 25.80

x7(mm) 10.62 8.68 7.17 6.02 5.49

x8(mm) 11.23 9.09 7.73 6.76 5.85

Lst(mm) 43.00 43.00 43.00 43.00 43.00

ra(mm) 79.43 77.29 76.34 77.20 78.34

rg/ra 0.506 0.484 0.466 0.457 0.485

Force density(kN/m3) 234.8 247.7 253.8 248.0 241.6

Specific force(N/kg) 40.58 42.92 44.29 43.88 43.44

PCu(W) 489.2 497.3 518.8 557.2 549.9

Tp(
◦C)(coarse model) 101.8 104.2 107.8 112.1 109.5

Translator mass(kg) 21.43 21.12 18.06 16.56 16.67

Total mass(kg) 55.74 54.49 51.13 50.46 50.65

Iterations 9 8 8 8 9
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Figure 4.12: Force density as a function of the number of pole-pairs and the
imposed B0 constraints.
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Figure 4.13: Actuator outer radius, ra (mm), as a function of the number of
pole-pairs and the imposed B0 constraint.
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Figure 4.14: Normalized airgap radius, rg/ra, as a function of the number of
pole-pairs and the imposed B0 constraint.
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Figure 4.16: Translator mass as a function of the number of pole-pairs and the
imposed B0 constraint.
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The design with the highest force density, i.e., {6, 1.6}, is chosen for further
analysis. Characteristics like the associated cogging force, the static force versus
displacement output, the static temperature distribution and transient behavior
are investigated in Section 4.4.

4.4 Solution post-processing

The actuator solution with six stator pole-pairs obtained for B0 = 1.6T is
analyzed in this section. Firstly, the static force versus displacement responses
and the eddy-current damping are analyzed. Secondly, the minimization of the
cogging force by means of translator skewing and its effects on the back-EMF
are discussed, and thirdly, the temperature rise and distribution are estimated
by means of FE analysis.

4.4.1 Force response

The total force output in an electromagnetic actuator can be divided into
three components:

- the main component is the mutual alignment force which is given by the
interaction between the magnetic field associated with the translator mag-
nets and the stator currents;

- the reluctance component is due to winding self-inductance variations
which are a function of the translator position; this force component gen-
erates so-called preferred translator-stator relative positions which corre-
spond to the positions of maximum coil inductance;

- the cogging component appears due to the interaction between the trans-
lator magnets and the slotted stator structure, i.e., the attraction of the
permanent magnets to the salient portions of the stator iron; it also intro-
duces preferred translator-stator alignment positions which correspond to
the positions of minimum magnetic reluctance.

In most actuator types the reluctance and cogging forces are unwanted effects
since they produce force ripples which, if not eliminated through design, need
to be compensated by means of the control strategy. Nonetheless, in the case of
the switched reluctance machines or any short-stroke reluctance actuator, the
reluctance force represents the principle of operation. The same applies for the
cogging force, i.e., it is generally an undesired phenomenon in the long-stroke



104 Chapter 4. Case I: Tubular linear actuator for active suspension

machines but it can be a very important force component in various short-stroke
actuators (Chapter 5). These two force components are very similar in nature
since, in the calculation of the reluctance force, the positions of maximum coil
inductance correspond to the positions of minimum magnetic reluctance, and
hence the name of this force component. Furthermore, if the magnets would
be replaced by equivalent coils, the cogging force would be then calculated as a
reluctance force.

The cogging force is calculated for a translator displacement equal to one
pole-pair length, i.e., 360 electrical degrees, considering the FE model employed
as a fine model in the previous section, with no stator excitation. Using the
same static model with a position dependent sinusoidal excitation, the total
actuator static force is calculated. The obtained results are shown in Figs. 4.18
and 4.19, respectively. As mentioned above, for both linear and rotary actuators
the cogging force is caused by the interaction of the translator magnets with the
slotted stator. However, due to the finite stator length of a tubular actuator, a
second source of cogging force appears, i.e., the interaction between the field of
the permanent magnets and the stator-ends. The sum of these two components
is shown in Fig. 4.18. If the total cogging is subtracted from the total output
force, the mutual alignment force is obtained (Fig. 4.19). The mean value of
the total force has a value of 2260N, i.e., 11.5% higher than the given design
specification, F0 = 2000N. Nevertheless, the design specification is satisfied for
the initial position which is considered in the definition of the optimization
problems. The peak cogging force 445N represents almost 20% of the mean
output force and, therefore, it introduces very high ripples. As it can be seen
in Fig. 4.19, the mutual force component is itself characterized by high ripples
with maximum values of 350N, i.e., 15.5% of the mean value.

Force ripples are present in any long-stroke electromagnetic actuator. They
represent a disturbance on the system in which the actuator is integrated and
an environmental noise pollution due to the associated vibrations. Ideally, they
can be eliminated through design and control strategy, however, in practice,
these effects are only minimized to an acceptable level.

The cause of the high cogging force is the magnet length, x3, which is, for
example, almost double compared to the magnet length obtained for the ac-
tuator configuration {6, 1.0}. In order to illustrate this, the actuator solution
{6, 1.0} is analyzed. The cogging force response for the design {6, 1.0}, given
in Fig. 4.22, has an amplitude of less than half of the value obtained for the
{6, 1.6} configuration. Furthermore, for comparison, the flux density distribu-
tion for the actuator solutions {6, 1.0} and {6, 1.6} is given in Figs. 4.20 and
4.21, respectively. Consequently, it can be concluded that the design {6, 1.0}



4.4. Solution post-processing 105

0 90 180 270 360
−600

−400

−200

0

200

400

600

Electrical degrees

C
o
g
g
in

g
 f

o
rc

e 
(N

)

 

 

cogging force

mean value

Figure 4.18: Cogging force for the actuator configuration {6, 1.6}.
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Figure 4.19: Static force response for the actuator configuration {6, 1.6}, where
the mutual alignment force is obtained by subtracting the cogging force, shown
in Fig. 4.18, from the total force response.
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Figure 4.20: Flux density distribution for the actuator configuration {6, 1.0}.

Figure 4.21: Flux density distribution for the actuator configuration {6, 1.6}.
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Figure 4.22: Cogging force for the actuator configuration {6, 1.0}.

offers an improved force output in terms of cogging, however it is characterized
by a significantly lower force density and it does not satisfy the geometrical
constraints. Therefore, if needed, a compromise may be found, for example, in
the intermediate design solution {6, 1.3}.

Further, the translator displacement causes a variation of the magnetic flux
density within both stator and translator. According to Faraday’s law of elec-
tromagnetic induction, electromotive forces are induced by a varying magnetic
flux, which leads to the appearance of closed-loop currents, or eddy-currents,
within the conductive materials, i.e., iron-core and magnets. The direction of
the eddy-currents is such that the generated magnetic field opposes the change
of the original field. Consequently, the interaction of the two magnetic fields
generates a repulsion force which opposes to the translator movement. The
amplitude of the repulsion force is dependent on the speed of movement of the
translator, which resembles a damping force characteristic. No lamination has
been considered, thus the contribution of the eddy-currents damping is expected
to be significant. The effects of this phenomenon can be predicted only by means
of time-dependent, transient analysis. Two sets of results are given in Fig. 4.23,
i.e., a translator displacement along 360 electrical degrees for a speed of 0.5m/s
and 1m/s, respectively, in open-circuit conditions. The cogging force component
can be recognized in both characteristics, however displaced into the negative
half-plane, which indicates the presence of a damping force that opposes the
translator movement and is dependent on its speed. The mean values of the
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Figure 4.23: Transient force response under open-circuit conditions for a trans-
lator speed of 0.5m/s and 1m/s; the mean value of the force response is shifted
because of the damping force component caused by eddy-currents.

force responses are displaced by 285N and 540N for 0.5m/s and 1m/s, respec-
tively. For most applications, the eddy current damping would be minimized
by laminating the iron core. However, this approach is particularly difficult for
tubular actuators. In order to maximize the performance of the machine, a
tubular structure should be laminated in the axial direction with a radial dis-
tribution of the lamination layers. However, as such it is not possible to obtain
laminations of constant thickness, since the lamination thickness would increase
along the actuator radius. Another option would be to perform lamination in
the radial plane, but this would result in lamination layers being perpendicular
on the magnetic flux path in the stator and translator back-iron, thus increasing
the effective airgap and reducing the airgap flux density. A mixed laminated
structure, with both radial and axial layers according to the orientation of the
magnetic flux paths is theoretically possible, nonetheless it would be probably
the most expensive option and would still affect the performance of the actuator.

On the contrary, considering the nature of the automotive application, eddy-
current damping is a rather desired feature and the lamination of the iron core
may not be required. The eddy current damping can be considered as the elec-
tromagnetic equivalent of the classical hydraulic damping especially if combined
with regenerative damping. However, a compromise has to be made for an ac-
tive suspension system considering the following: on one hand, eddy current
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Figure 4.24: Static actuator force for zero displacement as a function of the
coil peak current density, Jp, where the negative values are used to indicate the
reversed direction of the current.

damping is viewed as a possible safety system when a failure of the electrical
components of the electromagnetic active suspension occurs. On the other hand,
this damping component cannot be switched on and off (it can be compensated
at the expense of power consumption) and a high damping component would
reduce the bandwidth of the entire suspension system, therefore, compromising
one of the major advantages of a fully active electromagnetic suspension. As
such, a certain contribution of the eddy-current damping is indeed necessary
for fault conditions but not as the main damping force component. The mean
damping force values obtained for this actuator configuration provide about 25%
of the necessary damping force. Hence a rather reduced damping force would
be available in case of an actuator or system failure.

Two other aspects that need investigation are: what current density value
is required to achieve the specified peak forces and the associated potential
demagnetization of the translator magnets. For this purpose, the force for the
initial stroke position is calculated as a function of the stator coil current density.
The results are depicted in Fig. 4.24 and they show a quasi-linear current-force
dependency. An output force of 4kN is achievable for a current density of
10A/mm2 and the safety peak force of 7.54kN (anti-roll + rebound damping)
requires a current density of 20A/mm2, hence two and four times the nominal
peak current density, respectively. For the highest current density value, i.e.,
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Figure 4.25: Magnet radial flux density at a peak current density of 10A/mm2

.

Figure 4.26: Magnet radial flux density at a peak current density of 20A/mm2.
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20A/mm2, Figs. 4.25 and 4.26 depict the distribution of the radial flux density
vector over the magnet longitudinal cross-section for two adjacent translator
magnets and for positive and negative peak current. In both cases the total
radial field has a direction identical to the polarization of the magnets and
the minimum flux density value is 0.4T approximately, which, for modern PM
materials as the one suggested in Appendix C, stands well within the second
quadrant of the PM demagnetization curve with a sufficient reserve of coercive
force.

Returning to the actuator force versus displacement response which is severely
affected by ripples, the following section discusses in more detail the minimiza-
tion of the cogging force by means of skewing.

4.4.2 Translator skewing

The cogging force and the force ripples due to the winding distribution and
the harmonics of the magnetic field can be minimized by means of stator or
translator skewing, which reduces the high gradients in the change of the flux
linkage as a function of translator position. However, at the same time, the
flux linkage is reduced and thereby the back-EMF and the mean output force
are affected due to skewing. An optimal skewed configuration is in fact a com-
promise between a minimized cogging force and ripples and a minimal loss of
the back-EMF amplitude. The back-EMF shown in Fig. 4.27 is calculated in a
transient FE simulation for a translator speed of 1m/s and one turn per stator
coil (six turns correspond to one phase).

A schematic representation of stator and translator linear skewing next to a
non-skewed topology are shown in Fig. 4.28 where, for an simpler two dimen-
sional representation, the tubular actuator is shown unrolled. The force vectors
which act on the stator coils are also depicted in the figure in order to reveal
the fundamental difference between the two options. With stator skewing, the
stator coils are not anymore perpendicular on the direction of movement, hence
the angle of the force vector is modified and the axial force component decreases
while a radial component appears and introduces a torque around the actuator
axis of symmetry. The radial forces can be canceled by means of symmetric
skewing, however the amplitude of the axial force can be significantly reduced
with the increase of the skew angle. Furthermore, stator skewing brings tech-
nological difficulties since the manufacturing of a skewed stator part is more
complicated and the also winding of the stator coils becomes rather difficult. In
contrast, skewing the translator magnets does not modify the angle of the force
vector since the direction of the flux density vector remains unchanged. The
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Figure 4.27: Back-EMF for a translator speed of 1m/s.

manufacturing of skewed full translator magnets increases the manufacturing
costs, however, especially with surface mounted magnets, a piecewise skewed
topology realized with arc shaped magnets is a cheaper but viable alternative.

Two skewed topologies are investigated in this section, i.e., triangular and
sinusoidal. A tubular skewing topology has to be periodical in order to cancel
out all force components other than axial, which due to the tubular structure
may introduce torques in both radial and axial planes. This is achieved by
utilizing periodical skewing profiles with at least two circumferential periods
[87]. The resulting triangular and sinusoidal patterns with minimum number of
circumferential periods are shown in Fig. 4.29a and b. An accurate calculation
of the resulting tubular actuator topologies would require 3D FE analysis which
suffers from rather high computational demands. A semi-analytical approach,
verified in [87], is also adopted here. It consists of a shift and add method
starting from a single 2D FE axial-symmetric solution, e.g., the cogging response
given in Figs. 4.18. The translator surface is divided into longitudinal layers
which are shifted in axial direction according to the given skewing profiles (Fig.
4.29c and d), therefore resulting in a discrete approximation of the ideal pattern.
Each layer has an associated shifted response waveform with an amplitude given
by a fraction of the original waveform. The total skewed response curve is then
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Figure 4.28: Schematic representation of stator and translator skewing: (a) no
skewing, (b) stator skewing and (c) translator skewing.
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Figure 4.30: Normalized cogging force amplitude as a function of the skew angle.

obtained as the sum of shifted fractional waveforms, i.e.,

ysk(δz) =
1

nl

nl
∑

k=1

yusk (Tsk(δz , k)) , (4.28)

where ysk and yusk are the skewed and unskewed waveforms, respectively, δz is
the skew angle, nl is the number of layers and Tsk represents the skew transfor-
mation.

The effects of translator skewing on the cogging force amplitude and RMS
and THD values of back-EMF are studied for a skew angle range up to 100 elec-
trical degrees. The results are shown in Figs. 4.30, 4.31 and 4.32 where also a
linear skewing pattern is presented for comparison purposes. It can be observed
that the sinusoidal skewing provides the fastest drop for all three considered
quantities, i.e., sinusoidal skewing requires a smaller skew angle to obtain the
same result as the other two patterns. Nevertheless, the triangular pattern pro-
vides very similar results. Figure 4.31 shows that a 10% reduction in the RMS
back-EMF is attained at δz = 38 electrical degrees. If then only the lower skew
angles are considered, there are two points within which may be considered
(quasi-)optimal, i.e., for δz = 26 and δz = 36 electrical degrees. In the first
case, a lower cogging amplitude is given by the sinusoidal pattern, while in the
second case, an improved THD value is provided by the triangular pattern. The
differences are rather small, however the difference for the THD value than for
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Figure 4.31: Normalized RMS back-EMF as a function of the skew angle.
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Figure 4.32: THD of back-EMF as a function of the skew angle.
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Figure 4.33: Cogging force comparison between the non-skewed and skewed
topologies, where the triangular pattern with a skewing angle, δz, of 36 electrical
degrees is considered.
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Figure 4.34: Back-EMF comparison between the non-skewed and skewed topolo-
gies, where the triangular pattern with a skewing angle, δz, of 36 electrical
degrees is considered.
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the cogging force. The resulting skewed cogging force and back-EMF waveforms
for an angle δz = 36 electrical degrees are given in Fig. 4.33 and 4.34. A cogging
force reduction of 66.5% is achieved, which means that the cogging amplitude
is now 149N or 6.6% from the total mean force. The RMS back-EMF has been
reduced by 7.8%, however the THD has been minimized by 88% and is now
only 2.1%, hence, the back-EMF presents an almost sinusoidal profile. Conse-
quently, the mutual force ripples caused by the sinusoidal excitation and the
original trapezoidal back-EMF will be also significantly attenuated. Different
skewing angles for the stator teeth and the stator ends, therefore independent
minimization of tooth-cogging and end-cogging, are also possible. It is shown in
[87] how such an option can provide an improved reduction of the total cogging
force. As a last remark, a 3D FE analysis is necessary in order to study the
effects which cannot be projected in a 2D model, such as the three-dimensional
distribution of the magnet flux leakage since this can affect the total flux linkage
and hence the output force.

4.4.3 Temperature rise and distribution

The most critical aspect which can affect the performance of the actuator
is the internal temperature distribution and the heat dissipation. High tem-
perature levels can cause the degradation of the permanent magnets leading
to irreversible demagnetization or the destruction of the coil insulation with a
potential safety hazard. The prediction of the temperature distribution is a
necessary step in the design of an electromagnetic actuator. However, com-
pared with magnetic field simulations, more care is necessary when performing
thermal simulations due to the fact that several critical model parameters, e.g.,
conduction, convection and radiation coefficients, which depend on geometri-
cal properties and material distribution, are rather difficult to estimate without
actual measurements.

A thermal design constraint has been included only in the optimization of
the coarse model. The statement about the sufficient accuracy of the simpli-
fied temperature prediction given by (4.26) can be confirmed by static thermal
FE analysis, nevertheless a simplifying assumption is necessary. In order to
introduce (4.26) it was assumed that the temperature distribution within the
actuator volume is uniform where this should be expected for component ma-
terials with high thermal conductivities. However, due to the coil insulation
and slot lining material, the equivalent winding thermal conductivity drops to
values, i.e., 1 - 10 W/mK, which are considerably lower than the one for the
surrounding stator iron, i.e., 45W/mK. Consequently, two static simulations are
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Table 4.8: Thermal material properties.

Thermal conductivity Specific heat

(W/mK) (J/kgK)

Air 0.026 1007

NdFeb magnet 9 440

Copper 400 385

Iron 45 448

Aluminum 237.5 951

considered: firstly, coil insulation or stator lining are not considered, hence, the
thermal conductivity of the winding region is set to the generic value for solid
copper, i.e., 400W/mK, and secondly, a thermal conductivity of 4.5W/mK is
attributed to this region, where this value is reported in the literature as a result
of measurements [88] (thermal properties of the involved materials are listed in
Table 4.8). Furthermore, in the first case, the convection boundary is defined
only on the stator outer surface (as in the coarse model), whilst in the second
case the boundary is defined over the entire outer actuator surface. The result-
ing temperature distributions for the two cases are shown in Fig. 4.35. The peak
temperature in the first case is 101.4◦C, i.e., 2.7◦C higher than the coarse model
value, and the temperature is indeed almost evenly distributed, hence it can be
concluded that a good agreement exists between the two models. In the second
case, which depicts the more realistic situation, the peak temperature is, rather
coincidentally, very close to the value from the first case, i.e., 104.1◦C, however,
due to the extended convection boundary and the lower thermal conductivity
of the winding region, a clear temperature gradient is visible. In this case, the
temperature of the magnet region is at least 15◦C lower than the peak value. It
needs mentioning that the value of the copper resistivity is, as with the coarse
model, defined for a temperature of 130◦C. The resulting peak temperature is
less than this reference value, thus a simple iterative loop can be implemented
to adjust the copper loss to the actual temperature and obtain a more accurate
result. A reduction in copper loss and peak temperature of approximately 10%
would then be obtained.

It should be noted that the performance of modern magnetic and insulation
materials allows for rather high operating temperatures. For example, synthetic
insulation materials are capable of continuous operation at temperatures up to
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(a) (b)

Figure 4.35: Temperature distribution: (a) a thermal conductivity of 400W/mK
for the slot region and no slot insulation is considered, and (b) a reduced thermal
conductivity of 4.5W/mK is considered for the slot region region, where this
value is reported in the literature as a result of measurements [88].
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Figure 4.36: FE simulated peak temperature rise time from an initial tempera-
ture of 130◦C.

250◦ [89] and different types of neodymium sintered magnets permit operating
temperatures of up to 180◦ [90], with good demagnetization withstand capabil-
ities. Hence, the temperature levels shown in Fig. 4.35b are within acceptable
margins and should even allow for an increased current density that would lead
to a rise in force density.

Both thermal and magnetic design should be viewed more at a system level.
If a current vehicle model is considered, the tubular actuator would be integrated
in a rather unsuited environment since the available power supplies and ther-
mal management are not necessarily designed to integrate a high force density
electromagnetic actuator. For sustained force output higher than the nominal
and at the same time for safety reasons, force cooling should be integrated or
direct air cooling should be improved by means of aerodynamic design of the
car-body. The classical option of heat-sinks and fans mounted on the stator
could be adopted, nonetheless it would lead to an unwanted increase in actu-
ator volume. Independent heat-sinks connected to the actuator through high
conductivity heat pipes and forced cooled by fans or free airflow may represent
a better solution. Water cooling may be considered in a similar arrangement.
Furthermore, thermal isolation between the engine compartment and the sus-
pension struts is recommended.
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As specified in Chapter 2, a peak force of 4000N is required for a maximum
duration of one minute. Hence, it is necessary to estimate the temperature rise
within one minute starting from the nominal steady-state value of 104.1◦C. A
transient thermal FE model is implemented with a peak excitation current of
10A/mm2 and the copper loss calculated as before for the reference temperature
of 130◦C. From the time-dependent temperature response indicated in Fig. 4.36
it can be estimated that a negligible temperature rise, i.e., 8◦C, is obtained after
one minute and hence the peak anti-roll force may be attainable even without
forced cooling.

A final observation needs to be mentioned, i.e., given the specific low voltage
requirements of the automotive application, a winding configuration with a low
number of turns has to be considered. Two options, with influence on both
electromagnetic and thermal properties, are possible: several parallel strands of
thin wire per coil turn or solid thick wires can be considered. A higher packing
factor, virtually zero AC resistance and reduced thermal conductivity along the
wire length are the characteristics of the first option, whilst a lower packing
factor (can be improved by utilizing rectangularly shaped wires), an increased
AC resistance due to skin-effects and higher thermal conductivity along the
wire length are the properties of the second option. Considering the actuator
cooling, the last property associated with thick wires may be favorable, since
heat flow would occur also along the wire length. The study of this phenomenon
is not possible with axial-symmetric FE models since heat flow occurs only in
the circumferential direction, consequently, 3D FE analysis is required.

Several static and dynamic characteristics of the design solution chosen in
Section 4.3.3 are investigated in this section in an attempt to give insight into
further necessary design steps. The general conclusions about the considered
SM based approach and viability of the proposed technological solution are
summarized in the final section of this chapter.

4.5 Conclusions and remarks

Preliminary design considerations and a number of size optimization prob-
lems for a tubular PM actuator configuration are discussed and solved in this
chapter. The obtained results indicate that a high force density actuator is
required for the electromagnetic active suspension and, furthermore, that the
considered slotted tubular PM actuator can fulfill the requirements defined in
Section 2.5, namely, a nominal static force of 2kN within the available space
envelope. Pre-design actuator configurations have been obtained by means of
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AOSM optimization, i.e., fundamental sizes and stator configuration in terms
of number of pole-pairs. It needs to be mentioned that all obtained solutions
have to be interpreted as having only local optimality. Static and dynamic
characteristics, e.g., total and cogging force response, damping force caused
by eddy-currents, are investigated and the positive and negative effects of two
skewing topologies are studied.

Comparison of the optimization results indicates that a design solution must
be a compromise between high force/power density and reduced parasitic ef-
fects, e.g., force ripples. Several of the obtained solutions satisfy the imposed
constraints and can be further considered for an extended electromagnetic and
mechanical design procedure. Furthermore, the design of the power supply, the
control system and the thermal management system is necessary.

The tubular PM actuator is integrated in a hybrid active suspension solu-
tion where the mass of the vehicle is sustained by mechanical springs. A large
power consumption would be associated with a tubular actuator designed to,
additionally, take over the function of the mechanical spring. Furthermore, no
existing type of electromagnetic actuator can provide the spring characteristic
without power consumption and additional control forces for the damping re-
quirements. Therefore, a new type of electromagnetic actuator is synthesized
and dimensioned by means of AOSM-based shape optimization in Chapter 5.



5
Case II: Novel electromagnetic spring for

active suspension

5.1 Introduction

A novel configuration of electromagnetic actuator, with a potential appli-
cation in automotive active suspension, is proposed and investigated in this
chapter. In addition to the functions discussed in Chapter 4, i.e., anti-roll and
damping, this actuator should also provide the support force for the vehicle mass
without power consumption, therefore, eliminating the necessity of incorporat-
ing a mechanical spring in the suspension strut. Furthermore, this so-called
passive response should present the same linear force characteristic as the me-
chanical spring. Considering the large force required to support the vehicle mass
and the fact that electromagnetic actuators are generally characterized by non-
linear responses, the mentioned design requirements lead to a rather challenging
design problem.

As discussed in the previous chapter, a cogging component is present in
the force response of linear PM actuators. This force component is caused
by the interaction between the stator slots/ends and the translator permanent

123
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magnets, i.e., the stator and translator attempt to align in such a way that min-
imal magnetic reluctance is achieved, hence, maximum stored magnetic energy.
Therefore, when moving the translator through a slotted stator, with no wind-
ing excitation, the cogging force acts either forward or backward relative to the
direction of motion. As this force is purely caused by the interaction between
the magnets and the stator iron, the cogging force is a zero-power force. In gen-
eral, the cogging force is considered to be an undesired component because it
introduces a periodical perturbation or ripple in the total force response. How-
ever, this force component can also be exploited in order to obtain a zero-power
linear response for an electromagnetic spring (ELMASP). This idea has been in-
vestigated in [25] where a pre-prototype ELMASP has been modeled and build.
Section 5.1.1 presents briefly the characteristics of this pre-prototype, denoted
as the α-ELMASP, nevertheless an extension of this initial design is necessary
because the provided force output is about ten times less than required and a
redesign of the α-ELMASP leads in Section 5.3 to an unfeasible solution due
to a very large size. Noting that the amplitude and shape of the zero-power
response characteristic will be determined solely by the geometry of the actua-
tor, the design problem will be approached in two steps. Firstly, a new actuator
topology is proposed in Section 5.4 with the actual dimensions of the actuator
being determined by means of AOSM optimization, having as design objective
the passive force response which is defined in Section 5.2. The experimental
validation of this actuator solution and its zero-power response is also presented
in Section 5.4. Secondly, the design is extended in Section 5.6 by incorporat-
ing active elements, i.e., excitation coils, with a novel commutation scheme that
provides the coverage of the response envelope defined in Section 5.2. The terms
passive and active will be used to differentiate between the two design steps and
operation principles.

The equation of motion for a suspension strut is given by:

mz̈ = kz + dż + Fact, (5.1)

where m is the mass, k is the spring stiffness, d is the damping coefficient, Fact

is the actuator force and z, ż and z̈, are the position, velocity and acceleration
respectively. If the mechanical spring and hydraulic damper are removed and
actuator force is divided into subcomponents, the above equation can be written
as:

mz̈ = [km + ki(i)]z + [diron + di(i)]ż, (5.2)

where km and diron are the passive electromagnetic spring stiffness and damping
coefficient and ki(i) and di(i) are the active electromagnetic spring stiffness and
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damping coefficient. These coefficients indicate the possible force production
mechanisms in the ELMASP:

1. km - cogging force,

2. ki and di - mutual alignment and reluctance force in actuator mode,

3. diron - (passive) reaction force due to the eddy currents induced in the
iron core,

4. ki and di - (controllable) reaction force in generator mode.

The design approach in this thesis concentrates on the first two terms, km and
ki. The damping properties will only be checked as a post-processing step. The
above definition of the coefficients is not necessarily unique and might be even
confusing considering that they cannot be unequivocally related to their me-
chanical counterparts. Supposing that diron and di are zero, an electromagnetic
actuator can very well provide ’damping forces’ due to its (controllable) active
force response represented here by kiz. Therefore, from electromagnetic point
of view, it makes more sense to talk about the envelope of the force response,
as introduced in Section 5.2) because this covers both spring (needed for the
vehicle mass support and roll compensation) and damping responses (needed
for vibration compensation). Nonetheless, the damping force generated by the
induced eddy currents could significantly affect the performance of the actuator
and it should be included in the investigation.

5.1.1 A pre-prototype: the α-ELMASP

An ELMASP pre-prototype, hereafter referred to as the α-ELMASP, has
been investigated in [25] where simulated data has been verified by means of
measurements. This tubular electromagnetic spring was built for verification
purposes using commercially available components, therefore it is not an opti-
mized design. A coil is incorporated in the translator slot, which allows for vari-
ation of the spring stiffness by means of an excitation current. The α-ELMASP
has an axial-symmetric configuration which allows for reduced 2D representa-
tion and modeling. Figure 5.1 shows the configuration of the actuator and the
considered sizes. Aluminum is used for non-magnetic parts of the prototype.
Standard mildsteel (1010 steel) is used as the soft-magnetic material, where the
hard magnetic material is bonded NdFeB. The coil incorporates 105 turns, each
having a cross-section of 2.65mm2, resulting in a copper filling factor of 0.56.
Further details about the material properties and the measurements setup are
given in [25].
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Figure 5.1: Geometrical configurations and dimensions of the α-ELMASP pre-
prototype.

As shown in Fig. 5.2, the FE response, Ffe, and the measured force, Fmeas,
for the α-ELMASP prototype with no excitation current have a high correlation.
The active response is also given in Fig. 5.2, where the excitation current takes
the values of -15.0A and 15.0A, respectively, which corresponds to a wire current
density of -5.67A/mm2 and 5.67A/mm2. All measured characteristics present
two lines, due to the hysteresis effect occurring in the iron core because the
magnitude of the field varies as a function of the displacement.

Even though the α-ELMASP is a reduced-scale and not optimized pre-
prototype, it offers the fundamental concept for the design of an innovative
full-size actuator. However it is shown in Section 5.4 that the topology given in
Fig. 5.1 cannot satisfy the full-scale design requirements and thus a modified
configuration is proposed in this chapter.

5.2 Design requirements: the output force envelope

The most relevant design requirement for the ELMASP is a linear passive
force output with a stiffness, ks, of 30kN/m, as obtained in Chapter 2 from the
measurements of the mechanical spring. The force amplitude at the middle of
its stroke range must be equal to the static nominal force given in Table 2.7,
i.e., 4.41kN. Following from the data shown in Chapter 2, Fig. 2.11 and Table
2.5, the stroke range can be approximated to 0.14-0.16m. Consequently, a linear
passive force response as given in Fig. 5.3 is obtained. It can be observed that,
if extrapolated, this characteristic would not cross the origin. Is is expected that
the actuator will have a nonlinear response with a rapidly increasing force value
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Figure 5.2: Measured (lines) and calculated (circles) response characteristics for
the α-ELMASP.

at the beginning of the stroke and enter the desired linear region at a displace-
ment value of 0.01m. If the passive linear response would start from the origin,
the initial value of 1.7kN would be reached at a displacement of 0.056m, there-
fore resulting in a unnecessary increase of the total stroke by approximatively
25% which will also requires an increased actuator length. Fig. 5.3 indicates the
lower and upper boundaries of the actuator force envelope. These boundary val-
ues are determined following the same reasoning as in Section 4.3.1, i.e., a force
output of 4kN should be sufficient to cover both typical anti-roll and damping
requirements. However, the anti-roll component of the output force is required
for the upper region of the stroke because anti-roll forces have to be provided
by the actuators placed on the side of the vehicle found on the outer-side of
a curve and these forces will be added to the passive response. Therefore, the
force envelope can be reduced in the lower stroke region in order to account
mostly for the damping requirements.

As an extra remark, if the anti-roll and damping are viewed as independently
occurring regimes, they can be represented in Fig. 5.3 as vertical and horizontal
trajectories, respectively. In an ideal anti-roll regime, the vehicle body-roll is
zero which means that the actuator displacement has to be zero and thus the
actuator force will follow a vertical trajectory around the passive equilibrium
point. In an ideal damping regime, no vibrations should be transmitted from
the road to the sprung mass, through the unsprung mass, which means that
the actuator force has to remain constant and the displacement will follow a
horizontal trajectory around the passive equilibrium point.
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Figure 5.3: ELMASP required passive response and total force envelope.

The force envelope defined by the lower and upper boundaries in Fig. 5.3 is
not a strict design requirement. The main focus in this chapter is on the passive
response which will be considered in the definition of the design optimization
problem in the following section.

5.3 AOSM size optimization of the α-ELMASP

The α-ELMASP pre-prototype, presented in Section 5.1.1, provides a max-
imum passive force response of almost 600N, while the full scale requirement
indicated in Fig. 5.3 is 6.5kN. The first step in the design of a full scale pro-
totype is to investigate if the α-ELMASP configuration can fulfill the design
requirements. For this purpose, the AOSM technique is implemented to solve
a size optimization problem considering the most relevant design specifications,
i.e., to determine if the α-ELMASP concept can provide linear passive response
as defined in Section 5.2 while satisfying the physical constraints imposed by
the available volumetric envelope.

5.3.1 Design specifications and problem formulation

Considering the actuator configuration from Fig. 5.1, a set of seven design
variables is introduced (the translator excitation coil is disregarded), as shown
in Fig. 5.4. The volumetric envelope is defined by the geometrical parameters
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Figure 5.4: α-ELMASP design variables.

introduced for the tubular actuator in Table 4.1, i.e., a maximum axial length
La ≤ Lt = 0.6m and a maximum radius ra ≤ rt = 0.08m. The optimization
problem is implemented in a relaxed form in order to facilitate a solution. A
design requirement for the force response is imposed explicitly for the maximum
value of 6.5kN, not for the entire characteristic, thus only one equality constraint
is introduced. Noting that the actuator length is defined by La = 3x7, its
corresponding geometrical constraint could be imposed by means of the upper
bound constraint for the variable x7. However, in the α-ELMASP configuration
there is intrinsic dependency between the stroke range and the axial length, i.e.,
La ≥ 3s, and, as visible from Fig. 5.3, the total stroke range of the actuator
will be at least 0.170m. Thus, the respective constraint will be violated and
the upper bounds on the variable x7 is used to limit the violation margin.
The requirement related to the maximum radius is introduced in the form of
the objective function, i.e., the minimization of the outer actuator radius. As
shown in Fig. 5.4, two independent design variables are introduced to define
the respective lengths of the two translator teeth. In this way, the degrees-of-
freedom of the optimization problem are increased and a more unconventional
design solution is possible. One of the factors which significantly influences the
shape of the force characteristic is the magnetic flux density amplitude in the
iron core. Therefore, two additional constraints on the amplitude of the flux
density in the translator and stator back-iron are introduced. These constraints
are imposed only in the coarse model because the exact fine model values are
not significant, only their influence on the force response. No linear equality or
inequality constraints are defined. Table 5.1 summarizes the mentioned design
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Table 5.1: Design requirements.

Electromagnetic

Maximum force F |z=0.170 = F0 = 6.5kN

Flux density Bcoarse
i ≤ B0 = 0.3T

Geometric

Outer radius ra ≤ rt = 0.08m

Design domain xlow = [0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.175]m

xup = [0.200, 0.400, 0.200, 0.200, 0.200, 0.200, 0.185]m

requirements and the optimization problem can be formulated as follows:

minimize F(x), x ∈ X ⊆ R
7,

subject to gi(x) ≤ 0, i = 1, . . . , 2,

hj(x) = 0, j = 1,

(5.3)

where the nonlinear constraints are

gi = Bcoarse
i −B0, i = {1, 2} (5.4)

and
hi = Fj − F0, j = 1. (5.5)

5.3.2 Coarse and fine models

Similar to the approach from the Chapter 4, the coarse and fine models
chosen are a MEC model and an FE model, respectively.

Coarse model

Even though the force response for only one position is required, the considered
MEC model can provide the entire force versus displacement response, i.e., the
reluctance elements are position dependent. The following simplifying assump-
tions are included: the iron core and PM materials are considered linear, with
a relative magnetic permeability and a relative recoil permeability as indicated
in Table 4.2. In contrast to the case of the tubular actuator where the airgap
fringing flux can be neglected, the α-ELMASP force response is significantly
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Figure 5.5: α-ELMASP MEC model.

influenced by the air flux paths and fringing end-effects since the α-ELMASP
cogging force is in fact end-cogging. The MEC model is depicted in Fig. 5.5
and the system matrix and source vector for the resulting system of equations,
together with the expressions of the reluctance elements and MMF sources, as
functions of the design variables, are given in Appendix B.3.

After solving the system R ·Φ = f , the flux density values within the defined
magnetic paths can be determined. Further, the total magnetic co-energy can
be approximated by

W ′ =
1

2

n
∑

i=1

B2
i

µi

Vi (5.6)

where Bi, µi and Vi are the flux density, magnetic permeability and volume
corresponding to the reluctance element Ri, with n = 19. Consequently, the
force is determined from

F = −
∂W ′

∂z
|I=const., (5.7)

where I represent the magnet MMF in this case.

Fine model

A reduced FE model of the actuator is possible due to its axial-symmetry and
is implemented using the magnetostatic solver of the Maxwell 2D software
package [84].
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Figure 5.6: AOSM convergence history for the α-ELMASP solution, i.e., the
convergence of the fine model force response.

5.3.3 Results

Five iterations were sufficient for the AOSM routine to converge to the solu-
tion x = [0.001, 0.185, 0.001, 0.001, 0.007, 0.075, 0.175] and reach the force spec-
ification within the pre-defined precision of 1%. The convergence history is
shown in Fig. 5.6, i.e., the convergence of the fine model force response. The
actuator force response for this design solution, shown in Fig. 5.7 together with
the passive specification, approximates the required passive characteristic. How-
ever, the actuator outer radius is 0.27m, which is a value much larger than the
required 0.08m. Several trials, with different values of the constraint imposed
on the back-iron flux density, have been performed and similar results have been
obtained. This indicates that a design solution based on the α-ELMASP con-
figuration is rather improbable. Consequently, a modified actuator topology is
necessary and a possible solution is proposed in the next section.

5.4 Novel ELMASP topology

Many possible actuator configurations which could satisfy the specified de-
sign requirements may exist. However, it is beyond the scope of this thesis to
identify several possible solutions. This chapter proposes and verifies a novel
proof-of-concept ELMASP topology, which is derived from the α-ELMASP de-



5.4. Novel ELMASP topology 133

0 0.05 0.1 0.15 0.2
0

1000

2000

3000

4000

5000

6000

7000

Displacement (m)

F
o
rc

e 
(N

)

 

 

passive specification

α-ELMASP response

Figure 5.7: Force response of the AOSM α-ELMASP solution.

sign. An international patent [91] related to the ELMASP concept has been
issued. As already mentioned, the focus is oriented on the passive response
specification. The active elements are considered at a later stage as an addi-
tion to the passive solution. A linear active force versus displacement response
would be desired, however, it is not strictly required because the active regime
would be in general a dynamic regime with rather random trajectories in the
force versus displacement plane.

There are two main design goals, in addition to the linear force output,
which have to be undertaken, i.e., an increased force density in order to reduce
the actuator volume and the minimization of the translator mass (the unsprung
mass). Therefore, the following design modifications are introduced:

• the stator is extended with one pole pitch, which is defined by x7 in the
case of the α-ELMASP, in order to increase the effective airgap volume;

• to provide for a reduced translator mass, a double stator (double airgap)
configuration is chosen and the translator back-iron is eliminated;

• the new translator is composed from two PMs interconnected by an iron-
core element;

• in order to assure the structural strength of the translator, a non-magnetic
back-plate has to be considered; this plate will increase the effective airgap
length and its thickness is considered as a design variable;
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• the stator magnets are shifted by one pole-pitch and stator iron teeth are
introduced.

These design choices lead to a rather different actuator configuration which is
shown in Fig. 5.8. In the initial position, as shown in the Fig. 5.8, there are
two preferred magnetic flux paths flowing in the axial plane: the first closes
through the lower translator magnet, the lower stator teeth and back-iron, the
lower stator magnets and translator iron core, and the second closes through
the upper translator magnet, the upper stator teeth and back-iron, the lower
stator magnets and translator iron core. Very little flux will link the upper
stator magnets. At this position the main flux paths are the shortest, therefore
a maximum flux linkage is achieved and, thus, this is the preferred aligned
translator position. If the translator is displaced in the positive z -direction, a
negative force will be exerted on the translator which will tend to move it back
in the aligned position. In contrast to the α-ELMASP, two force components
can be identified:

• a cogging force component given by the interaction between the translator
magnets and the slotted iron structure of the stator;

• a mutual repulsion force (the equivalent of the mutual alignment force
defined in Section 4.4) exerted between the stator and translator magnets
due to their opposite magnetization.

Noting that when the translator is displaced in the positive axial direction, the
translator and stator magnets will partially overlap and due to their opposite
magnetization there is a risk of demagnetization. This aspect has to be taken
into account in the design process. The design procedure for the passive response
characteristic is undertaken in the following section.

5.5 Passive design: AOSM shape-optimization

Compared to the previously discussed optimization problems, i.e., the tubu-
lar actuator in Section 4.3 and the α-ELMASP in Section 5.3, the ELMASP
design problem has a significantly increased difficulty level due to the higher
number of design variables and constraints. As shown in Fig. 5.8, the number
of design variables has increased to eighteen. Furthermore, two design variables
are assigned to each stator teeth and, therefore, sloped-face teeth are allowed
as a possible solution. This also defines the optimization problem as a shape
optimization problem.
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Figure 5.8: Novel ELMASP topology and the corresponding design variables.
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5.5.1 Design specifications and problem statement

There are three main design goals which have to be formulated into an
optimal design problem, i.e.,

• a linear force versus displacement response with a force stiffness ks =
30kN/m;

• a reduced outer actuator radius;

• the minimization of the translator mass.

An additional geometric requirement is related to the actuator axial length,
however, as with the α-ELMASP, there is an intrinsic dependency between the
stroke range and the actuator axial length. The actuator pole-pitch, x8, has a
lower bound given by the maximum stroke and noting the axial length of the
actuator is La = 4x8 it becomes clear that the violation of this geometrical
constraint is even larger than in the α-ELMASP. It can be argued that a stroke
range of up to 0.17m is not realistic because, in practice, the suspension travel
is much smaller. Consequently, the actuator axial length can be reduced by
specifying a shorter stroke range. Nevertheless, the scope of the thesis is to
provide a proof-of-concept design and hence the total length of the actuator is
not strictly imposed.

The linear profile is better constrained by choosing a large number of points
at which the ELMASP force response should match the specifications. How-
ever, this is also increases the number of FE simulations and, thus, the total
calculation time. As less points as possible should be used. Noting that the
design requirements specify that a constant force stiffness should be obtained
and that the stiffness can be approximated by finite differences, pairs of neigh-
boring points have been defined in Section 5.2 at the initial, middle and end
stroke, i.e., at 0.01, 0.02, 0.095, 0.105, 0.16 and 0.17m. The actual calculation
of the stiffness coefficient is not necessary. The force response constraints are
reinforced with the addition of two extra points at 0.05 and 0.14m.

The ELMASP force response is constrained to the first six points defined
on the passive specification from Fig. 5.3. As described in Chapter 2, the
vehicle suspension strut includes a rubber bump-stop which introduces a very
steep increases of the spring stiffness towards the maximum displacement. The
linearity of the passive actuator response is not critical in this region due to
the fact that the spring stiffness introduced by the bump-stop is dominant.
The actuator outer radius, ra, is limited by introducing the linear inequality
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constraint

ra = x1 + max(x4, x7) + 2g + x9 + max(x12, x15) + x17 + x18 ≤ rt, (5.8)

where the additional linear constraints are defined to limit the length of the
stator teeth to the maximum given by the length of stator magnets, i.e,

x2, x3, x5, x6 ≤ max(x4, x7),

x10, x11, x13, x14 ≤ max(x12, x15).
(5.9)

These constraints are introduced with the scope of reducing the effective airgap
length and limit the PM leakage flux through the adjacent stator teeth.

Additional geometrical constraints are considered in order to reduce the PM
demagnetization risk, thus, the translator magnet thickness is constrained to be
equal to the added thickness of the stator magnets:

x9 = x4 + x7,

x9 = x12 + x15.
(5.10)

In this manner, the resultant magnet MMF, when the stator and translator
magnets are overlapping, is zero and there are no dominant magnets along a
flux path. It is understood, that this is an idealized constraint and that its
actual effectiveness will be verified in post-processing. Nevertheless, following
from (5.10) two design variables become dependent variables and can be elim-
inated, hence, the variables x12 and x15 are disregarded and the total number
of variables is reduced to sixteen.

Following the same reasoning as in Section 5.3, the back-iron flux densities
are limited only in the coarse model. The translator mass is defined as the
optimization objective, i.e.,

F(x) = Mtr(x). (5.11)

Therefore the resulting optimization problem is given by:

minimize F(x), x ∈ X ⊆ R
16,

subject to gi(x) ≤ 0, i = 1, . . . , 2,

hj(x) = 0, j = 1,

A · x ≤ b,

(5.12)

where the nonlinear constraints are

gi = Bcoarse
i −B0, i = {1, . . . , 9} (5.13)
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Table 5.2: Design requirements.

Electromagnetic

Force F0 = [1.70, 2.00, 2.90, 4.25, 4.55, 5.60]kN

Displacement z = [0.010, 0.020, 0.050, 0.095, 0.105, 0.140]m

Flux density Bcoarse
i ≤ B0 = 5T

Geometric

Outer radius ra ≤ rt = 0.08m

Design domain xlow = [0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.190, . . .

0.002, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001, 0.001]m

xup = [0.050, 0.050, 0.050, 0.050, 0.050, 0.050, 0.050, 0.210, . . .

0.050, 0.050, 0.050, 0.050, 0.050, 0.050, 0.050, 0.020]m

Table 5.3: Material properties and design parameters.

Material properties

PM mass density ρm = 7700kg/m3

Iron mass density ρFe = 7650kg/m3

PM remanent flux density Br = 1.15T

Other parameters

Airgap length g = 0.001m

and

hi = Fj − F0, j = {1, . . . , 6} (5.14)

with the corresponding design requirements being given in Table 5.2.

5.5.2 Coarse and fine models

The same model choice as in the previous sections is considered, i.e., a MEC
model and an FE model. The material properties and other design parameters
considered for the implementation of the models are given in Table 5.3.
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Coarse model

The ELMASP MEC model is shown in Fig. 5.9. This model follows the same
simplifying assumption as for the α-ELMASP and it provides a position de-
pendent force response. However, because of the extended and double stator
structure, the influence of the end-fringing flux is less significant. The length of
the stator teeth is defined by two design variables, thus, it is also necessary to
define variable reluctance elements which take into account the face-slope of the
stator teeth, where this translates into position dependent airgap reluctances.
The derivation of the reluctance elements and MMF sources is done in a simi-
lar manner as for the tubular PM actuator (Section 4.3.2) and the α-ELMASP
(Section 5.3.2), however, due to a very large size, the system matrix and the
expressions of the MMF sources and the reluctance elements are not detailed
further in this thesis. The total magnetic co-energy is calculated using (5.6) and
the force for each displacement value is determined from (5.7).

Fine model

The axial-symmetric geometrical configuration of the ELMASP allows for a 2D
FE magnetostatic model [84] to be considered.

5.5.3 Results

For this design problem only a pseudo-convergence has been obtained. The
force constraints have not been reached within a precision of 1%. As visible
in Fig. 5.10, four of the constraints are reached within the required precision
after ten iterations, one constraint is within 5% and the another has a divergent
trend. It also needs noting that the constraint imposed on the outer actuator
radius has been relaxed from 0.08m to 0.1m due to the fact that no solution has
been obtained with the initial constraint value.

The causes for this convergence behavior can be explained by analyzing the
results of the coarse model optimization performed at each AOSM iteration.
In the case of the new ELMASP design, a rather poor success rate has been
obtained with the coarse model optimization by means of the SQP routine,
which has been used successfully in the case of the linear PM actuator and
the α-ELMASP. Therefore, a different algorithm has been employed, i.e., the
CONDOR optimization algorithm [92]. This algorithm proved to be better
suited for this problem. One drawback of the version employed is that only
nonlinear inequality constraints are supported. However, the force response
constraint is an equality constraint which had to be included by augmentation
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Figure 5.9: ELMASP MEC model.



5.5. Passive design: AOSM shape-optimization 141

1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

Iterations

R
el

a
ti

v
e 

E
rr

o
r 

(%
)

Response 1

 

 

rel. err.

1%

5%

(a)

1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

Iterations

R
el

a
ti

v
e 

E
rr

o
r 

(%
)

Response 2

 

 

rel. err.

1%

5%

(b)

1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

Iterations

R
el

a
ti

v
e 

E
rr

o
r 

(%
)

Response 3

 

 

rel. err.

1%

5%

(c)

1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

Iterations

R
el

a
ti

v
e 

E
rr

o
r 

(%
)

Response 4

 

 

rel. err.

1%

5%

(d)

1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

Iterations

R
el

a
ti

v
e 

E
rr

o
r 

(%
)

Response 5

 

 

rel. err.

1%

5%

(e)

1 2 3 4 5 6 7 8 9 10 11
0

10

20

30

40

50

60

Iterations

R
el

a
ti

v
e 

E
rr

o
r 

(%
)

Response 6

 

 

rel. err.

1%

5%

(f)

Figure 5.10: AOSM convergence history for the novel ELMASP solution, i.e.,
the convergence history of the fine model force respons for the six imposed values
given in Table 5.2, where the sub-figures (a) to (f) correspond to the fine model
responses 1 to 6, respectively.
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of the original objective function. The l1 penalty function approach, described
in Section 3.2.6, is considered for this purpose. Consequently, the objective
function from (5.11) becomes

F(x) = Mtr(x) + ν

6
∑

k=1

|hk(x)|, (5.15)

where hk are given by (5.14). As discussed in Section 3.2.6, a lower accuracy
can be expected from this type of implementation. Nevertheless, perhaps the
dominant source of errors is the coarse model itself. This design example is useful
in showing the limitations of the MEC models in optimization. The coarse model
force response for the optimal solutions obtained at each iteration are showed
in Fig. 5.11 and Fig. 5.12 together with the respective specification. It can be
observed that the coarse model is not able to match the imposed specification
for the first part of the stroke range. This error, present in the coarse model
solution, affects the accuracy of the entire algorithm, a fact clearly observed
in the fine model response which does not meet the design specification at the
same displacement values. In general, MEC models can provide reasonable good
approximations for given geometries and fixed dimensions. However, if position
dependent responses are required, nonlinear material properties are dominant or
significant size variations are performed, MEC models can become inefficient.
This is also the case here. Although, the solution is closely approached, the
required accuracy is not obtained.

The resulting design solution, actuator radius, translator mass and total ac-
tuator mass are given in Table 5.4. It can be observed that the translator mass,
Mtr = 24.38kg, represents only 14.95% of the total actuator mass. However
the total actuator mass, Mt = 163.75kg is very large compared to the tubular
actuator solutions obtained in Chapter 4, nevertheless, for a different force re-
quirement. The force density and the specific force values are slightly higher
than the values obtained in the previous chapter. However, these results are
obtained by considering the force output for the largest displacement value of,
i.e., F |z=0.17 = 6.5kN. If the force output for the middle translator position is
considered, i.e., F |z=0.10 = 4.4kN, then a force density of 195.83kN/m3 is ob-
tained. The force versus displacement output is plotted in Fig. 5.13a. Further,
by differentiating the force response with respect to the displacement, the force
stiffness characteristic shown in Fig. 5.13b is obtained. Excluding the minimum
and maximum displacement values, the stiffness coefficient presents deviations
of more than 10% from the given specification of 30kN/m excluding the initial
values.
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Figure 5.11: Coarse model force response compared to the coarse model speci-
fications, where the points at which the coarse model does not match the speci-
fications are encircled; the sub-figures (a) to (f) correspond to the coarse model
force response for the AOSM iterations 1 to 6, respectively.
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Figure 5.12: Coarse model force response compared to the coarse model specifi-
cations, where the points at which the coarse model does not match the specifi-
cations are encircled; the sub-figures (a) to (d) correspond to the coarse model
force response for the AOSM iterations 7 to 10, respectively.
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Table 5.4: Design variables and properties for the AOSM solution, i.e., the tenth
iteration, and the result obtained at the second AOSM iteration which is chosen
to derive the ELMASP prototype.

ASOM solution Iter. no. 2 ⇒ Prototype

x1(mm) 41.49 39.24 36.0

x2(mm) 1.00 1.00 1.0

x3(mm) 8.23 9.91 9.9

x4(mm) 2.74 1.43 -

x5(mm) 7.29 7.99 8.0

x6(mm) 7.97 9.14 9.1

x7(mm) 8.23 9.91 -

x8(mm) 190.0 191.1 175.0

x9(mm) 12.29 13.17 13.2

x10(mm) 1.00 3.66 5.2

x11(mm) 9.57 11.73 13.2

x12(mm) 9.56 11.73 13.2

x13(mm) 2.32 5.11 6.6

x14(mm) 9.56 11.73 13.2

x15(mm) 4.07 3.26 13.2

x16(mm) 14.09 12.54 12.5

x17(mm) 8.11 8.39 12.0

x18(mm) 1.22 2.85 2.9

La(mm) 760.0 764.3 700.0

ra(mm) 97.10 99.85 101.7

Force density(kN/m3) 289.3 271.5 313.9

Specific force(N/kg) 39.7 37.5 43.5

Translator mass(kg) 24.38 29.48 27.3

Total mass(kg) 163.7 173.3 164.2
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An analysis of all the iterations performed reveals another set of design vari-
ables which, even though it is just an intermediate step, provides a very linear
response characteristic. This set of design variables corresponds to the second
iteration and the associated force response is shown in Fig. 5.13a together with
the characteristic given by the AOSM solution. The force stiffness corresponding
to this second response is shown in Fig. 5.13b. In spite of a characteristic which
is slightly shifted down in comparison to the design specification and which is
also deviated at the initial displacement point, this set of variables provides a
stiffness coefficient with significantly smaller deviations for most of the stroke
range.

As mentioned before, a linear passive response is the primary design goal.
Consequently, even though the result of the second iteration is not an optimal
solution, this set of variables will be considered for further investigation instead
of the actual solution. The variables and the design properties of the second
iteration ELMASP configuration are given in Table 5.4. This design is used to
derive the experimental prototype.

The experimental prototype is build to verify the passive response of the
chosen ELMASP design. The implementation of the prototype and the results
of the measurements are discussed in Section 5.5.4. Further, in Section 5.6, the
design is extended by incorporating excitation coils and the active ELMASP
response is investigated. Due to practical reasons related to the experimental
setup and also the active design, several modifications of the passive design are
introduced here.

The results given in Table 5.4 show that for both lower and upper pairs
of stator magnets, one of the two magnets is much shorter then the other.
This may indicate that perhaps the inclusion of magnets on both inner and
outer stator is not necessary. Therefore, the inner stator magnets are removed
and their respective thicknesses are added to the outer stator magnets, i.e.,
x12 = 11.73 + x4 = 13.17mm and x15 = 3.26 + x7 = 13.17mm. This design
change serves two purposes:

• both stator and translator magnets have now the same thickness which
allows an easier manufacturing process;

• the space made available on the inner stator will be used to implement
the excitation coils for the active design in Section 5.6.

The increase of the outer stator magnet thickness leads to an increase in the
outer airgap length and total radius. The distance between the stator back-iron
and the mover back-plate is given by the airgap length, g, and the thicker stator
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Figure 5.13: Force response (a) and force stiffness (b) comparisons between the
ELMASP solutions corresponding to second and tenth AOSM iterations.
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magnet. By increasing the magnet thickness, the stator teeth and back-iron are
shifted by approximately 1.5mm, which leads to an increase in airgap length in
the region facing the stator teeth. To compensate, the outer stator teeth length,
x10, x11, x13 and x14, is increased by 1.5mm.

In order to stabilize the concentric stator-translator alignment, a linear ball-
bearing system is included in place of the shaft considered in the modeling of
the actuator. Due to a standard dimension of the linear bearing, i.e., a radius
of 12mm, the dimension of the inner stator back-iron is slightly reduced.

For ease of manufacturing, the translator back-plate has been moved to the
inner side of the translator, therefore, allowing the attachment of the stator
magnets on its outer surface.

A final design choice is made to reduce the total actuator length, based on
the assumptions that, firstly, a smaller stroke range is necessary in practice
and, secondly, the upper region of the force response will be dominated by the
included bump-stop. Therefore, the pole-pitch is reduced from 191.1mm to
175mm.

The resulting prototype sizes are listed in Table 5.4. The effects of the
proposed modifications are tested by means of FE analysis. Figure 5.14 shows
the axial cross-section corresponding to the FE model of the prototype and the
distribution of magnetic flux density for zero displacement. It can be observed
that several regions of the iron core are deeply driven into magnetic saturation.
The obtained force output, shown in Fig. 5.15a has shifted above the passive
specification, but it still preserves its linear profile.

5.5.4 Experimental setup and measurements

A proof-of-concept prototype has been built using the set of design variables
indicated in Table 5.4. The following materials have been used:

• standard mild steel for the stator and translator iron core;

• NdFeB magnets, with a remanent flux density of 1.15T;

• four sliding bearings have been manufactured to fit into the inner and
outer airgaps in between the stator teeth and the translator;

• the rubber bump-stop from the BMW suspension strut analyzed in Chap-
ter 2 has been fitted in the ELMASP.

The component parts of the prototype at different manufacturing stages are
shown in Fig. 5.16. It can be observed from 5.16a and b that both stator and
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Figure 5.14: ELMASP prototype cross-section and distribution of magnetic flux
density.
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Figure 5.15: Simulated force response (a) and force stiffness (b) for the ELMASP
prototype.
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(a) (b)

(c) (d)

Figure 5.16: ELMASP prototype during the manufacturing process: (a) trans-
lator with segment magnets, (b) inner stator with sliding bearing, (c) assembled
stator, and (d) assembled actuator.

translator magnets have been assembled from small magnet segments. This
approach is based on the following considerations:

• high forces are exerted between the magnets and the iron core due the
high strength magnetic material used;

• the relative high brittleness of the NdFeB material;

• difficult magnetization process of radially magnetized cylinder magnets.

The purpose of the measurements is to verify the static passive response
of the ELMASP prototype. A 1-DOF force sensor, with a maximum load of
2000kg, is used in an experimental setup where the ELMASP translator is loaded
with the help of a hydraulic piston (Fig. 5.17). Several measurement cycles,
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i.e., from the aligned position to the maximum displacement and back, have
been performed. The averages of the measured characteristics are shown in Fig.
5.18 together with the FE force response obtained in the previous section. Two
significant deviations from the ideal FE curve can be observed:

• the up-stroke and down-stroke characteristics are shifted above and below,
respectively, relative to the FE predicted response;

• large dips are present on both curves.

However, two expected results are also visible:

• the average of the up-stroke and down-stroke responses, given in Fig. 5.19
matches closely the simulated curve;

• excluding the large dips, the measured average presents the expected linear
profile.

Furthermore, a nonlinear region at the end of the stroke appears due to the
presence of the rubber bump-stop.

The causes for the above mentioned undesired effects can be identified. There
are two causes which could lead to the almost symmetrical shift of the up-stroke
and down-stroke responses, i.e., magnetic hysteresis and friction forces. The
magnetic hysteresis has been observed also in the case of the α-ELMASP, in
Section 5.1.1, nevertheless, with a very small influence on the total force out-
put. It is more probable that the shifted responses are caused by very large
friction forces in the sliding bearing. These forces can exist due to several rea-
sons: manufacturing tolerances, a stator-translator axial or radial misalignment
that causes large radial forces to appear or an unsuited bearing material or con-
figuration, e.g., a longer a linear sliding bearing increases the probability that
this occurs. This hysteresis effect, of both magnetic and mechanical nature, was
a predictable occurrence, nevertheless, at a smaller scale.

The second observation, related to the large dips affecting the force response,
is of higher interest because its cause can be identified in the magnetic design of
the prototype. As previously mentioned, both stator and translator magnets are
assembled from small magnet segments, as shown in Fig. 5.16a. Each magnet
is composed of four rows of small segments, where, due to the manufacturing
tolerances, a small gap is present in between these rows. Furthermore, a per-
turbation of the magnetization properties could be expected at the sides of the
magnet segments. These two combined appear to have a significant influence
on the prototype force response. It is visible in Fig. 5.18 that the force dips



5.5. Passive design: AOSM shape-optimization 153

Figure 5.17: Measurements setup: a 2000kg force sensor is used to measure the
ELMASP force response where a hydraulic pump provides translator load.
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Figure 5.18: Experimental results: the up-stroke (compression), down-stroke
(extension) and their average compared with the FE prototype response.
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Figure 5.19: Experimental response compared to the FE response with seg-
mented magnets and the FE response with the added bump-stop characteristic.
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appear at intervals of 43.75mm which corresponds to the length of the magnet
segments. In order to verify this hypothesis, the ELMASP FE model is modified
to include four magnet rows separated by a gap of 0.5mm. The results obtained
are shown in Fig. 5.19 and it confirms indeed the cause of the force dips. In
the same figure the bump-stop characteristic is added to the FE response to
obtain a closer comparison with the average of the experimental response. One
possible solution to this undesired effect is the zig-zag arrangement of the mag-
nets or any other pattern such as the skewing patterns used in linear machines.
However, although these patterns will reduce the dips, it has to be verified by
means of 3D FE modeling if the number of force dips, with a reduced amplitude,
is not actually multiplied. Another option, and probably the preferred one, is
to use only one row of long segment magnets. For this approach, a dedicated
assembling equipment might be necessary due to the much higher chance for
the magnets to be damaged.

Even though significant disturbances of the prototype force response have
been observed, their causes can be identified and they can be eliminated in a
future setup. Therefore, it can be concluded from this section that the experi-
mental results confirm the predicted high passive force level and linear behavior
of the ELMASP concept. Before advancing to the active design, a transient
response of the passive design can be verified, i.e., the amplitude of the eddy-
current damping.

5.5.5 Passive eddy-current damping

The translator displacement causes a variation of the magnetic flux density
within both stator and translator. According to Faraday’s law of electromag-
netic induction, electromotive forces are induced by a varying magnetic flux,
which leads to the appearance of closed-loop currents, or eddy-currents, within
the conductive materials, i.e., iron-core and magnets. The direction of the eddy-
currents is such that the generated magnetic field opposes the change of the
original field. Consequently, the interaction of the two magnetic fields generates
a repulsion force which opposes to the translator movement. The amplitude of
the repulsion force is dependent on the speed of movement of the translator,
which resembles a damping force characteristic.

The generation of damping forces due to the eddy-current phenomenon
presents both advantages and disadvantages. An advantage is that a passive
damping force is always present, even in the case of a power failure, and a
disadvantage is the limitation of the dynamic performance of the actuator. To
evaluate the eddy-current damping, two time-dependent FE simulations are per-
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Figure 5.20: Damping forces caused by the eddy currents at 0.5m/s and 1m/s
compared to the static force response.

formed for translator speeds of 0.5m/s and 1m/s. The results are shown in Fig.
5.20 together with the passive response for comparison. The actuator response
is shifted by approximately 400N at 0.5m/s and 700N at 1m/s. The second
value shows that about one third of the nominal damping force, i.e., 2000N at
1m/s, is passively provided and the remaining force range has to be actively
provided.

5.6 Active design

The obtained passive design provides the spring characteristic necessary for
the support of the vehicle weight and added load. Therefore, a design extension
is necessary in order to incorporate excitation coils to provide an additional
force component for active vibration and roll compensation. The coils can be
integrated in the space available on the inner stator since the magnets have been
removed in the prototype design. A detailed view of the lower inner stator slot
is given in Fig. 5.21. Two coils, carrying an excitation currents with opposite
orientations, are placed in the slot in order to add a positive or negative MMF
contribution to the main flux paths, i.e., to strengthen or weaken the main
magnetic flux, thus, varying the force output of the ELMASP.

A series of FE simulations obtained for a varying coil width, cw, at a fixed
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Figure 5.21: The inner-stator magnet is replaced by two excitation coils with
fixed width.
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Figure 5.22: Influence of the coil width over the active force response.
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current amplitude, are shown in Fig. 5.22. The figure clearly indicates that
the ELMASP response can be shifted in both negative and positive directions.
However, the active force response presents a very non-linear profile where the
amplitude of the force response varies significantly. It could be concluded that,
in order to obtain a constant shift of the force response as a function of displace-
ment for a given coil width, a position dependent current amplitude should be
used. Furthermore, the rather large amplitude variations of the active responses
indicate that the amplitude of the excitation current, for a given curve, would
be also characterized by large position dependent variations.

Nevertheless, an important additional observation can be extracted from Fig.
5.22, i.e., the peaks of the active force characteristics are directly dependent on
the coil width and they occur at displacements values equal to the coil width.
In other words, a maximum force value is achieved at a translator displacement
value where the upper edge of the stator magnets ’intersect’ the edges of the
stator coils, as shown in Fig. 5.21. This effect is given by the fact that the
highest field gradients exist at the coil and magnet edges and, therefore, the
highest magnetic energy gradient as a function of translator position, which
translates into a peak force, is found at this particular relative displacement.
This observation suggests that a relatively constant shift of the force response
could be obtained with a displacement dependent coil width.

5.6.1 Novel design of commutated coils for active ELMASP response

Following from the above observation, a novel design configuration of the ex-
citation coils, for which an international patent [93] has been issued, is proposed
in this section. As shown in Fig. 5.23a, the two coils are completely filling the
stator slot and their are assigned complementary dimensions, i.e., cl + cu = x8.
Further, in the ideal case the width of the lower coil in the slot is equal to the
translator displacement, i.e.,

cl = d,

cu = x8 − d.
(5.16)

This coil configuration is implemented in the ELMASP FE model and the cor-
responding simulation results, where the coil current density is varied between
-20A/mm2 and +20A/mm2 and a slot filling factor of 0.5 is assumed, are shown
in Fig. 5.24. Compared to the results from Fig. 5.22, the varying width coils
provide a significantly improved active response considering that, especially for
lower current densities, the active response presents a linear shift relative to the
passive response. The nonlinear effects which affect the force output for higher
current density values are caused by the nonlinear material properties of the
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(a)

(b)

Figure 5.23: Novel coil geometry: (a) the ideal configuration in which the coil
width varies continuously with the displacement, and (b) a commutated multi-
coil configuration for the practical implementation.

iron-core.
However, a continuously varying coil width is only an idealized solution.

Therefore, for practical implementations, a multi-coil configuration with an as-
sociated commutation scheme is proposed. Such an arrangement is shown in
Fig. 5.23b where a set of seventeen coils are proposed. The switch of the current
direction is realized when the translator upper edge overlaps the upper edge of
a coil. This multi-coil configuration introduces a saw-tooth ripple of the force
output, as shown by Fig. 5.25. An increased number of coils leads to decreased
ripple amplitude, but an increased ripple frequency.

Given the opposite magnetization direction of the stator and translator mag-
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Figure 5.24: ELMASP force response for a continuously varying coil width
configuration for (a) positive and (b) negative current excitation with different
values of current density.
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Figure 5.25: Comparison between the response for the ideal coil and the multi-
coil configuration: (a) the force response for the entire displacement range,
(b) detailed view in which the saw-tooth ripple, introduced by the multi-coil
configuration, is visible.
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nets, a potential risk of permanent demagnetization exist. The addition of exci-
tation coils increases even further this risk. Therefore, by means of the ELMASP
FE model the demagnetization risk is investigated in the following section.

5.6.2 Demagnetization verification

The risk of demagnetization is assessed by investigating the strength of the
demagnetizing fields. Four situations are discussed, i.e., the demagnetizing field
for partially and fully overlapped magnets is calculated for both the passive and
active regimes. The distribution of field strength vector, for a pair of stator and
translator magnets, for the passive regime in Fig. 5.26 and for the active regime
in Fig. 5.27.

The BH-characteristic of the used NdFeB magnets, given in Appendix C, is
used as a reference. At ambient temperature, irreversible demagnetization oc-
curs if the amplitude of the demagnetizing field reaches -1390kA/m. This places
the so-called knee of the BH-characteristic well within the third quadrant. In
the passive regime, the overlapping magnets are canceling each other’s fields. A
value of the demagnetizing field of approximately -900A/m indicates that the
magnetic flux density is zero. In the active regime, although a stronger demag-
netizing field affects the stator magnet and the operating point is within the
third quadrant, the values are still lower than the demagnetization threshold.
However, due to a possible temperature rise in the active regime, the value of the
demagnetization threshold can decrease significantly and irreversible demagne-
tization may occur. Therefore, a thorough investigation of thermal design and
management for the ELMASP has to be undertaken. However, noting that the
obtained design solution does not satisfy the geometrical constraints defined in
Section 2.5, this investigation is not further considered in this thesis. An im-
provement of the obtained electromagnetic design, considering also topological
modifications, for an even higher force density is necessary before addressing
the issues related to the power supply requirements and thermal management.

5.7 Conclusions and remarks

A novel electromagnetic spring topology is introduced in this chapter. The
proposed topology is based on a double airgap configuration and is characterized
by both a passive response, which mimics the behavior of a mechanical spring,
and an active regime necessary for vehicle body-roll control and vibration com-
pensation.
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(a) (b)

(c) (d)

Figure 5.26: Demagnetizing field in the passive regime: (a) partially overlapping
lower magnets, (b) partially overlapping upper magnets, (c) fully overlapping
lower magnets, and (d) fully overlapping upper magnets.
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(a) (b)

(c) (d)

Figure 5.27: Demagnetizing field in the active regime: (a) partially overlapping
lower magnets, (b) partially overlapping upper magnets, (c) fully overlapping
lower magnets, and (d) fully overlapping upper magnets.
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AOSM-based optimization has been employed to derive the passive design
concept. However, the obtained design solution does not satisfy the geometrical
requirements listed in Section 2.5. An experimental prototype has been built
and the predicted passive linear response has been confirmed. Furthermore,
a novel coil configuration that provides the required active response has been
proposed.

The novelty of the proposed ELMASP is given by its non-repetitive geomet-
rical configuration with sloped stator teeth, the linear passive response for a
stroke range of 0.175m with a stiffness of 30kN/m and a peak force of 6.5kN,
and the commutated coil which provides a constant shift of the force profile for
a constant excitation current, independent of the translator position. Two in-
ternational patents have been issued to cover the innovative passive and active
design concepts.





6
Conclusions and recommendations

A novel actuator topology for a fully electromagnetic active suspension solution
that can provide both a zero-power spring characteristic and actuation forces
necessary for vibration damping and vehicle body-roll control has been proposed
in this thesis. No other single actuator solution with these characteristics has
been investigated in the literature up to this moment. The proposed electro-
magnetic spring (ELMASP) is aimed at replacing both spring and damper in
a suspension strut. Two international patents have been issued to cover the
innovative passive and active design concepts. A design solution for the new ac-
tuator topology was obtained by means of a multi-level optimization approach,
i.e., space-mapping (SM). The predicted passive linear spring characteristic has
been confirmed by means of an experimental prototype.

An alternative hybrid configuration, consisting of an existing type of tubular
linear actuator connected in parallel with a mechanical spring has also been
investigated. The obtained results indicate that the considered slotted tubular
PM actuator can fulfill the specified requirements.

Prior to the work related to this thesis only one publication [24] has consid-
ered the SM technique for the design of an electromagnetic actuator, therefore,
an overview of the SM optimization technique and publications resulted from
the framework of this thesis has been presented.

167
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The general conclusions and recommendations are organized according to
the thesis objectives outlined in Section 1.5. Further developments of the design
concept proposed in this thesis are suggested in the final recommendations.

6.1 Space-mapping optimization

The SM optimization techniques allow time-efficient optimization of complex
physical models. This is achieved by replacing a time expensive model, denoted
as a fine model, with a surrogate given by a mapped coarse model. A coarse
model is a simplified physical model with a negligible evaluation time. An itera-
tively improved mapping function is introduced to correct for the misalignment
between coarse and fine model responses. Fundamental aspects of SM optimiza-
tion together with an overview of the existing techniques and design examples
have been presented.

Parameter extraction is an essential subproblem of any input SM algorithm.
It is used to align the surrogate with the fine model at each iteration, however,
the failure of this step impedes the convergence of the algorithm. Implicit or
output mappings, which can be derived from the available sets of coarse and
fine model responses without the necessity for an additional parameter extrac-
tion subproblem, are recommended whenever possible. However, a parameter
extraction step may be required in one of the following situations: (1) if the
sets Z and X do not coincide, an additional input mapping, p : X → Z, can
be introduced or (2) if a significant coarse-fine model misalignment impedes
the convergence of an output mapping based algorithm then the coefficients of
an additional input or implicit mapping can be determined through parameter
extraction.

SM convergence is strongly conditioned by the properties of the chosen coarse
model. If the nonlinearity of the fine model is reflected in the coarse model then
the (input/output/implicit) mapping is expected to involve a reduced nonlinear-
ity [39]. Hence, a good mapping approximation can be found within a reduced
number of iterations. Moreover, this is why SM can exhibit a faster convergence
than that of classical algorithms where, for example, linear or quadratical sur-
rogates are employed to directly approximate the nonlinear fine model, hence
necessitating an increased number of algorithm iterations. Consequently, a good
coarse model is necessary to assure the convergence and efficiency of an SM al-
gorithm. Mathematical guidelines for estimating the quality of a coarse model
have been recently proposed in [94].

A new algorithm variant, i.e., the aggressive output space-mapping (AOSM),
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is proposed in this thesis and has been verified in a number of publications.
The AOSM is derived as an inverse OSM formulation. It employs a linear
mapping constructed with an approximate Jacobian and can be categorized as
a special case of GMM. The AOSM has been successfully employed for the
design problems studied in this thesis. Furthermore, a general scheme for SM
implementation has been proposed.

Several publications, which prove the efficiency of SM optimization compared
with various standard optimization algorithms, have resulted in the framework
of this thesis.

6.2 The tubular linear actuator solution

A tubular, slotted, radially magnetized, PM actuator is considered as being
integrated in a hybrid active suspension solution where the mass of the vehicle
is sustained by mechanical springs. Such configurations have been previously
proposed in the literature. The Bose system [2] is supposed to have a similar
configuration. However, no commercial solution exists up to this moment.

A number of actuator configurations have been obtained by means of AOSM
optimization, i.e., fundamental sizes and stator configuration in terms of the
number of pole-pairs. Several of these designs satisfy the imposed geometrical
constraints and can fit into the same space as the current mechanical suspen-
sion. Static and dynamic characteristics, e.g. total and cogging force response,
back-EMF and damping force caused by eddy-currents have been investigated.
The cogging force reduction by means of magnet skewing techniques has been
discussed.

However, because the obtained configurations are pre-design solutions, com-
plete electromagnetic and mechanical design methodologies have to be under-
taken. The outcome of this thesis helps to emphasize the advantages brought
in by the SM-based optimization algorithm, i.e., a large number of (pre-)design
solutions can be obtained with a reduced computational effort, and provides an
assessment of the suitability of the tubular PM actuator solution.

6.3 The novel electromagnetic spring

The synthesis and design of a new actuator topology for a full electromag-
netic suspension solution has been the main focus of this thesis. Such an ac-
tuator provides both a passive regime which mimics the behavior of a mechan-
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ical spring, and an active regime necessary for vibration damping and vehicle
body-roll control. The corresponding design requirements, e.g., linear passive
response characteristic, high force output and volumetric constraints, lead to a
very challenging design problem. The investigation of an existing pre-prototype
concept showed that a redesign is necessary in order to obtain a significantly
increased force density, thus, reducing the outer dimensions of the actuator. A
novel design is derived in this thesis by considering the following:

• a double stator (double airgap) configuration with an extended stator
length which includes both iron teeth and magnets;

• a translator composed of two magnets interconnected by an iron element.

Firstly, the passive design is undertaken by means of AOSM shape-optimization,
where MEC and FE models are employed as coarse and fine models, respectively.
The algorithm approached a design solution within the first iterations, however,
the pre-defined accuracy criterion has not been entirely satisfied. The causes
for this convergence behavior can be identified in the limitations of the cho-
sen MEC model. Nevertheless, a sub-optimal solution which provides a linear
passive response has been identified and used to obtain an experimental pro-
totype. The experimental measurements have validated the predicted passive
force response. The uniqueness of the proposed actuator topology is given by
its non-repetitive geometrical configuration with sloped stator teeth, and the
linear passive response for a stroke range of 0.175m with a stiffness of 30kN/m
and a peak force of 6.5kN.

Secondly, the passive design has been extended with the inclusion of stator
excitation coils. A novel commutated multi-coil configuration provides a con-
stant shift of the force profile for a constant excitation current, independent of
the translator position. Therefore, the force envelope, introduced as a design
specification, can be fully covered.

6.4 Thesis contributions

The major contributions and output of this thesis can be summarized as
follows:

• identification of the SM applicability to the design of electromagnetic ac-
tuators; prior to the work related to this thesis only one publication [24]
has considered the SM technique for the design of an electromagnetic ac-
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tuator; consequently, the list of publications resulted from the framework
of this thesis brings a real contribution to the current state-of-art;

• a new algorithm variant and an SM implementation scheme for applica-
tions in electromagnetic design;

• SM-based size optimization of a known topology of tubular PM actuator
as a solution for automotive active suspension;

• a novel short-stroke electromagnetic spring topology for automotive ac-
tive suspension and experimental validation of the predicted passive force
response;

• contribution and direct initiation of two international patents;

• seven peer-reviewed journal publications;

• sixteen conference publications.

6.5 Recommendations for future research

6.5.1 Space-mapping and coarse models

The coarse model is at the same time one of the key SM ingredients and
a major cause for algorithm failure. All the numerical examples and design
problems studied in the framework of this thesis, show that MEC models are
a rather good coarse model choice when a static physical device, i.e., both
from time and position point of view, is concerned. For such situations, the
resulting MEC models are very simple and have a negligible evaluation time.
However, MEC models provide only a locally restricted validity because of the
designer pre-defined flux paths, which makes these models rather unsuited for
optimization problems defined on a large domain that can lead to significant
modifications of the geometrical configuration of the concerned physical device.
Furthermore, MEC models become unsuited in situation where the nonlinear
material properties, e.g., iron core magnetic permeability, have dominant effects.
Therefore, it is advisable for other coarse model choices, e.g., analytical or semi-
numerical, to be considered when available. In rather extreme situations, the
time efficiency of an SM technique can be canceled by the time required to tune
an unsuited coarse model.
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6.5.2 Redesign of the electromagnetic spring

The electromagnetic spring design proposed in this thesis shows that it is
possible to combine a linear passive characteristic and an active response within
one electromechanical device. However, the obtained configuration is only a
proof-of-concept and not a feasible alternative to the current active suspension
solutions. An improvement of this concept is necessary. This can be achieved
by considering different basic topologies, i.e., the material distribution and,
perhaps, an unconventional ratio between the volume of soft- and hard- magnetic
materials. In this respect, topology optimization, instead of shape optimization,
could be considered as a design tool.

6.5.3 The future electric car

Given the imminent depletion of the oil resources, the continuous increase in
oil prices and the ever increasing awareness regarding the alternative renewable
energy sources, there is strong global trend nowadays towards the introduction
of fully electric passenger vehicles. The electromagnetic active suspension should
not be viewed anymore only as an option of current luxury vehicles, but as an
intrinsic component of the future highly efficient electric vehicle. A vision of the
not so far future, indicates that the electromagnetic active suspension will be
fully integrated into the total car system, as both an active safety system and
a component in the vehicle energy-recuperation system.
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A.1 Symbols

Symbol Quantity Unit
αk step size -
αk, βk coefficients -
γ roll force distribution -
δr diameter of the trust-region -
δz skew angle el. deg.
ηk preassigned model parameters -
µ, ν penalty multipliers -
µ0 magnetic permeability of vacuum H/m
µrc recoil magnetic permeability -
ρk quality coefficient for a trust-region step -
ρ mass density kg/m3

σ airgap sheer stress N/m2

ϕ roll angle rad
φ auxiliary merit function -
Φm main magnetic flux Wb
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Φ vector of unknowns in the MEC model -
ψm ratio of the body mass acting -

on the front axle
a acceleration m/s2

Aϕ circumferential component of the magnetic Wb/m
vector potential

A,b linear constraints -
A,B,C,D, ... matrices for the state-space representation -
X,Y, V
B magnetic loading T
B magnitude of the magnetic flux density T
Bk Jacobian approximation -
c coarse model -
C force ratio between the wheel mount and -

the actuator
cw, cl, cu coil width m
d displacement m
dk search direction -
dp power duty cycle N
ds damper coefficient Ns/m
f fine model -
f source vector in the MEC model -
fm permanent magnet MMF
F objective function -
Fpen objective function augmented -

with penalty terms
Fact actuator force N
Fanti−rollmax

maximum anti-roll force N
Fbump damper bump force N
Fdyn dynamic vertical roll force N
Fmax maximum force N
Fmean mean force N
Fra force due to the rolling tendency of the N

sprung mass around the vehicle roll-axis
Frebound damper rebound force N
FRMS RMS force N
Fs force due to the rolling tendency of the N

sprung mass around its own center of gravity
Fstat static vehicle weight N
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fu resonant frequency of the unsprung mass Hz
fs resonant frequency of the sprung mass Hz
Fsnom

nominal static force N
Ftv force per translator volume N/m3

Fu force due to the rolling tendency of the N
unsprung mass around its own center of gravity

Fy guiding force along y-axis N
Fz net force along z-axis N
g airgap length m
gi nonlinear inequality constraints -
hc convection coefficient W/(m2K)
HCoG height of the vehicle center of mass m
H Hessian matrix -
hk step length -
hi nonlinear equality constraints -
Hu height of the unsprung center of mass m
Hs height of the sprung center of mass m
I set of positive integers -
I RMS current -
Ineq

pp
total equivalent current per pole-pair A

Ip peak current A
J Jacobian matrix -
Jp peak current density A/m2

kc coarse model nonlinear equality -
and inequality constraints

kf fine model nonlinear equality -
and inequality constraints

ksupport support spring stiffness N/m
krebound rebound spring stiffness N/m
ks spring stiffness N/m
ku tire stiffness N/m
l1, l2 types of penalty functions -
lk linear approximation of the residual -

function r

La actuator length m
Lse length of stator ends m
Lst stator length -
Lt maximum actuator axial length m
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mk approximate model -
ms total sprung mass kg
msq quarter-car sprung mass kg
mtot total vehicle mass kg
Mt total actuator mass kg
Mtr translator mass kg
mu total unsprung mass kg
muq quarter-car unsprung mass kg
nl number of layers -
npp number of pole-pairs -
nz number of conductors -
Ni ampere-turns A·t
o output space-mapping function -
p positive integer -
p input space-mapping function -
P penalty function -
PCu copper loss W
Q electric loading A/m
r residual function -
R magnetic reluctance H−1

ra actuator outer radius m
rg airgap radius m
rt maximum actuator outer radius m
R system matrix for the MEC model -
R set of real numbers -
s stroke m
s manifold-mapping function -
Sa outer stator surface m2

t aggressive output space-mapping function -
T track width m
Ta ambient temperature ◦C
Tp peak temperature ◦C
Trv torque per rotor volume Nm/m3

Tsk skew transformation -
ui, vj Lagrange multipliers -
v velocity m/s
Vs active volume m3

Vtr translator volume m3

w road iregularities m
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wk weighting coefficients -
W ′ magnetic co-energy J
xlow lower boundary for the design variables -
xup upper boundary for the design variables -
x fine model design variables -
x∗ fine model solution -
X̄ feasible region -
X̄ε subset of the feasible region -
x∗

aosm aggressive output space-mapping solution -
x∗

d dual space-mapping solution -
x∗

p primal space-mapping solution -
x∗

osm output space-mapping optimal solution -
x∗

sm input space-mapping optimal solution -
x, y, z cartesian coordinates -
X,Z compact subsets -
y set of design specifications -
ysk skewed waveform -
yusk unskewed waveform -
z coarse model design variables -
z∗ coarse model solution -
z displacement along z-axis m
ż speed along z-axis m/s
z̈ acceleration along z-axis m/s2

A.2 Abbreviations

cpl coupled problem
lc linear constraints
lv local validation
nc nonlinear constraints
qN quasi-Newton
uc unconstrained
ABC Active Body Control
ARC Active Roll Control
ASM aggressive space-mapping
AOSM aggressive output space-mapping
BFGS Broyden-Fletcher-Goldfarb-Shanno
CA coreless actuator
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CFA constant force actuator
CVCA cylindrical voice coil actuator
DHS Dynamic System Handling
DOF degree of freedom
ELMASP electromagnetic spring
EMF electromotive force
EPF exterior penalty function
ER electro-rheological
FE finite element
GMM generalized manifold-mapping
HASM hybrid aggressive space-mapping
ISM implicit space-mapping
KKT Karush-Kuhn-Tucker
MEC magnetic equivalent circuit
MM manifold-mapping
MMA method of moving asymptotes
MMF magnetomotive force
MR magneto-rheological
NMS Nelder-Mead simplex
OMM original manifold-mapping
OPSM output polynomial space-mapping
OSM output space-mapping
PE parameter extraction
PeM penalty method
PM permanent magnet
RVCA rectangular voice coil actuator
SLP sequential linear programming
SM space-mapping
SMIS space-mapping interpolating surrogate
SQP sequential quadratic programming
SUMT sequential unconstrained minimization techniques
THD total harmonic distortion
TPMA tubular permanent magnet actuator
TR trust-region
TRASM trust-region aggressive space-mapping
TRMM trust-region manifold-mapping
TRSSM trust-region surrogate space-mapping
VDA Verband Der Automobilindustrie
VIMS visually induced motion sickness



B
Magnetic equivalent circuit models

B.1 MEC model from Section 4.2

The expressions of the reluctance elements and MMF sources are the follow-
ing:

R1 =

2

3

Lst

npp

µ0µr2π0.5(rg − x3)2
,

R2 =
x3

µ02π(rg − 0.5x3)
Lst

2npp

,

R3 =
g

µ02πrg
Lst

2npp

,

R4 =
0.8(ra − rg)

µ0µr2π(rg + 0.5x4)
Lst

6npp

,
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R5 =

2

3

Lst

npp

µ0µr2π(ra −
0.2(ra − rg)

2
)0.2(ra − rg)

,

fm = x3
Br

µ0
.

B.2 MEC model from Section 4.3.2

The following system matrix and source vector are associated to the MEC
circuit from Fig. 4.11:

R =





































1 −1 −1 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 1 0 −1
−1 0 0 0 0 0 0 0 0 1 1
0 1 0 −1 −1 0 0 0 0 0 0
0 0 0 0 0 1 0 −1 −1 0 0
0 0 0 0 0 0 1 1 0 −1 0

Re1 0 R5 0 0 0 0 0 0 0 R5

0 Re2 −R5 0 R7 0 0 0 R6 0 0
0 0 0 0 0 0 0 −R7 R6 −Re2 R5

0 0 0 Re3 −R7 R8 0 0 0 0 0
0 0 0 0 0 R8 −Re3 R7 0 0 0





































and

f =
(

0 0 0 0 0 0 f1 f2 f3 f2 f3
)

with the equivalent reluctances, Rei, and the source elements, fei, being given
by

Re1 = R1 + 2R2 + 2R3,

Re2 = R4 + R6,

Re3 = R8 + R9,

and
fe1 = 2fm,

fe2 = fa + fb,

fe3 = fb + fc,
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respectively. The expressions of the reluctance elements and MMF sources are
the following:

R1 =

4

3
x6

µ0µrx22π(x1 + 0.5x2)
,

R2 =
0.5x2

µ0µrx62π(x1 + 0.75x2)
,

R3 =
x3

µ0x62π(x1 + x2 + 0.5x3)
,

R4 =
g

µ0
4

3
x62π(x1 + x2 + x3 + 0.5g)

,

R5 =
g

µ0
2

3
x62π(x1 + x2 + x3 + 0.5g)

,

R6 =
tt + 0.5x4

µ0µrx72π(x1 + x2 + x3 + g + 0.5tt + 0.25x4)
,

R7 =
2x8

µ0x42π(x1 + x2 + x3 + g + tt + 0.5x4)
,

R8 =
0.5(x4 + x5)

µ0µrx72π(x1 + x2 + x3 + g + tt + 0.75x4 + 0.5x5))
,

R9 =

2

3
x6

µ0µrx52π(x1 + x2 + x3 + g + tt + x4 + 0.5x5)
,

fm = x3
Br

µ0
,

fa,c =
1

4
kfx4x8Jp,

fb =
1

2
kfx4x8Jp.
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B.3 MEC model from Section 5.3.2

The following system matrix and source vector are associated to the MEC
circuit from Fig. 5.5:

R =

































−1 1 1 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 −1 −1
0 0 0 −1 −1 0 −1 0 0 1
0 0 0 0 0 1 0 −1 1 0
0 −1 −1 0 0 0 0 1 0 0

Re1 Re2 0 Re4 0 Re6 0 Re8 0 Re10

Re1 0 Re3 0 Re5 Re6 0 Re8 0 Re10

0 Re2 −Re3 0 0 0 0 0 0 0
0 0 0 Re4 0 0 −Re7 0 0 0

Re1 0 Re3 0 0 0 0 Re8 Re9 0

































and
f =

(

0 0 0 0 0 2fm 2fm 0 fm fm

)

with the equivalent reluctances, Rei, and the source element, fm, being given
by

Re1 = R1 + R2,

Re2 = R4 + R7 + R10,

Re3 = R8 + R11,

Re4 = R5 + R9 + R12,

Re5 = R6 + R13,

Re6 = R14,

Re7 = R15 + R16,

Re8 = R18,

Re9 = R17,

Re10 = R3 + R19,

and

fm = x5
Br

µ0
,

respectively. The expressions of the reluctance elements are the following:

R1 =
x7 + 0.5z

µ0µrx22π(x1 + 0.5x2)
,
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R2 =
x3

µ0µr(x7 − z)2π(x1 + x2 + 0.5x3)
,

R3 =
x4

µ0µr(x7 − z)2π(x1 + x2 + 0.5x4)
,

R4 =
mt − x3

µ0(x7 − z)2π(x1 + x2 + 0.5(mt + x3))
,

R5 =
mt − x4

µ0(x7 − z)2π(x1 + x2 + 0.5(mt + x4))
,

R6 =
0.6r2

µ00.5(S1 + S2)
,

R7 =
g

µ0(x7 − z)2π(x1 + x2 +mt + 0.5g)
,

R8 =
mt + g

µ0z2π(x1 + x2 + 0.5(mt + g))
,

R9 =
g

µ0(x7 − z)2π(x1 + x2 +mt + 0.5g)
,

R10 =
x5

µ0(x7 − z)2π(x1 + x2 +mt + g + 0.5x5)
,

R11 =
x5

µ0z2π(x1 + x2 +mt + g + 0.5x5)
,

R12 =
x5

µ0(x7 − z)2π(x1 + x2 +mt + g + 0.5x5)
,

R13 =
x5

µ0z2π(x1 + x2 +mt + g + 0.5x5)
,

R14 =
x7 − 0.5z

µ0µrx62π(x1 + x2 +mt + g + x5 + 0.5x6)
,

R15 =
mt − x4

µ0z2π(x1 + x2 + 0.5(mt + x4))
,

R16 =
g + x5

µ0z2π(x1 + x2 +mt + 0.5(g + x5))
,

R17 =
mt + g + x5

µ0(x7 − z)2π(x1 + x2 + 0.5(mt + g + x5))
,

R18 =
x7 + 0.5z

µ0µrx62π(x1 + x2 +mt + g + x5 + 0.5x6)
,
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R19 =
x7 − 0.5z

µ0µrx22π(x1 + 0.5x2)
,

where
mt = max(x3, x4),

S1 = 0.5z2π(x1 + x2 +mt + g),

S2 =

{

(x2 +mt)2π(x1 + 0.5(x2 +mt)) if x2 +mt ≤ 0.5z

0.5z2π(x1 + (x2 +mt − 0.5z)) if x2 +mt > 0.5z,

r2 = 0.5z.



C
NdFeB properties

The properties of the PM material considered for the ELMASP experimental
setup from Section 5.5.4 are given in Table C.1 and the BH curve is shown in
Fig. C.1.

Table C.1: NdFeB properties [90].

Type BM35H

Br 1.175T

bHc 894kA/m

jHc 1390kA/m

(BH)max 264kJ/m3
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Figure C.1: Second quadrant of the BH characteristic of the permanent magnet
material used for the ELMASP experimental setup.
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Summary

A novel proof-of-concept actuator topology for a fully electromagnetic active
suspension solution that can provide both a zero-power spring characteristic and
actuation forces necessary for vibration damping and vehicle body-roll control
is proposed in this thesis. The commercially available active suspension systems
are based on hydraulic or pneumatic solutions which are characterized by high
cost and low response bandwidth. In contrast, an electromagnetic system can
offer a high bandwidth at a reduced cost. However, an electromagnetic solution
is highly constrained by the available space envelope, power supply requirements
and thermal behavior, therefore, giving rise to a challenging design optimization
problem, where a standard approach for the direct optimization, using highly
accurate numerical models, becomes a time consuming process. As a result, the
range of possible design choices, e.g., investigation of various topologies and/or
materials, is restricted. However, the surrogate modeling techniques have been
developed to address this issue, i.e., fast surrogate models are intended to replace
the expensive model for the purpose of modeling or optimization of the latter.
The space-mapping technique is a type of surrogate-based optimization method
concept which allows expensive electromagnetic optimization to be performed
efficiently with the help of inexpensive coarse models. Prior to the work related
to this thesis only one publication has considered the space-mapping technique
for the design of an electromagnetic actuator. Hence, an overview of the space-
mapping optimization technique and publications resulted from the framework
of this thesis is presented. Additionally, a new algorithm variant, i.e., aggressive
output space-mapping, is introduced.

An intermediate design solution for electromagnetic active suspension is in-
vestigated at first, i.e., a hybrid solution consisting of a tubular brushless per-
manent magnet actuator connected in parallel with a mechanical spring. The
concept is validated by a number of pre-design solutions obtained by means
of the proposed algorithm variant for different actuator configurations. The
obtained results indicate that a high force density actuator is required for the
electromagnetic active suspension and that the considered slotted tubular per-

197



198 Summary

manent magnet actuator can fulfill the requirements. However, a suspension
system based solely on this actuator type, i.e., without the addition of a me-
chanical spring for vehicle mass support, would not be viable due to the high
power consumption, inadequate total volume and the required continuous sup-
ply of electrical energy. Consequently, an actuator that covers the performance
envelope by means of a passive (zero-power) response and an active operation
regime is required, which demands the development of a novel actuator concept.
In this solution, all conventional mechanical suspension parts are removed. The
passive spring is implemented by exploiting the cogging force component given
by the attraction between permanent magnets and a slotted iron topology. The
dynamic forces on the suspension, due to road noise, bumps or rolling tendency
of the vehicle in corners, are compensated by actuation force generated by means
of the incorporated excitation coils. The predicted passive linear spring char-
acteristic is confirmed by means of an experimental prototype. This device is
denoted in this thesis as the electromagnetic spring (ELMASP) and is charac-
terized by a non-repetitive geometrical configuration with sloped stator teeth, a
linear passive response for a stroke range of 0.175m with a stiffness of 30kN/m
and a peak force of 6.5kN, and a commutated coil which provides a constant
shift of the force profile for a constant excitation current, independent of the
translator position. No other single actuator solution with these characteristics
has been investigated in the literature up to this moment and two patents are
issued to cover the passive and active design concepts.
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