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Abstract: This paper focuses on sea surface wind speed estimation using L1B level v3.1 data of
reflected GNSS signals from the Cyclone GNSS (CYGNSS) mission and European Centre for Medium-
range Weather Forecast Reanalysis (ECMWF) wind speed data. Seven machine learning methods
are applied for wind speed retrieval, i.e., Regression trees (Binary Tree (BT), Ensembles of Trees (ET),
XGBoost (XGB), LightGBM (LGBM)), ANN (Artificial neural network), Stepwise Linear Regression
(SLR), and Gaussian Support Vector Machine (GSVM), and a comparison of their performance is
made. The wind speed is divided into two different ranges to study the suitability of the different
algorithms. A total of 10 observation variables are considered as input parameters to study the
importance of individual variables or combinations thereof. The results show that the LGBM model
performs the best with an RMSE of 1.419 and a correlation coefficient of 0.849 in the low wind speed
interval (0–15 m/s), while the ET model performs the best with an RMSE of 1.100 and a correlation
coefficient of 0.767 in the high wind speed interval (15–30 m/s). The effects of the variables used
in wind speed retrieval models are investigated using the XGBoost importance metric, showing
that a number of variables play a very significant role in wind speed retrieval. It is expected that
these results will provide a useful reference for the development of advanced wind speed retrieval
algorithms in the future.

Keywords: wind speed; Cyclone Global Navigation Satellite System (CYGNSS); regression model;
machine learning

1. Introduction

With the continuous development of global navigation satellite systems (GNSSs),
spaceborne GNSS reflectometry (GNSS-R) technology has become a hot research direction
in the field of remote sensing. In 1993, Martín-Neira proposed the concept of the Passive Re-
flectometry and Interferometry System (PARIS) and the use of GNSS-R for ocean altimetry [1].
Since then, GNSS-R has been utilized for a range of ocean and land applications, including
sea surface altimetry [2], sea surface wind speed measurements [3], sea ice detection [4],
and soil moisture measurements [5]. Over the past few decades, a number of ground-based
GNSS-R experiments have been conducted. Many airborne experiments have also been
conducted to investigate this new remote sensing technology. Notwithstanding some
technological challenges, satellite-based GNSS-R technology has the advantages of low cost
and great coverage in some applications [6]. Currently, there are more than 14 satellites in
operation carrying a GNSS-R payload.

UK-DMC (United Kingdom—Disaster Monitoring Constellation), the first satellite
carrying a GNSS-R receiver, was launched on 27 September 2003; data from this system
have been used to sense ocean roughness. UK TDS-1 (TechDemoSat-1), the second GNSS-R
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satellite, was launched on the 8 July 2014. On the 15 December 2016, NASA launched eight
microsatellites to form the cyclone GNSS (CYGNSS) constellation with the initial objective
of monitoring hurricane intensity [7,8]. Both TDS-1 and CYGNSS have generated a large
amount of data which can be downloaded for scientific research [9]. On the 5 June 2019, the
BuFeng-1 A/B twin satellites, developed by CASTC (China Aviation Smart Technology Co.,
Shenzhen, China), were launched from the Yellow Sea. One focus of the satellite mission is
on the sensing of sea surface wind velocities, and especially typhoons, using GNSS-R [10].

Sea surface wind speed is an important and commonly used ocean geophysical pa-
rameter [11]. The stability of the wind field plays an important role in ocean circulation
and global climate [12,13]. Traditional sea surface wind field monitoring methods gener-
ally use buoys or coastal meteorological stations, but these methods can only cover small
areas with low spatial resolution and expensive equipment [14]. Microwave scatter meters
and synthetic aperture radars can also monitor the global sea surface wind field [15,16].
Compared with these traditional wind measurement methods, spaceborne GNSS-R has
several advantages, such as rich signal sources and all-weather, all-day, low cost, and large
coverage [17,18].

GNSS-R technology is basically mature in retrieving sea surface wind speeds. Za-
vorotny and Voronovich proposed the scattering model theory in 2000 [19], which can
simulate different waveforms of GNSS reflection signals, thus inverting sea surface wind
speeds by delayed waveform matching methods [20]. Since then, observations extracted
from DDMs (Delay Doppler Maps) have been widely used. DDM is the basic observation
data of airborne and spaceborne GNSS-R receivers [21]. Some DDM observations, such
as DDM average (DDMA), are directly related to sea surface roughness [21]. Other DDM
observations can be used as variables for retrieving sea surface parameters. The normal-
ized bistatic radar cross-section (NBRCS), leading edge slope (LES) and signal-to-noise
ratio (SNR) have good correlations with the mean square slope (MSS) of the sea surface.
Generally, the MSS is mainly affected by the sea surface wind speed [22].

In recent years, many spaceborne GNSS-R wind speed retrieval models have been
developed. Jing et al. demonstrated the effectiveness of NBRCS by proposing some
geophysical model functions (GMFs) related thereto [10]. Bu et al. proposed double- and
triple-parameter GMFs with higher retrieval accuracy [14]. Machine learning methods have
also been used to improve the performance of spaceborne GNSS-R wind speed retrieval.
Liu Y. et al. proposed a machine learning algorithm based on a multi-hidden layer neural
network. The accuracy of their models was significantly higher than that of GMFs [23].
Many subsequent studies have adopted similar algorithms and obtained results with RMSE
of about 1.5–2.0 [24–26]. However, most of the above studies observed that it is difficult
to use their algorithms to accurately retrieve high sea surface wind speeds [27,28]. A few
studies have tried to enhance the ability of GNSS-R to retrieve high wind speeds. For
instance, Zhang et al. developed machine learning-based models to retrieve wind speeds
(20–30 m/s) with an RMSE of 2.64 and a correlation coefficient of 0.25 [29].

With high wind speed intervals, the Spaceborne GNSS-R data present different dis-
tributions and physical characteristics compared to when low wind speed intervals are
applied, which leads to the inconsistent performance of different machine learning mod-
els. Therefore, this study analyzes the performance of various machine learning models
in different wind speed intervals using the following methods: Regression trees (Binary
Tree (BT), Ensembles of Trees (ET), XGBoost (XGB), LightGBM (LGBM) ), ANN (Artificial
neural network), Stepwise Linear Regression (SLR), and Gaussian Support Vector Machine
(GSVM). In this research, the selection of the input parameters for machine learning meth-
ods was significant. In this article, a range of variables are considered and evaluated, which
are directly or indirectly relevant to sea surface wind speed. The main contributions of the
article are as follows:

(1) Seven machine learning methods are used to retrieve sea surface wind speed, and
their performance is evaluated under two different wind speed ranges.
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(2) A ranking of the effects of 10 variables on wind speed retrieval is obtained by compar-
ing the performance of different combinations of the variables. This provides a useful
guide for variable selection when considering both complexity and accuracy.

(3) A filtering algorithm is proposed to process DDM data, achieving both low complexity
and good performance.

(4) The effects of the number of neurons and activation functions on the performance of
ANN wind speed retrieval are analyzed.

The rest of the paper is organized as follows. Section 2 introduces the GNSS-R variables
and then describes the basic principles of the machine learning methods used in this study.
Section 3 provides details of the applied data preprocessing strategies, the data filtering
algorithm, and the construction of the machine learning-based model; the experimental
results are also presented. Section 4 discusses the effects of the variables on wind speed
retrieval. Section 5 presents the conclusions.

2. Methods
2.1. The CYGNSS Variables
2.1.1. Variables Calculated with DDM

The DDM glistening zone (the area from which scattered signals are observed) depends
on the sea state, and the DDM volume has a significant correlation with wind speed [30,31].
Five variables (LES, DDMA, Noise Floor, SNR and NBRCS), extracted from DDM, can
better reflect the sea state than the simple DDM volume [10,31]. Meanwhile, these variables
are calibrated in the CYGNSS Level 1B product, which is commonly used for the retrieval of
wind speed [32]. The LES of the integrated delay waveform, such as that generated with the
delay waveforms of five different Doppler shifts, is strongly correlated with wind speed [33].
DDMA is the average of scattered power computed from the center 5 Doppler× 3 delay bin
box [34], which is also significantly affected by wind speed. Noise Floor is the average
power of DDM pixels which only contain noise. The signal-to-noise ratio (SNR) is defined
as 10log(Smax/Noise Floor), where Smax is the maximum value in DDM, which has a
strong correlation with sea surface roughness [35]. NBRCS is one of the two observables
that were used to produce the global tropical cyclone product of CYGNSS [26], which is
effective for wind speed retrieval [32].

2.1.2. Other Variables

In addition to the five variables derived from DDM data, five other variables were con-
sidered, representing the signal status, so that they can be used to enhance the performance
of the models [8]. Instrument gain is the black body noise count divided by the sum of the
black body power and the instrument noise power, which is an important parameter to
calculate the DDM values. Scattering Area is the area of the central part of the DDM; gener-
ally, the larger this area, the rougher the reflective surface. Sp_inc_angle and sp_az_body
are the incidence angle and azimuth angle of a given specular point, respectively. By taking
sp_inc_angle and sp_az_body into account, the models can better reflect the situation of
the received reflected signal [26]. Additionally, GNSS-R wind retrievals are affected by the
ocean state [33]. Ocean swells are waves which travel from a long distance. The significant
wave height of a swell (SWH_swell) will affect the reflection of the GNSS signals, which is
a form of interference which can be used as a variable [27]. Table 1 lists all the variables
used in this study.
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Table 1. List of input variables used in wind speed retrieval.

Input Variables Long Name Unit

NBRCS Normalized bistatic radar cross-section no unit
LES Leading edge slope no unit
SNR DDM signal-to-noise ratio dB

DDMA DDM average no unit
Noise Floor DDM noise floor no unit

sp_inc_angle Specular point incidence angle degree
sp_az_body Specular point azimuth angle degree

Instrument Gain Instrument gain no unit
Scatter Area Scattering area of NBRCS and LES square meter
SWH_swell Significant wave height of ocean swell meter

2.2. Regression Trees

Four out of the aforementioned seven machine learning algorithms comprise regres-
sion trees, which are briefly described in this subsection.

2.2.1. Binary Tree

A binary tree (BT) is easy to interpret, fast for fitting and prediction, and low on
memory usage. It consists of nodes and directed edges. There are two types of nodes:
internal and leaf. In this paper, the internal nodes represent the variables of CYGNSS data
and the leaf nodes represent the wind speed value. Each step in a prediction involves
checking the value of one predictor variable. Figure 1 shows a simple sample BT composed
of 100 CYGNSS-ERA5 matchups. In the experiments described in Section 3, the BT models
are much more complex than this example, and the retrieval accuracy is much improved,
because the amount of data used to build BT models is much larger.

Remote Sens. 2022, 14, 3507 4 of 22 
 

 

Table 1. List of input variables used in wind speed retrieval. 

Input Variables Long Name Unit 
NBRCS Normalized bistatic radar cross-section no unit 

LES Leading edge slope no unit 
SNR DDM signal-to-noise ratio dB 

DDMA DDM average no unit 
Noise Floor DDM noise floor no unit 

sp_inc_angle Specular point incidence angle degree 
sp_az_body Specular point azimuth angle degree 

Instrument Gain Instrument gain no unit 
Scatter Area Scattering area of NBRCS and LES square meter 
SWH_swell Significant wave height of ocean swell meter 

2.2. Regression Trees 
Four out of the aforementioned seven machine learning algorithms comprise regres-

sion trees, which are briefly described in this subsection. 

2.2.1. Binary Tree 
A binary tree (BT) is easy to interpret, fast for fitting and prediction, and low on 

memory usage. It consists of nodes and directed edges. There are two types of nodes: 
internal and leaf. In this paper, the internal nodes represent the variables of CYGNSS data 
and the leaf nodes represent the wind speed value. Each step in a prediction involves 
checking the value of one predictor variable. Figure 1 shows a simple sample BT com-
posed of 100 CYGNSS-ERA5 matchups. In the experiments described in Section 3, the BT 
models are much more complex than this example, and the retrieval accuracy is much 
improved, because the amount of data used to build BT models is much larger. 

 
Figure 1. An example of a BT model structure. 

When BT is used for regression tasks, variables of the sample are tested from the root 
node, and the sample is assigned to its child node according to the test results. In this way, 
the samples are tested and allocated recursively until they reach the leaf node, and each 
leaf node corresponds to a wind speed value. The criteria of splitting nodes are defined to 
balance predictive power and parsimony [36]. It is necessary to specify the minimum 
number of training samples used to calculate the response of each leaf node. When grow-
ing a regression tree, its simplicity and predictive power need to be considered at the same 
time. A very leafy tree tends to overfit, and its validation accuracy is often far lower than 
its training (or resubstitution) accuracy. In contrast, a coarse tree with fewer large leaves 
does not attain high training accuracy. However, a coarse tree can be more robust in that 

Figure 1. An example of a BT model structure.

When BT is used for regression tasks, variables of the sample are tested from the root
node, and the sample is assigned to its child node according to the test results. In this way,
the samples are tested and allocated recursively until they reach the leaf node, and each
leaf node corresponds to a wind speed value. The criteria of splitting nodes are defined
to balance predictive power and parsimony [36]. It is necessary to specify the minimum
number of training samples used to calculate the response of each leaf node. When growing
a regression tree, its simplicity and predictive power need to be considered at the same
time. A very leafy tree tends to overfit, and its validation accuracy is often far lower than
its training (or resubstitution) accuracy. In contrast, a coarse tree with fewer large leaves
does not attain high training accuracy. However, a coarse tree can be more robust in that its
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training accuracy can be near that of a representative test set. In this paper, the minimum
leaf size is set at 4.

2.2.2. Ensembles of Trees

Ensembles of Trees (ET) is one of the most popular techniques for building regression
models [37,38]. Ensemble models combine results from many weak learners into one
high-quality ensemble model. This approach has been applied frequently in fields such as
remote sensing and statistics [39,40]. The function used to predict values is as follows:

ŷi =
K

∑
j=1

f j(xi), f j ∈ F (1)

where ŷi is the predicted value of the i-th sample, K is the number of trees, xi is the i-th
sample vector, f j denote the structure of the j-th independent tree and F is the ensemble
space of trees.

In this paper, a bagging tree is applied to build the ET. It draws its training set from
the original sample set. In each round, n training samples are drawn from the original
sample set using Bootstraping (some samples may be drawn multiple times in the training
set, while some samples may not be drawn at all) [41]. A total of k rounds of extraction are
performed to obtain k training sets, which means that k models will be built. The k training
sets are independent of each other [42]. In this paper, k = 30 and the minimum leaf size is
8. Therefore, if several similar datasets are created by resampling with replacement and
regression trees are grown without pruning, the variance component of the output error is
reduced [41].

2.2.3. XGBoost

XGBoost (XGB) is a scalable, end-to-end tree boosting system which has been widely
used in classification, regression and other machine learning tasks [43]. Based on
Equation (1), XGBoost improves the running speed of model by using the regularized
learning objective, which consists of two parts: the training loss term and regularization
term, as given by:

Obj =
N

∑
i

l(ŷi, yi) + ∑ Ω( fk) (2)

where l(ŷi, yi) is the loss function which represents the deviation of ŷi (predicted value)
from yi (true value); Ω( fk) represents the complexity of the model as a regularization term,
which helps to control the complexity of the model and avoid overfitting; and N is the
number of samples. In order to minimize the regularized learning objective as much as
possible, Equation (2) will be minimized for multiple rounds. In each round, ft is added to
Equation (2). The regularized learning objective of t-th round can be written as follows:

Obj(t) =
N

∑
i=1

l
(

yi, ŷ(t−1)
i + ft(xi)

)
+ Ω( fk) (3)

The regularized learning objective can be approximated using the Taylor formula expansion:

Obj(t) ∼=
N

∑
i=1

(
l
(

yi, ŷ(t−1)
i

)
+ gi ft(xi) +

1
2

hi f 2
t (xi)

)
+ Ω( fk) (4)
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where gi = ∂ŷ(t−1) l
(

yi, ŷ(t−1)
i

)
is the first gradient statistics on the loss function,

hi = ∂2
ŷ(t−1) l

(
yi, ŷ(t−1)

i

)
is the second gradient statistics on the loss function. The reg-

ularized learning objective of the t-th round is as follows:

Obj(t) =
T

∑
j=1

(
Gjwj +

1
2
(Hj + λ)w2

j

)
+ γT (5)

where Gj = ∑i∈Ij
gi and Hj = ∑i∈Ij

hi are the accumulation of gi and hi, and Ij denote the
instance of j-th leaf. T is the number of leaves in the tree. The optimal weight wj of the j-th
leaf node can be determined as:

wj = −
Gj

Hj + λ
(6)

and the corresponding optimal value of the objective function Obj(t) is given by:

Obj(t) = −1
2

T

∑
j=1

G2
j

Hj + λ
+ γT (7)

The parameter settings of XGBoost are shown in Table 2.

Table 2. Parameter settings of XGBoost.

Parameter Meaning Value

n_estimators Number of gradient boosted trees; equivalent to
the number of boosting rounds. 100

importance_type The type of variable importance gain

2.2.4. LightGBM

LightGBM (LGBM) is an efficient gradient boosting decision tree, which serves to
enhance the efficiency of the model when the variable dimension of the data sample is high
and the data scale is large [44]. Compared with Xgboost, LightGBM is faster to compute
and consumes less memory. LightGBM uses an Exclusive Feature Bundling (EFB) strategy
to bundle mutually exclusive variables in order to reduce the number of variables and
achieve the purpose of dimensionality reduction. Finding the optimal binding variable
has been proven to be an NP-hard problem, as the enumeration method cannot be applied.
In actual operation, EFB uses the greedy algorithm to approximate the optimal solution,
i.e., which reduces the number of variables without affecting the accuracy of split nodes.
Table 3 shows the parameter settings of LightGBM.

Table 3. Parameter settings of LightGBM.

Parameter Meaning Value

n_estimators Number of boosted trees to fit 100
num_leaves Maximum tree leaves for base learners 31

learning_rate Boosting learning rate 0.1

2.3. Artificial Neural Network

Artificial neural networks (ANNs) are relatively new computational tools that have
been used extensively to solve many complex real-world problems [45]. In order to avoid
the effects of dimension and order of magnitude, before using an ANN to process data, the
CYGNSS variables need to be normalized:

X′i =
Xi − Xmin

Xmax − Xmin
(8)
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where Xmin and Xmax are the minimum and maximum values of the CYGNSS variables and{
X′i
}

are the normalized CYGNSS variables. The Full Connection Network (FCN) is often
used in regression problems. Regarding GNSS-R wind speed retrieval, many researchers
have demonstrated a significant improvement compared with traditional methods [23,25].
Figure 2 shows the ANN structure adopted in this paper, including input layers, hidden
layers and the result of wind speed retrieval. Input layers are the 10 CYGNSS variables used
in this paper. Three hidden layers are adopted; their neurons are N, 2N and N respectively.
Figure 2 shows the structure of ANN when N = 5.
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The number of neurons in an ANN affects the retrieval results, so the size of N
is an important parameter when setting up a network. Herein, we analyze the impact
of different activation functions on the performance of FCN, which makes connections
between neurons. Generally, the accuracy of linear models is low, so activation functions
improve the performance of ANN models by adding nonlinear factors. Determining the
optimal activation function in an artificial neural network is an important task, because
it is directly linked with the network performance. However, unfortunately, it is hard to
determine this function analytically; rather, the optimal function is generally determined
by trial and error or by tuning [46]. Three activation functions are analyzed in this paper,
i.e., ReLu, Tanh and Sigmoid:

fReLu = max(0, v) =
{

0 (v < 0)
v (v ≥ 0)

(9)

fTanh =
ev − e−v

ev + e−v (10)

fSigmoid = σ(v) =
1

1 + e−v (11)

where v is the input value of the previous neuron. The advantages of ReLU include the fast
convergence speed of the network being trained, low computational complexity, and the
absence of saturation and vanishing of gradient problems when v > 0. The ReLU activation
and combinations of multiple instances are non-linear. The Tanh function provides stronger
non-linearity but is plagued from with saturating and vanishing gradient problems. The
advantage of Tanh and Sigmoid is their stability.
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2.4. Stepwise Linear Regression

Stepwise linear regression (SLR) is able to establish the optimal multi-variable linear
regression equation. First, linear regression model SLR0 is constructed with all variables{

v1, v2, . . . , vp
}

:

f 0
SLR = β0 +

p

∑
i=1

βivi (12)

where
{

β0, β1, β2, . . . , βp
}

are constant parameters. The model is then used to estimate an
unknown parameter such as wind speed for n times, where n is the number of observation
datasets. The root mean square error (RMSE) of m estimations of model SLR0 is calculated
and denoted as RMSE0. Next, the first variable, v1, is removed, and estimation is performed
m times again. Finally, the RMSE may be calculated and denoted as RMSE1. If RMSE1 is
smaller than RMSE0, v1 may be removed; otherwise, it should be retained. This process
is repeated until all variables are tested. Then, the variable with the smallest RMSE is
selected. Therefore, this method is efficient for seeking localized variables [47]. SLR has
good predictive ability and lower computational complexity than other methods [48].

2.5. Gaussian Support Vector Machine

Support Vector Machines (SVMs) are based on statistical learning theory, which con-
tains polynomial classifiers, neural networks and radial basis function (RBF) networks in
special cases. The SVM is thus not only theoretically well-founded but also superior in
practical applications [49]. It is also commonly used to construct regression models. The
function used to estimate the unknown parameter vector (such as the wind speed estimate
vector) is given by:

fSVM =
m

∑
i=1

m

∑
j=1

(
l′i − li

)(
l′j − lj

)
xT

i xj + b (13)

where m is the number of samples and l′i and li are the Lagrange multipliers. In this paper, x
is observation metric, which is composed of 10 variable rows and m sample columns; xi and
xj are the i-th column and j-th column, respectively; and b is the threshold. By introducing
the kernel functions replacing xT

i xj with K
(
xi, xj

)
, where K

(
xi, xj

)
is a transformation that

maps xi to a high-dimensional space, the performance of the model can be improved. The
choice of kernel function and parameters directly affects the performance of SVM [50]. The
following are the commonly used positive semidefinite kernel functions, which are named
as Linear function, Polynomial function and Gaussian function:

K
(

xi, xj
)
= xT

i xj (14)

K
(
xi, xj

)
=
(

1 + xT
i xj

)p
(15)

K
(
xi, xj

)
= e−‖xi−xj‖2

(16)

After testing these kernel functions, it was found that the Gaussian function had the
best effect in this study. Thus, Gaussian SVM (GSVM) is considered in this paper. In this
study, the Box Constraint is 0.9762, the Epsilon is 0.09762 and the Kernel Scale is set at 3.7.

3. Experiments and Results
3.1. Data Processing Flow

This study makes use of the CYGNSS Level 1B (L1B) product, which contains Delay
Doppler Maps (DDM), together with other engineering and science measurement param-
eters. CYGNSS data are in the range of 40◦S to 40◦N and work with a spatial resolution
of ~25 km. The sampling rate of the data used in this study is 2 Hz. Different from most
previous studies on wind speed estimation, this study adopts the latest CYGNSS v3.1
data instead of CYGNSS v2.1 data. Several data fields have been empirically corrected in
the v2.1 L1 calibration algorithm. Therefore, they need to be carefully examined before
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modeling. Additionally, time-dependent variations have been observed in v2.1 data due
to the variability of the transmitter and receiver. All these problems have been addressed
in v3.1 data. The data are encapsulated by NASA in the netCDF file format and can be
downloaded from https://podaac.jpl.nasa.gov/dataset/CYGNSS_L1_V3.1 (accessed on
26 March 2022) [29,30].

ECMWF reanalysis data (i.e. ERA-5) were used as the ground-truth data. ECMWF
obtains hourly ERA-5 reanalysis datasets by assimilating meteorological data from different
sources. The current sea surface wind speed product of ECMWF can be used as the ground-
truth data in CYGNSS sea surface wind speed retrieval [25]. In this study, we use two
ERA-5 parameters: the 10 m (above sea surface) u-component of neutral wind speed WSu10
and the 10 m v-component of wind speed WSv10, i.e., the eastward component and the
northward component of the 10 m wind speed. The horizontal wind speed of 10 m above
sea surface WS10 can be readily obtained as the root square of the sum of the squares of
these two parameters. However, CYGNSS data are sampled at an interval of half second
and therefore need to be matched temporally with ERA-5 data. The spatial resolution of
ERA-5 is 0.5◦ × 0.5◦, which is rather different from that of CYGNSS, so spatial matching is
also required.

In order to analyze the performance of the machine learning methods in different wind
speed intervals, two datasets are constructed according to the wind speed distribution.
They are a low wind speed dataset with wind speeds within 0–15 m/s and a high wind
speed dataset with wind speeds within 15–30 m/s. To ensure the data is representative and
generalizable, and to improve the generalization ability of the models, this study mainly
uses randomly selected data from 2019 to 2021. Figure 3 shows the spatial distribution of
all data used in this paper. Red points represent low wind speed data and green points
represent high wind speed data. Most high wind speed data generally appear in high
latitudes, while low wind speed data appear in all latitudes. It should be noted that the sea
surface roughness near the coast may be affected by land [6], which leads to performance
degradation of GNSS-R technology in terms of retrieving sea surface wind speeds and
other parameters [26].
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The process of wind speed retrieval can be briefly summarized as containing four steps:

(1) Selecting the datasets used in this study and dividing them into a training set and a
testing set in a proportion of about 3:1;

(2) Filtering the data;
(3) Training the processed data with the machine learning methods described in Section 2.

It should be noted that five folders cross validation is adopted when training the
model. By dividing the dataset into several folders and estimating the accuracy of
each fold, the cross validation prevents over fitting.

(4) Evaluating the performance of different models by using test data.

Figure 4 shows a flow chart of the proposed model construction and evaluation
methods. Figure 5 shows the histogram of wind speed distribution. High wind speed data

https://podaac.jpl.nasa.gov/dataset/CYGNSS_L1_V3.1
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are more difficult to obtain than low wind speed data, and a great deal of the former are
concentrated in the range of 15–20 m/s. Next, in order to evaluate the performance of the
models and the effect of variables, three metrics are chosen, i.e., the root mean square error
(RMSE), the correlation coefficient (R) and mean difference (MD), defined as:

RMSE =

√
1
n

n

∑
i=1

(Xi −Yi)
2 (17)

R =
∑n

i=1
(
Xi − X

)(
Yi −Y

)√
∑n

i=1
(
Xi − X

)2
∑n

i=1
(
Yi −Y

)2
(18)

MD =
1
n

n

∑
i=1

(Yi − Xi) (19)

where n is the number of total data samples, {Xi} are the wind speed estimates, {Yi} are the
wind speed data of ERA5, X is the mean of {Xi} and Y is the mean of {Yi}.

Remote Sens. 2022, 14, 3507 10 of 22 
 

 

models and the effect of variables, three metrics are chosen, i.e., the root mean square error 
(RMSE), the correlation coefficient (R) and mean difference (MD), defined as: 

𝑅𝑀𝑆𝐸 = 1𝑛 (𝑋 − 𝑌 )  (17)

𝑅 = ∑ (𝑋 − 𝑋) (𝑌 − 𝑌)∑ (𝑋 − 𝑋) ∑ (𝑌 − 𝑌)  (18)

𝑀𝐷 = 1𝑛 (𝑌 − 𝑋 ) (19)

where n is the number of total data samples, {Xi} are the wind speed estimates, {Yi} are the 
wind speed data of ERA5, 𝑋 is the mean of {Xi} and 𝑌 is the mean of {Yi}. 

 
Figure 4. Model construction process and evaluation methods. 

 
Figure 5. Wind speed distribution histogram. The red dotted line divides the dataset into the low 
wind speed dataset and the high wind speed dataset. 

Figure 4. Model construction process and evaluation methods.

Remote Sens. 2022, 14, 3507 10 of 22 
 

 

models and the effect of variables, three metrics are chosen, i.e., the root mean square error 
(RMSE), the correlation coefficient (R) and mean difference (MD), defined as: 

𝑅𝑀𝑆𝐸 = 1𝑛 (𝑋 − 𝑌 )  (17)

𝑅 = ∑ (𝑋 − 𝑋) (𝑌 − 𝑌)∑ (𝑋 − 𝑋) ∑ (𝑌 − 𝑌)  (18)

𝑀𝐷 = 1𝑛 (𝑌 − 𝑋 ) (19)

where n is the number of total data samples, {Xi} are the wind speed estimates, {Yi} are the 
wind speed data of ERA5, 𝑋 is the mean of {Xi} and 𝑌 is the mean of {Yi}. 

 
Figure 4. Model construction process and evaluation methods. 

 
Figure 5. Wind speed distribution histogram. The red dotted line divides the dataset into the low 
wind speed dataset and the high wind speed dataset. 

Figure 5. Wind speed distribution histogram. The red dotted line divides the dataset into the low
wind speed dataset and the high wind speed dataset.



Remote Sens. 2022, 14, 3507 11 of 21

3.2. Data Filtering

In this study, after discarding all abnormal values of observations (marked with
NaN and negative numbers) and using quality control (QC) flags, a filtering algorithm
based on DDM images is proposed. CYGNSS DDM is composed of 11 Doppler rows and
17 delay columns. When the signal condition is poor, the DDMs obtained by GYGNSS will
not have an obvious horseshoe shape [14]. Such DDMs are unable to represent the MSS of
the reflected surface effectively, and therefore, cannot be used for sea surface wind speed
retrieval. In order to analyze the shapes of DDMs more easily, all DDMs are normalized
according to:

nDDM(τ, f ) =
DDM(τ, f )
DDMmax

(20)

where nDDM(τ, f ) represents the measured power of the reflected signal when the time
delay and frequency shift are τ and f in the normalized DDM. DDMmax represents the
maximum power in the original DDM. CYGNSS compresses the DDM from a 128× 20 matrix
to a 17 × 11 matrix [6]. The red solid box in Figure 6a indicates the selected area of the
noise floor part where the signal is absent. All the data whose noise floor maximum powers
exceed the threshold value of 0.4 are excluded. This step screens out most of the DDMs
influenced by noise without involving much computation. Some remaining DDMs may
still be influenced by noise, so it is necessary to verify whether a basic horseshoe-shaped
emerges. In order to reduce computation, this paper proposes a parameter called EdgeA,
i.e., the difference between the mean value of the Edge Box and the mean of the noise floor.
The orange and red boxes in Figure 6a indicate the trailing edge part and the floor noise
part of the DDMs, respectively. The mean value of the noise floor is derived from Equation
(21) [30], and EdgeA is derived from Equation (22).

Noise f loor =
1

N1

2

∑
i=1

11

∑
j=1

nDDM
(
τi, f j

)
(21)

EdgeA =
1

N2

2

∑
i=τmax

11

∑
j=1

nDDM
(
τi, f j

)
− Noise f loor (22)

where N1 and N2 are the number of all power values in the noise box and edge box. τmax is
the column number when the power of nDDM is maximum. In this study, EdgeA must be
greater than 0.1 to ensure that all DDMs have a basic horseshoe shape.
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3.3. The Results of Regression Trees

This section analyzes the effects of the four regression trees modeling methods (i.e., BT,
ET, XGB and LGBM) that were described in Section 2.3. Figure 7 shows the scatter plots of
the true and estimated wind speeds. In the figure, the color (from cool to warm) indicates
the density of the points. Table 4 shows the retrieval performance of each regression tree
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model. The bold font represents the best results. It may be seen that many high wind speed
data are concentrated in the range of 15–20 m/s, causing elevated inversion accuracy in this
range. In order to avoid the influence of data distribution on the analysis of the result, the
performance of high wind speed models was analyzed in three data intervals: (1) overall
(15–30 m/s), (2) 15–20 m/s and (3) 20–30 m/s.
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Table 4. The retrieval performance of each regression tree models.

Methods
0–15 (m/s) 15–30 (m/s) 15–20 (m/s) 20–30 (m/s)

RMSE R MD RMSE R MD RMSE R MD RMSE R MD

BT 1.970 0.724 0.089 1.440 0.627 0.150 1.320 0.300 0.070 2.577 0.567 1.255
ET 1.496 0.831 0.097 1.100 0.767 0.145 0.971 0.497 0.047 2.204 0.625 1.487

XGB 1.483 0.835 0.085 1.145 0.744 0.165 1.005 0.470 0.214 2.336 0.611 1.559
LGBM 1.419 0.849 0.066 1.148 0.746 0.162 0.971 0.489 0.210 2.542 0.614 1.961

As shown in Figure 7, all four regression tree-based modeling methods have the ability
to retrieve wind speeds in different intervals. As the simplest regression tree modeling
method, BT demonstrated the worst retrieval results, i.e., the greatest dispersion, as shown
in Figure 7. Further analysis showed that the performance of the other three methods was
superior to that of BT. LGBM had the best performance in the low wind speed interval;
the RMSE and R of LGBM were improved by 27.97% and 17.27% compared with BT. In
the high wind speed interval, the performance of ET was the best. For instance, the RMSE
and R of ET were improved by 23.61% and 22.33% compared with BT. It should be noted
that the RMSEs of high wind speed models are basically smaller than those of low wind
speed models, which does not mean that the former have better performance in general.
In fact, this situation is mainly affected by the wind speed distribution of the dataset
used in this paper. The performance of all regression trees modeling methods was better
in low wind speed interval, which is consistent with the conclusions of many previous
studies [26–29]. From the calculated MD, a slight underestimation of true wind speed in
both figures was observed. Besides, more obvious underestimations at high winds were
shown by both models. This result is similar to that of [28]. Most of the research results
demonstrate that GNSS-R data are more suitable for retrieving low wind speeds, while
significant performance degradation occurs when retrieving high wind speeds [27–29].
This might be due to the reduced sensitivity of an ocean scattering cross-section to the high
wind speed and the increased random error in the DDM signal [14].
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3.4. The Results of ANNs

As shown in Figure 2, we adopted the three-layer neural network structure; the
number distribution of three-layer neurons was N-2N-N. In this section, the influence of
the value of N and activation function is analyzed. N is set at 5, 10, 20, 30, 40, 50 and
60, respectively. Tables 5–7 show the RMSEs, Rs and MDs of the wind speed retrieval
using ANN models with different activation functions and N values, respectively. As in
Section 3.3, the bold font represents the best result, and the performance of the high wind
speed models was analyzed in three data intervals. Figure 8 shows RMSEs and Rs of the
wind speed retrieval models in a more intuitive form, i.e., in the form of line chart.

Table 5. RMSEs of the ANN models.

N
0–15 (m/s) 15–30 (m/s) 15–20 (m/s) 20–30 (m/s)

Relu Tanh Sigmoid Relu Tanh Sigmoid Relu Tanh Sigmoid Relu Tanh Sigmoid

5 1.466 1.474 1.473 1.291 1.245 1.283 1.016 0.960 0.956 3.226 3.402 3.204
10 1.501 1.473 1.460 1.390 1.232 1.286 1.022 0.980 0.970 3.755 3.342 3.072
20 1.541 1.472 1.512 1.289 1.320 1.248 1.055 1.004 0.988 3.028 3.019 3.503
30 1.556 1.524 1.503 1.914 1.211 1.223 1.794 0.996 1.007 3.129 2.902 2.766
40 1.616 1.522 1.544 3.876 1.239 1.248 3.861 0.999 1.013 4.074 3.039 2.917
50 1.611 1.554 1.523 2.468 1.219 1.209 2.380 0.999 0.977 3.455 2.800 2.963
60 1.663 1.563 1.577 2.022 1.224 1.243 1.863 0.982 0.992 3.542 3.086 2.926

Table 6. Rs of the ANN models.

N
0–15 (m/s) 15–30 (m/s) 15–20 (m/s) 20–30 (m/s)

Relu Tanh Sigmoid Relu Tanh Sigmoid Relu Tanh Sigmoid Relu Tanh Sigmoid

5 0.838 0.836 0.836 0.659 0.695 0.671 0.434 0.498 0.501 0.518 0.540 0.543
10 0.829 0.836 0.839 0.635 0.699 0.665 0.452 0.473 0.487 0.413 0.491 0.547
20 0.821 0.837 0.827 0.662 0.667 0.685 0.440 0.471 0.482 0.550 0.547 0.418
30 0.818 0.825 0.829 0.453 0.708 0.703 0.228 0.468 0.464 0.484 0.524 0.578
40 0.803 0.826 0.820 0.264 0.693 0.687 0.112 0.470 0.457 0.372 0.527 0.543
50 0.804 0.817 0.825 0.385 0.703 0.708 0.187 0.475 0.495 0.426 0.562 0.512
60 0.794 0.816 0.811 0.455 0.702 0.690 0.219 0.483 0.481 0.442 0.563 0.536

Table 7. MDs of the ANN models.

N
0–15 (m/s) 15–30 (m/s) 15–20 (m/s) 20–30 (m/s)

Relu Tanh Sigmoid Relu Tanh Sigmoid Relu Tanh Sigmoid Relu Tanh Sigmoid

5 0.047 0.038 0.036 0.192 0.183 0.208 0.022 0.005 0.017 2.533 2.633 2.833
10 0.050 0.028 0.027 0.117 0.183 0.192 0.016 0.021 0.009 1.509 2.423 2.703
20 0.062 0.040 0.053 0.160 0.137 0.152 0.009 0.045 0.007 2.233 1.400 2.148
30 0.071 0.028 0.050 0.172 0.100 0.182 0.036 0.011 0.061 2.043 1.321 1.849
40 0.084 0.080 0.087 0.165 0.191 0.175 0.040 0.046 0.037 1.877 2.198 2.075
50 0.077 0.064 0.083 0.122 0.165 0.144 0.012 0.017 0.021 1.630 2.194 1.843
60 0.056 0.064 0.095 0.113 0.136 0.184 0.004 0.022 0.029 1.619 1.688 2.315
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Figure 8. RMSEs and Rs of the wind speed retrieval models using ANN models with different
activation functions and different numbers of neurons.

In the low wind speed interval, it is obvious that the choice of activation function
hardly affected the ANN models, as shown in Figure 8. However, the increase of the
number of neurons significantly reduced the accuracy of the models, although the accuracy
variation was not very significant. In the high wind speed interval, the increase in the
number of neurons had little effect on Sigmoid and Tanh, but it had an obvious effect on
ReLu. As shown in Table 6, for a low wind speed interval, when the activation function
was Sigmoid and N was 10, the performance of ANN was the best. For a high wind speed
interval, when the activation function was Tanh and N was 30, the performance of ANN
was the best. Overall, although the underestimation of ANNs at high winds was smaller
than that of regression trees, the retrieval performance of ANNs was slightly worse than
that of the regression tree modeling methods. In order to facilitate a comparison with
other methods, scatter plots of low wind speeds retrieved by the Sigmoid function and
of high wind speeds retrieved by the Tanh function are presented as examples, as shown
in Figure 9.

3.5. The Results of SLR and SVM

This section analyzes the effects of two other classical machine learning methods (i.e.,
SLR and SVM), as described in Sections 2.4 and 2.5. Figure 10 shows scatter plots of the true
and estimated wind speeds. Table 8 shows the retrieval performance of each regression
trees model. Similarly, the bold font represents the best result, and the performance of high
wind speed models was analyzed in three data intervals. It is obvious that the retrieval
results of SVM had less dispersion than those of SLR, which means that the performance
of SVM was better. However, the retrieval performance of the models described in the
previous two sections was better than that of the models presented in this section.
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Table 8. Retrieval performance of SLR and SVM.

Methods
0–15 (m/s) 15–30 (m/s) 15–20 (m/s) 20–30 (m/s)

RMSE R MD RMSE R MD RMSE R MD RMSE R MD

SLR 1.929 0.697 0.055 1.541 0.475 0.364 1.213 0.280 0.199 3.844 0.393 3.456
SVM 1.577 0.810 −0.021 1.290 0.684 0.304 1.007 0.488 0.075 3.254 0.556 2.623

3.6. Summary

The preceding subsections presented and analyzed the retrieval performance of several
machine learning methods in different wind speed intervals. This subsection summarizes
and analyzes their performance gaps. Figure 11 shows the Rs and RMSEs of the models
using machine learning methods. It is obvious from Figure 11 that the RMSE of LGBM is
smaller than those of other models in a low wind speed interval, while the RMSE of ET is
smaller than those of other models in a high wind speed interval. The R values are usually
larger when the RMSE values are smaller. The performance of LGBM, ET, ANN and XGB
are significantly better than that of SVM, BT and SLR, which means that they are more
suitable for wind speed retrieval.
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4. Discussion

By analyzing the performance of all seven models, it can be concluded that LGBM
performed best in the low wind speed interval, while ET performed best in the high wind
speed interval. However, the above experimental results do not prove that all the variables
in Table 1 can be used to optimize the performance of the model. On the contrary, some
variables may reduce the accuracy of the model. Therefore, it is very important to analyze
the effects of different variables. It should be noted that in the high wind speed interval,
the data of spaceborne GNSS-R also present different data distributions and characteristics
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from those in the low wind speed interval, and the roles of the variables were not always
consistent. Here, we use the characteristics of XGBoost as the basis for evaluating the
effect of each variable. XGBoost uses the average gain (AG) of data splits across all trees
to measure the effects of variables [51]. After model training, by analyzing the XGBoost
model structure, the AG related to each variable is defined as:

AGvi =
∑ Gainvi

Svi

(23)

where vi is a variable used in the XGBoost model, Svi is the number of times that vi
is used to split the data across all trees and Gainvi is the gain value of each tree after
splitting with vi. Table 9 shows the AG of each variable in the low and high wind speed
intervals, respectively.

Table 9. Rankings of the effects of variables.

0–15 (m/s) 15–30 (m/s)

Rank AG Variables Rank AG Variables

1 9452.12 NBRCS 1 364.99 SWH_swell
2 2649.02 LES 2 100.85 NoiseFloor
3 1887.14 SNR 3 90.88 NBRCS
4 1602.55 SWH_swell 4 88.56 ScatterArea
5 443.67 InstGain 5 84.76 InstGain
6 360.00 NoiseFloor 6 76.91 AzBody
7 337.60 DDMA15 7 73.86 DDMA15
8 320.35 ScatterArea 8 71.09 IncAngle
9 284.02 AzBody 9 64.71 SNR
10 253.56 IncAngle 10 44.97 LES

Although AG helps to verify the effectiveness of feature selection, it cannot be used
as a direct basis thereof. As such, the rationale of Table 9 needs to be demonstrated
through experimental results. In order to analyze the influences of different variables more
intuitively, this study constructed 60 models based on ET, XGB and LGBM with different
variables. Line charts were used to help in analyzing the influence of these variables.
The x-axis in Figure 12 indicates the number of variables, which is consistent with the
ranking of the effects of variables in Table 9. For example, in the low wind speed interval,
if the number of variables was set at 4, NBRCS, LES, SNR and SWH_swell were used in
the modeling; in the high wind speed interval, if the number of variables was set at 3,
SWH_swell, NoiseFloor and NBRCS were used in the modeling.

In Figure 12, the relationship between variables and models can be analyzed clearly.
It is obvious that Figure 12 and Table 9 are highly consistent. In the low wind speed
interval, the AG of NBRCS is much larger than that of other variables, which means that
NBRCS is the most important variable in the low wind speed models. In the two subgraphs
of the first column of Figure 12, it is obvious that LES, SNR and SWH_swell improved
the performance of the model greatly, as also confirmed in Table 9. In Table 9, the AGs
of LES, SNR and SWH_swell are significantly greater than those of the other variables.
These variables effectively reduced the RMSE of the model and increased the correlation
coefficient between the wind speed estimates and the true values of wind speed. In the
high wind speed interval, the models were mostly affected by SWH_swell; this may have
been due to the degradation of the performance of spaceborne GNSS-R technology in
a high wind speed. This result also indicates that, especially in the high wind speed
interval, spaceborne GNSS-R technology needs to fuse more reliable auxiliary information
to achieve better retrieval results. The contributions of other variables to the model are
basically similar. Different from the results of the low wind speed interval, the effects of
NoiseFloor and ScatterArea were significantly greater, while the effects of SNR and LES
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were lower. In the high wind speed interval, the quality of DDM became lower, decreasing
the correlation coefficients between sea surface MSS and the variables SNR and LES.
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In general, from the above analysis, it is obvious that the results of the models with
all variables are the best in both high and low wind speed intervals. In most cases, the
accuracy of the model is directly proportional to the number of variables. Additionally, for
different modeling methods, the influence of the number of variables was different; for
different wind speed intervals, the rankings of the effects of variables were different. The
above conclusions may be helpful for the future research of spaceborne GNSS-R sea surface
wind speed retrieval.

5. Conclusions

By using machine learning methods, this study investigated wind speed retrieval in
different wind speed intervals. Through extensive processing of experimental data, it was
observed that different machine learning methods have different properties in different
wind speed intervals. In particular, a range of multi-variable models was developed and
evaluated. The results showed that the LGBM model performs best with an RMSE of
1.419 m/s and a correlation coefficient of 0.849 in the low wind speed interval (0–15 m/s),
while the ET model performs best with an RMSE of 1.100 and a correlation coefficient of
0.767 in the high wind speed interval (15–30 m/s). In addition, through experiments, some
characteristics of ANN models were found in wind speed retrieval. In the low wind speed
interval, the choice of activation function hardly affects the ANN models, while the increase
of the number of neurons significantly reduces the accuracy of the model. In the high wind
speed interval, the increase in the number of neurons has little effect on Sigmoid and Tanh,
but it has an obvious effect on ReLu.

The effects of the variables used in the wind speed retrieval models described in
this paper were analyzed. Through processing experimental data, it was observed that
the models with all variables (i.e. NBRCS, LES, SNR, DDMA, Noise Floor, sp_inc_angle,
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sp_az_body, Instrument Gain, Scatter Area, and SWH_swell) achieved the highest accuracy.
In the low wind speed interval, NBRCS, LES, SNR and SWH_swell were the most important
variables. In the high wind speed interval, the models were mostly affected by SWH_swell,
and the ranking of the effects of variables was very different from that in the low wind
speed interval.

Future studies will focus on further performance enhancements of the models devel-
oped in this paper. For instance, the accuracy of the model would decrease in the presence
of large wind speed and high SWH_swell. It would thus be useful to develop techniques to
handle the retrieval of high wind speeds with minimal performance degradation.
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