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Abstract. Spam filtering in social networks is increasingly important owing to 

the rapid growth of social network user base. Sophisticated spam filters must be 

developed to deal with this complex problem. Traditional machine learning ap-

proaches such as neural networks, support vector machine and Naïve Bayes clas-

sifiers are not effective enough to process and utilize complex features present in 

high-dimensional data on social network spam. To overcome this problem, here 

we propose a novel approach to social network spam filtering. The approach uses 

ensemble learning techniques with regularized deep neural networks as base 

learners. We demonstrate that this approach is effective for social network spam 

filtering on a benchmark dataset in terms of accuracy and area under ROC. In 

addition, solid performance is achieved in terms of false negative and false posi-

tive rates. We also show that the proposed approach outperforms other popular 

algorithms used in spam filtering, such as decision trees, Naïve Bayes, artificial 

immune systems, support vector machines, etc.  
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1 Introduction 

Generally, spam can be defined as unwanted and unsolicited messages sent to usually 

a large number of recipients [1]. Spam message can be sent over multiple communica-

tion channels, such as e-mail, SMS, social networks, etc. Statistics show that a large 

proportion of all messages in social networks are spam messages. For instance, the 

study by Proofpoint, a major company specialized in cyber security, reported that dur-

ing the first half of 2013 there has been a 355% growth of social spam. For every seven 

new social media accounts, five new spammers are detected [2]. 

The growing opportunities of social networks and their popularity have attracted 

many users. These days the base of social network users is steadily growing and con-

siderable amount of communication is done through social networks. However, along 

with legitimate and useful information, inappropriate and unwanted content is also re-

leased on these networks. Indeed, spam senders target social network users as well. 

Moreover, business social networks like Linkedin are also affected [3]. This has serious 
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economic and social consequences. Spam messages decrease work productivity, in-

crease IT support related resources (help desk) and may even result in security inci-

dents. This is why a considerable attention is given to spam filtering. 

Spam messages can be filtered either manually or automatically. Obviously, manual 

spam filtering by identifying spam message and removing it is a time consuming task. 

Moreover, spam messages may contain a security threat, such as links to phishing web 

sites or servers hosting malware. Therefore, over a number of decades researches and 

practitioners have worked on improving automatic spam filtering algorithms. Machine 

learning techniques are particularly known to be highly accurate in detecting spam mes-

sages. There is a number of existing machine learning algorithms applied to spam fil-

tering, including neural networks [4], support vector machines (SVMs) [5], Naïve 

Bayes [6], random forest [7], etc. 

Spam filtering task belongs to binary classification problem, each message should 

be identified either as spam or ham. Besides high accuracy algorithm should also per-

form well when it comes to false positive ratio (legitimate message is classified as 

spam) to avoid situations where legitimate message is not delivered to the intended 

receiver. The main concept of the machine learning algorithms is to build a word list 

and assign a weight to each word accordingly. However, spammers tend to include 

common legitimate messages into the spam message in order to decrease the probability 

of being detected. In social network spam filtering, additional attributes are therefore 

used, such as those related to sender’s profile and behavior in the social network. 

The state-of-the-art methods in social network spam filtering has recently been sur-

veyed by [8]. According to the survey, ensemble learning methods, such as bagging 

and random forest, outperform traditional single classifiers. The ensemble methods 

combine the predictions of several base machine learning algorithms in order to im-

prove accuracy and robustness over single algorithms. In previous studies, ensemble 

methods employed traditional classifiers like decision trees to effectively filter spam 

messages. However, surprisingly little attention has been paid to neural networks with 

ensemble learning. Recent evidence showed that neural networks equipped with regu-

larization techniques may be highly accurate in detecting e-mail and SMS spam [4]. 

This can be attributed to better optimization convergence and resistance to overfitting. 

To take advantage of these qualities, here we integrate regularized neural networks with 

ensemble learning methods for social network spam filtering. Using the benchmark data 

from the Dutch social networking site Hyves, here we show that this approach can be 

more effective than state-of-the-art spam filtering methods in terms of accuracy.  

The rest of this paper is organized in the following way. Section 2 briefly reviews 

recent development in social network spam filtering. Section 3 presents the benchmark 

dataset. In section 4, we introduce the proposed spam filter. Section 5 shows the results 

of the experiments and a comparative analysis with several state-of-the-art methods 

used for social network spam filtering. In section 6, we conclude this paper and discuss 

possible future research directions. 



2 Social Network Spam Filtering – A Literature Review 

User base of social networks is growing over the number of years. For instance, Face-

book, one of the biggest social networks in the world, grew from one billion to two 

billion users just in 5 years [9]. Social network spam has become a major concern of 

industry and academia because it may include unwanted content, such as insults, hate 

speech, malicious links, etc. Such messages can be seen by the recipient’s followers. 

Moreover, they may lead to confusions and misdirection in public discussions [10]. 

Fighting social network spam with traditional legal methods has serious limitation, 

since spam messages in social networks can be sent from different countries. It is im-

portant to note that spammers may use anonymisers, making it difficult to trace them. 

In order to overcome this problem, several social network spam filters have recently 

been developed [10-22]. 

A Naïve Bayes classifier was proposed by [11] to detect spam in Twitter. Features 

related to tweet content and user behaviour were identified and used in machine learn-

ing by [12]. A hybrid approach for identifying spam profiles was proposed by [13], 

combining social media analytics and firefly algorithm with chaotic maps for spam de-

tection in Twitter marketing. In addition to spam messages detection, recent studies 

have also considered an alternative task of social spammer detection. A large Twitter 

dataset was used in [14] to demonstrate that feature distributions between spammers 

and legitimate users are different. These feature distributions were used in a social 

spammer detection framework that integrated this information with a social regulariza-

tion term incorporate into a classification model. In [15], the so-called “social bridges” 

were identified to detect spammers in Twitter. These are reported as the major support-

ers of malicious users and a graph-topology based classifier was used to detect such 

bridge linkages. Another way to tackle the issue of detecting spammers in Twitter was 

described in [16]. A multilayer social network was defined and the identification of 

spammers was based on the existence of overlapping community-based features of us-

ers represented in the form of Hypergraphs, such as structural behaviour and URL char-

acteristics. A unified approach was proposed in [17], utilizing the fact that social 

spammers tend to post more spam messages. Indeed, it was shown that combining so-

cial spammer filtering with spam message filtering improves the performance of both 

tasks.  

Although Twitter represents the most frequently used source of data, alternative so-

cial networks have also been examined. For example, data from Sina Weibo were used 

to study features related to message content and user behaviour in [10]. The most im-

portant features were then used in the SVM classifier for spam detection. Extreme 

learning machines were used by [18] on a similar dataset. A semi-supervised social 

media spammer filtering approach was developed in [19]. This approach outperformed 

traditional supervised classifiers for the spammer detection task. Similar results were 

obtained by for spam message detection in Hyves social network [20]. Using the same 

dataset, significant improvements were achieved by combining data oversampling with 

regularized deep multi-layer perceptron neural networks [21]. 

Several researchers employed feature selection and extraction methodologies to 

identify the most important features for social network spam filtering. The concept of 



rough set theory was applied by [22], concluding that the used methodology selected a 

smaller subset of features than those of the baseline methodologies. By considering 

important features of the posts and their corresponding comments, and finally applying 

the feature selection techniques, the method proposed in [23] selected the most effective 

features to detect spam using machine learning techniques. A probabilistic generative 

model (latent Dirichlet allocation) was proposed by [24] to detect the latent semantics 

from user-generated comments. Incremental learning was then used to address the issue 

of the changing feature space.  

In summary, previous related literature attempted to overcome the problem of high-

dimensional data (the curse of dimensionality) by selecting the most important features, 

regardless of whether content-based features or user behaviour features. This was 

mainly due to the risk of overfitting or poor convergence of the used classification 

methods. However, useful information may be hidden in higher-order features that can 

be extracted by using deep neural networks [21]. In fact, additional hidden layers enable 

the recombination of features and thus to capture higher complexity and abstraction in 

high-dimensional datasets [25]. Moreover, ensemble methods have become popular in 

social network spam detection tasks due to their capacity to reduce the risk of overfit-

ting and variance [8]. 

3 Dataset 

In this study, we used the dataset from Hyves, the Dutch social networking site1. The 

original dataset contained both labelled and unlabelled messages. As we use a super-

vised learning approach here, we excluded the unlabelled (unannotated) messages from 

the dataset. Since the details on this dataset can be found in [20], we provide only a 

brief description in this study. 

The dataset includes the following types of information: message content, spam re-

port and user information. The messages were collected from publicly accessible pro-

file or group pages. At least two spam reports were created for each message to obtain 

reliable categorization of messages into “spam” or “not spam”. The user policy of 

Hyves was used to define spam messages. Specifically, unsolicited and promotional 

messages were labelled as spam. 

The social network spam dataset contained 466 spam messages and 355 legitimate 

messages. The messages were represented as the arrays of json objects with the follow-

ing fields: the annotation of the object (either spam or legitimate), anonymized IDs of 

the reporters of the message, anonymized ID of the author of the message, and bag of 

words representation of the message (an anonymized ID was assigned to each word). 

To represent the bag of words, we used tf.idf weighting scheme. The weight vij for the 

i-the word in the j-th message can be calculated as follows: 

 vij = (1 + log(tfij)) × log(N/dfi), (1) 

                                                           
1 http://ilps.science.uva.nl/framework-unsupervised-spam-detection-social-networking-sites/ 



where tfij represents term frequency, dfi is document frequency, and N is the number of 

messages. We used top 2000 words according to their weights. This number was re-

ported to be sufficient to perform document classification in previous studies [26]. 

4 Methods 

Since the main interest of the paper is the proposal of a social network spam filter based 

on deep neural network with ensemble learning, we provide a brief description of these 

methods in this section. 

The model of the deep neural network (DNN) used in this study is the multilayer 

perceptron neural network with multiple hidden layers that process complex relations 

between the input features and output categories. However, such a structure results in 

the large number of connections, leading to sampling noise. Therefore, intensive adap-

tation of training data may result in overfitting. To address this issue, we used dropout 

regularization. Indeed, increased accuracy may be achieved by dropping units from the 

neural network, including all their incoming and outgoing connections. The dropout 

regularization randomly changes the given ratio of the activations’ values to zero while 

training is performed and therefore hidden units that produce the same result are ig-

nored. In addition, we employed rectified linear units instead of traditional sigmoidal 

units in order to avoid poor local minima of training error and slow optimization con-

vergence [27]. This is done by producing partial derivative equal to one, in case the 

rectified linear unit is activated. It is also worth to add that these units saturate when 

reaching one. This might be useful when hidden activations are selected as input fea-

tures for the classifier. The mini-batch gradient descent was used as a training algorithm 

for the DNN. Connection weights are updated for every mini-batch of training data in 

the following way:  

 wt+1 = wt – η∇θJ(wt; x(i:i+n); y(i:i+n)), (2) 

where w is connection weight, t denotes time, η is learning rate, J is an objective func-

tion, xi and yi are the inputs and output of the i-the data sample within every mini-batch, 

and n is the number of data samples in the mini-batch. By using the mini-batches a 

stable convergence can be achieved during the DNN learning. 

The goal of ensemble learning algorithms is to combine the predictions of multiple 

base estimators constructed with the defined learning algorithm. This approach leads to 

better generalizability and robustness over single estimators. There are two main clas-

ses of ensemble learning algorithms, averaging and boosting. The fundamental concept 

of averaging is to construct several estimators independently from each other and cal-

culate the average of their predictions. By reducing variance, the combined estimator 

is more accurate than single base estimator. By contrast, boosting builds the base esti-

mators sequentially. Thus, several sequential weak models are combined to achieve a 

good ensemble. Here we used three conventional ensemble learning algorithms, namely 

Adaboost M1 [28], bagging [29] and random subspace [30]. 

The Adaboost M1 algorithm was developed to produce predictions with high accu-

racy utilizing a number of weak base learners. The algorithm keeps building the learners 



until there are no errors in training data predictions or the limit numbers of models is 

exceeded. This is done by increasing the weights of incorrectly predicted data. Finally, 

the predictions from all the models are combined by using a weighted majority vote to 

obtain the final predictions. The algorithm is defined as follows:  

 

Algorithm 1: Adaboost M1 

Input: The set T of training data (xi; yi), i=1,2, … ,n; the number B of base DNNs 

Output: Ensemble of base DNNs {Cb} 

For b=1 to B { 

Construct a base DNN Cb on weighted training data T*=(w1T1
b, w2T2

b, … , wnTn
b); 

Calculate the probability estimates of the error errb=1/n Σ wib×ξi
b (ξi

b=0 if Ti classified cor-

rectly, ξi
b=1 otherwise); 

Set weight cb=0.5×log((1–errb)/errb); 

If errb<0.5, set  wib+1=wib×exp(cbξi
b); 

Otherwise, set all weights wib=1 and restart the algorithm; 

} 

Combine base DNNs Cb, b=1,2,…,B into an ensemble {Cb} by weighted majority voting; 

 

The main idea behind bagging is to construct multiple instances of black-box esti-

mator on the random subsets of the original training data. To produce an aggregated 

prediction, separate predictions are then combined by using the voting procedure. Thus, 

the variance of base estimator is reduced by applying randomization during the process 

of building ensembles. The bagging algorithm employed here can be defined as fol-

lows: 

 

Algorithm 2: Bagging 

Input: The set T of training data (xi; yi), i=1,2, … ,n; the number B of base DNNs 

Output: Ensemble of base DNNs {Cb} 

For b=1 to B { 

Create a bootstrapped replicate Tb of the training data set T; 

Construct a base DNN Cb on Tb; 

} 

Combine base DNNs Cb, b=1,2,…,B into an ensemble {Cb} by simple majority voting; 

 

Random subspace algorithm was proposed to handle the problem of trade-off be-

tween overfitting and achieving the highest accuracy. In fact, the random subspace al-

gorithm is similar to bagging. The main difference is in the way they draw the random 

subsets of training data. In random subspace, these subsets are produced as the random 

subsets of the features. The random subspace algorithm applied here for social network 

spam filtering can be defined as follows: 

 

Algorithm 3: Random subspace 

Input: The set T of training data (xi; yi), i=1,2, … ,n; the number B of base DNNs 

Output: Ensemble of base DNNs {Cb} 

For b=1 to B { 



Select an r-dimensional random subspace Tb from the original training data set T; 

Construct a base DNN Cb in Tb; 

} 

Combine base DNNs Cb, b=1,2,…,B into an ensemble {Cb} by simple majority voting; 

5 Experimental Results 

In this section, we first describe the setting of all experiments and then we present the 

results in terms of four prediction measures: accuracy, area under ROC (receiver oper-

ating characteristic) curve, FN (false negative) rate and FP (false positive) rate, and F1-

score. FN rate represents the percentage of spam messages incorrectly predicted as le-

gitimate, while FP rate is the percentage of legitimate messages incorrectly predicted 

as spam. F1-score combines precision and recall, where precision is a fraction of mes-

sages correctly classified as spam out of all the messages the algorithm classifies as 

spam, whereas recall is the fraction of messages correctly classified as spam out of all 

the spam messages. 10-fold cross-validation was used to avoid overfitting and evaluate 

the prediction performance. 

The DNN with ensemble learning was trained with the following setting: number of 

hidden layers = {1, 2, 3}, number of units in hidden layers = {10, 20, 50}, and learning 

rate was set to η = 0.1, size of mini-batches = 100, dropout rate for input layer = 0.2; 

dropout rate for hidden layers = 0.5, and number of iterations = 1000. The best setting 

of the DNN structure (2 hidden layers with 50 and 20 units, respectively) was obtained 

by using grid search. Furthermore, 10 iterations were used in the learning of Adaboost 

M1 ensemble, the size of each bag in bagging was 100, and the size of each subspace 

was 50% of all attributes in the random subspace algorithm. The learning of bagging 

and random subspace was also performed in 10 iterations. 

To demonstrate the effectiveness of the proposed social network spam filter, we 

compared its performance with several methods used in previous studies for spam fil-

tering [4-8], namely the single DNN, CNN (convolutional neural network), Naïve 

Bayes, k-NN (k nearest neighbour), C4.5 decision tree, MLP (multilayer perceptron), 

SVM (support vector machine), AIRS (artificial immune recognition system), Ada-

boost M1 with decision stump as base learner, and random forest. The settings of these 

algorithms were as follows: single DNN (the same setting as for the DNN with ensem-

ble learning); CNN (mini-batch gradient descent algorithm with patch size 5×5 and max 

pool size 2×2, the remaining parameters were the same as for the DNN); k-NN (k = 3); 

C4.5 (J48 implementation with the confidence factor of 0.25 and minimum instances 

per leaf = 2); MLP (backpropagation with {10, 20, 50, 100} units in the hidden layer 

(50 units worked best), learning rate = 0.1, momentum = 0.2, and iterations = 1000); 

SVM (sequential minimal optimization algorithm with C = {20, 21, … , 26} (C = 22 

worked best) and polynomial kernel function); AIRS (AIRS2 parallel algorithm with 

affinity threshold = 0.2, clonal rate = 10, hyper-mutation rate = 2, k = 3 and stimulation 

threshold = 0.9); Adaboost M1 with 10 iterations and decision stump as base learner; 

and 100 random trees were used in random forest. All the experiments were performed 

in Weka 3.7.13 environment. 



A brief description of the comparative methods is given as follows:  

CNN uses layers together with convolving filters and filters are applied to the local 

features of adjacent layers. Each hidden layer consists of several feature maps (filters 

in a layer build a feature map sharing the same parametrization). Max-pooling is used 

to capture the most important features for each feature map. NB classifier utilizes in-

formation learnt from training data in order to calculate the probability of spam or le-

gitimate class taking into consideration words found in the message. In k-NN, the mes-

sage is classified based on the most common class in k neighbours. J48 algorithm gen-

erates a decision tree model, including variable classification rates built on cross-vali-

dation. MLP is a feed-forward neural network that consists of several layers of units, 

namely input, hidden and output layer. Each layer is directly connected to the next layer 

in the MLP. Backpropagation algorithm is commonly used to train this neural network. 

In contrast to empirical risk considered in the training of the MLP, SVM learning is 

based on structural risk minimization. Specifically, SVM finds the optimal separating 

hyperplane that represents the maximum margin between two classes and the corre-

sponding decision boundaries are defined by the so-called support vectors. As a result, 

this algorithm can effectively handle high-dimensional data. AIRS is another artificial 

intelligence approach. This algorithm includes models resembling particular immuno-

logical processes. Finally, random forest consists of multiple tree predictors. Each of 

them is influenced by the values of an independently sampled random vector. There-

fore, all the trees in the forest share the same distribution. 

The results of the experiments are summarized in Table 1 and Table 2. The results 

show that the DNN with bagging performed best in terms of accuracy and area under 

ROC curve. Besides the DNN with ensemble learning, the single DNN, CNN and ran-

dom forest also performed well. Student’s paired t-tests were performed to compare the 

results statistically. The results that are statistically similar to the best performer at 

p=0.05 are in bold in Table 1 and Table 2.  

Table 1. Results of the experiments – accuracy and area under ROC curve. 

Method Accuracy 

[%] 

Area under  

ROC curve 

Naïve Bayes 82.98±7.08 0.943±0.026 

k-NN 88.37±3.71 0.946±0.026 

C4.5 88.65±3.84 0.912±0.037 

MLP 88.97±3.86 0.942±0.027 

SVM 90.45±3.25 0.907±0.032 

AIRS 80.42±7.78 0.914±0.033 

Adaboost M1 89.10±3.73 0.907±0.034 

Random forest 91.94±3.09 0.960±0.023 

CNN 91.11±4.52 0.950±0.051 

DNN 92.27±3.04 0.961±0.021 

DNN with adaboost 90.87±2.87 0.940±0.027 

DNN with bagging 92.69±2.82 0.962±0.022 

DNN with random subspace 92.45±3.08 0.961±0.023 



Table 2. Results of the experiments – FN and FP rates. 

Method FN rate [%] FP rate [%] F1-score 

Naïve Bayes 6.1±3.8 30.2±19.5 0.8641±0.0461 

k-NN 16.1±6.0 34.0±3.0 0.8903±0.0375 

C4.5 14.0±5.5 5.7±4.3 0.8953±0.0369 

MLP 11.6±17.0 6.8±6.1 0.8978±0.0364 

SVM 10.8±4.9 5.1±3.8 0.9131±0.0306 

AIRS 25.4±14.5 11.9±18.5 0.8415±0.0460 

Adaboost M1 17.1±6.0 2.8±2.5 0.8952±0.0388 

Random forest 10.0±4.7 5.1±3.6 0.9264±0.0292 

CNN 9.2±4.6 5.2±4.2 0.9211±0.0338 

DNN 9.2±4.3 3.4±3.0 0.9292±0.0292 

DNN with adaboost 8.8±5.4 9.6±2.8 0.9184±0.0273 

DNN with bagging 9.0±3.6 5.1±2.9 0.9338±0.0258 

DNN with random subspace 10.1±4.5 4.2±2.4 0.9308±0.0211 

 

The results in Table 2 show that the DNN with ensemble learning performed well in 

terms of FN rate, while relatively poorly in terms of FP rate. Overall, however, the 

performance was well balanced for both spam and legitimate classes. This was also 

confirmed with the high values of the area under ROC curve. Moreover, the DNN with 

bagging and DNN with random subspace performed best in terms of F1-score, indicat-

ing a balanced performance in both the precision and the recall. Notably, we obtained 

better results than those reported in the original study using this dataset (ROC = 0.801) 

[20]. However, this original study was based on a simple spam score combining mes-

sages’ own and neighbour characteristics. More precisely, the best performance in 

terms of accuracy was achieved by using the DNN with bagging. As presented in Table 

2, this can be mainly attributed to the low value of FN rate. In other words, this method 

performs particularly well in predicting the spam class. The DNN with adaboost per-

formed even better in terms of this criterion but it failed to classify the legitimate mes-

sages compared with the remaining ensemble methods. Finally, the DNN with random 

subspace performed reasonably well with respect to both classes, resulting in high ac-

curacy and area under ROC curve. Regarding the other comparative methods, they were 

significantly outperformed by the best spam filter in terms of accuracy, except random 

forest, CNN and DNN. Although the improvement in accuracy might not seem sub-

stantial (e.g., less than one percent over random forest), real-life spam filters achieve 

up to 99.9% accuracy. Every improvement is therefore highly warranted. However, 

some of the comparative methods were good in detecting one of the classes. Specifi-

cally, Naïve Bayes was best in detecting the social network spam class, while Adaboost 

M1 performed best on the legitimate class of messages. On the other hand, Adaboost 

M1 cannot be recommended for spam filtering in social networks due to the low value 

of the area under ROC curve, reflecting the poor performance on the spam class. 



6 Conclusion 

In this study, we demonstrated that ensemble learning algorithms with DNN as the base 

learner is more accurate than state-of-the-art spam filtering methods. The results show 

that bagging algorithm trained with DNNs achieved best results, with a high accuracy 

on both classes. This can be attributed to the capacity of bagging in reducing the risk of 

overfitting. In fact, bagging performs best with complex base learners, just like DNNs. 

Note that this is different from boosting where weak base learners are preferred. More-

over, reducing the number of features with random subspace does not seem to be ben-

eficial in case of DNNs. To sum up, the combination of complex DNNs trained on 

random subsets of high-dimensional data seems to be an effective method for social 

network spam filtering. On the other hand, ensemble learning algorithms with DNN 

performed relatively poorly when it comes to FN rate.  

Several limitations of this study need to be mentioned. Here we used the content of 

the messages, together with the information about the author (the number of messages 

authored) and reporter (the number of messages reported). However, the content of the 

neighbouring messages could be utilized in future studies. This would require a larger 

dataset to be collected. This model could also be used to predict spammers in addition 

to spam messages. Recent studies showed that such a combination might significantly 

improve the accuracy of spam and spammer filters. 

The results obtained here suggest that DNNs with ensemble learning might have 

great potential also in other text categorization tasks, such as web-page classification, 

e-mail spam filtering, sentiment classification and so forth. It would also be interesting 

to investigate the effect of different feature selection approaches and therefore further 

investigation and experimentation is highly recommended. Moreover, it would be ben-

eficial to investigate whether described methods show similar performance for spam 

datasets from different countries in different languages from different social network-

ing platforms and whether localization of classification algorithm is required. 
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