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Abstract

Aspect-oriented Fine-grained Opinion Extraction (AFOE) aims to
extract the aspect terms, corresponding opinion terms and sentiment
polarity in a target sentence. Most previous methods treat AFOE
as word-level or span-level task, which ignore the complementarity
of these two tasks. To integrate the merits of word-level and span-
level information, we construct an end-to-end Span-based Multi-Table
Labeling (SpanMTL) framework. SpanMTL combines word-based and
span-based table labeling to tackle AFOE task. Specifically, in the
proposed model, we use two separate BiLSTMs to encode the infor-
mation of aspect and opinion terms into a word-based 2D repre-
sentation table. Based on the table, we construct span-based table
with CNN by associating the word-pair representations. At last, we
integrate the table label distributions of word- and span-based table
labeling to generate a multi-table labeling. The proposed method
improves the performances of OPE and OTE tasks by introducing
span information especially on the data with lots of spans. We have
conducted various experiments on AFOE datasets to validate our
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method. The experimental results show that our method outperforms
other baselines when the sentences having lots of span information.

Keywords: AFOE, span-level information, multi-table labeling, sentiment
analysis

1 Introduction

Aspect-based sentiment analysis (ABSA) [1-4] is a fine-grained task in senti-
ment analysis [5-7] that mainly focuses on aspect terms, opinion terms and
sentiment polarity to obtain word-level or span-level sentiment information
in sentences. Aspect terms are words or spans that describe the entities in
a sentence, such as “waiters” and “pasta” in the sentence in Fig. 1. Opin-
ion terms are words or spans that can reflect the subjective attitudes of the
related aspect terms, such as “friendly” and “not good” in the sentence in
Fig. 1. Sentiment polarity is the emotion attribute classification (positive, neu-
tral, negative) based on aspect terms and related opinion terms. For example,
the sentiment polarity of the aspect term “waiters” in the example sentence is
“positive”.

Sentence
Waiters are friendly and the pasta is not good.
ATermE OTermE
Waiters, pasta friendly, not good
ATSA TOWE
Waiters — Waiters — friendly
pasta — pasta —snot good
AFOE
OPE OTE
(Waiters, friendly) (Waiters, friendly, )
(pasta, not good) (pasta, not good,

Fig. 1 An example of Aspect-oriented Fine-grained Opinion Extraction task.

As the ABSA task has received more and more attention from schol-
ars, many sub-tasks around the above three elements have been proposed
corresponding to the example shown in Fig. 1, which are explained as follows:

e Aspect Term Extraction (ATermE): extracting aspect term(s);
e Opinion Term Exaction (OTermE): extracting opinion term(s);

e Aspect Term Sentiment Analysis (ATSA): predicting the sentiment polarity
of the annotated aspect term(s);
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e Target-oriented Opinion Words Extraction (TOWE): extracting the opinion
term(s) of annotated aspect term(s);

¢ Opinion Pair Extraction (OPE): extracting the aspect term(s) and corre-
sponding opinion term(s);

e Opinion Triplet Extraction (OTE) or Aspect Sentiment Triplet Extrac-
tion (ASTE): extracting the aspect term(s) and related opinion term(s), and
predicting the corresponding sentiment polarity;

e Aspect-oriented Fine-grained Opinion Extraction (AFOE): extracting
aspect-opinion pair(s) or aspect-opinion-sentiment triplet(s).

The basic subtasks of ABSA, such as ATermE and OTermE, cannot fully
analyze the fine-grained sentiment information in sentences. Therefore, Peng
et al. [8] and Zhao et al. [9] propose OTE task and OPE task respectively.
And then, Wu et al. [10] combine these two tasks into an AFOE task and
provide four AFOE datasets. Different from most of the previous methods,
which are based on the perspective of co-extraction with joint models [8, 11],
the pipeline methods are built to first extract aspect terms and opinion terms,
then pair them. This pipeline framework is intuitive, but it ignores the rela-
tionship between aspect terms and opinion terms, which might result in error
propagation problem.

To overcome such drawbacks, many end-to-end approaches are proposed to
solve OPE [9] and OTE [12-16] tasks. However, most of the previous methods
only focus on solving OPE or OTE task separately. Although Wu et al. [10]
present a novel labeling method, GTS, to solve OPE and OTE tasks simul-
taneously, GTS is not good at extracting pairs or triplets containing spans.
SpanMIt [9] pays attention to span extraction in solving OPE task. However,
most existing methods define OPE and OTE as word-level tasks, ignoring the
information of spans. The interaction between spans is ignored in the span
encoding stage. In addition, words and spans are not distinguished in the
final extraction stage. These result in suboptimal results of AFOE when many
aspect terms and opinion terms in a sentence are spans.

In this paper, we propose a Span-based Multi-Table Labeling method,
called SpanMTL, which aims to extract aspect-opinion pair(s) or aspect-
opinion-sentiment triplet(s) in a sentence through a 2D table labeling scheme
on word and span tables. For word encoding, we use two separate BiLSTMs
to simultaneously obtain aspect terms information and opinion terms informa-
tion. Then we build a word-based 2D representation table, which is composed
of aspect and opinion word representations. For table encoding, we use multi-
dimensional recurrent neural network (MDRNN) [17] to learn the interactive
information between elements in 2D table to obtain a contextual pair represen-
tation. For span encoding, we use the pair representation learned from the 2D
word table to obtain the span pair representation through a convolutional neu-
ral network (CNN), and obtain a span-based 2D table. For decoding, we use
table labeling method [10] to label the word- and span-based 2D tables. Finally,
we integrate the labeling results of both tables and take the average value as
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the final result. We have conducted various experiments on four benchmark
datasets to compare our SpanMTL model with other baseline models. The
experimental results show that our proposed model outperforms other state-
of-the-art methods on the 15res and 16res datasets, which have lots spans. The
main contributions of our method are summarized as follows:

® We generate word representation learned from two separate BiLSTMs, which
can encode words into aspect- and opinion-specific word representations.

® We design a CNN based span encoder to convert the word pair representa-
tion into span pair representation to extract span information.

® Our method can employ both the word- and span-level information to
improve the performance of AFOE task.

2 Related work

Aspect-based sentiment analysis (ABSA) was first proposed by Hu and Liu [1]
and defined as an aspect-level task, which aims to mine the emotion infor-
mation of the aspect term in a sentence. ABSA is also called fine-grained
opinion mining, which mainly includes aspect term extraction (ATermE) [18—
20], opinion term extraction (OTermE) [21], aspect term sentiment analy-
sis (ATSA) [22-25], target-oriented opinion words extraction (TOWE) [26],
etc. These subtasks dig out different information, but they do not integrate
these useful information into one task.

In order to extract comprehensive aspect-level information from unmarked
data, opinion pair extraction (OPE) task and opinion triplet extraction (OTE)
task are proposed. For OPE task, Zhao et al. [9] propose a span-based multi-
task end-to-end model, which first obtains representations of all words and
spans and then predicts their labels and relationships. Chen et al. [16] and
Mao et al. [15] transform OPE task into a machine reading comprehension
task. Zhang et al. [12] tackle OPE task by a multi-task learning framework. For
OTE task, Peng et al. [8] first propose a two-step method. The first step is to
extract aspect terms and sentiment polarity through a unified labeling model,
and then to extract opinion terms through a graph convolutional neural net-
work. The second step is to use a binary classifier to determine all candidate
triplets. From the perspective of first extracting and then judging, Huang et
al. [11] also propose a novel two-step method. However, this two-step frame-
work suffers from the problem of error propagation. To overcome this flaw,
most recent works employ an end-to-end framework to solve the OTE task.
Xu et al. [14] design a novel position-aware tagging scheme that is capable of
jointly extracting the triplets.

In order to comprehensively evaluate OPE task and OTE task, Wu et
al. [10] collectively refer to these two tasks as the aspect-oriented fine-grained
opinion extraction (AFOE) and propose a novel tagging scheme, Grid Tagging
Scheme (GTS). This method can mark the relationship between all word pairs
in a word-based table. However, it cannot effectively extract aspect terms
or opinion terms when these terms are spans. In addition, using one word



Springer Nature 2021 B TEX template

Article Title 5

encoder to obtain both aspect and opinion word representation means that the
difference between aspect and opinion words is not considered. In contrast, we
propose a Span-based Multi-Table Labeling method (SpanMTL), which can
explore both information of word- and span-level information to improve the
performance of AFOE task.

3 Methodology
3.1 Problem Definition

Given a sentence C' = (wy,ws,...,wc), where ¢ is the number of words. The
goal of opinion pair extraction (OPE) is to extract a set of aspect-opinion (A-
O) pair(s) in C:

P={(d,0)}, . (1)
where (aj,oj) is the j-th aspect-opinion pair, a is the aspect term, o is the
corresponding opinion term, and P is the number of opinion pairs. The goal
of opinion triplet extraction (OTE) is to extract a set of aspect-opinion-
sentiment (A-O-S) triplet(s) in C:

T={(@.d. )}, 2

where (aj,oj,sj) is the j-th aspect-opinion-sentiment triplet, a is the aspect
term, o is the corresponding opinion term, s is the sentiment polarity and
s € {Positive, Neutral, Negative}, T is the number of triplets.

Note that there are more than one aspect term and opinion term in a
sentence, an aspect term can be related to more than one opinion term, and
the same opinion term may also correspond to multiple aspect terms, resulting
in more than one A-O pair and A-O-S triplet in a sentence.

3.2 Table Labeling Scheme

We address the task of AFOE based on GTS [10], which utilizes two sets
of target labels Y¥ = {A4,0,P,N} and YT = {A,0O, Pos, Neu, Neg, N} to
represent the relation of any word-pair (w;,w;) or span pair (Sm,s,) in a
sentence for the OPE and OTE task, respectively. Label “A” and “O” represent
Aspect and Opinion respectively, which mean that the current word-pair or
span-pair is an aspect term or opinion term. Label “P” indicates that the word-
pair or span-pair is an A-O pair for OPE task. Label “Pos”, “Neu” and “Neg”
represent that the word-pair or span-pair is an A-O-S triplet with a specific
sentiment polarity for OTE task. While label “N” represents Other, indicating
that the current word-pair or span-pair is irrelevant. Labeling examples of OPE
and OTE task is shown in Fig. 2. Note that in order to make the extracted
information more obvious, label “N” is not marked in Fig. 2.

After obtaining the final labels in the table, we extract the A-O pair(s) or
A-O-S triplet(s). First, if the pair formed by a word itself or all pairs formed
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by each word in a span in the table are marked as label “A” or “O”, then this
word or span is extracted as an aspect term or opinion term. Second, after
obtaining all the aspect terms and opinion terms, if a word-pair composed
of aspect term and opinion term is marked as “P” or any sentiment polarity
label (“Pos”, “Neu”, “Neg”), then this aspect term and opinion term are
combined into an A-O pair or A-O-S triplet.
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Fig. 2 Labeling examples for the OPE and OTE task. The lower triangular grid is OPE
task and the upper triangular grid is OTE task.

3.3 Model Description

In this work, we propose an Span-based Multiple Table Labeling (SpanMTL)
model to solve aspect-oriented fine-grained opinion extraction task. As shown
in Fig. 3, our method mainly consists of three components: (1) word encod-
ing and word-based table encoding, in which word pairs are composed
of the embeddings of aspect words and opinion words learned by two inde-
pendent word encoders, and then the influence of pairs and adjacent elements
are captured by using a table encoder; (2) span encoding and span-based
table encoding, in which related word pairs in the word-based table are used
to form a span-based pair representation through a span encoder, and then
the interacted span table is obtained through the table encoder; (3) multiple
table labeling, including word table labeling, span table labeling, and the
A-O pair or A-O-S triplet prediction.

In the A-O pair or A-O-S triplet prediction, we label the word-based table
and the span-based table. Finally, we take the average probability of the results
of the two tables as the final labeling result.
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Fig. 3 An overview of SpanMTL for Aspect-oriented Fine-grained Opinion Extraction.

3.4 Word Encoding and Word-based Table Encoding
3.4.1 Word Encoding

In order to capture the semantic information of aspect words and opinion
words in a sentence respectively, we design an aspect-specific word encoder and
an opinion-specific word encoder. Each encoder is composed of a bidirectional
Long Short-Term Memory (BiLSTM) layer and an attention layer. The inputs
are a sentence with multiple words: C' = (wq, wa, ..., wc), where c is the number
of words. We first encode all words in the sentence through BiLSTM layers
separately to obtain the aspect-specific word representations h® and opinion-
specific word representations h° with sequence features:

hi = [ﬁvﬁﬂ ) (3)
h’? = [’?;’;l-ﬂ ) (4)

%
where h; is the forward hidden state and E is the backward hidden state. Then
we use the attention mechanism to focus on obtaining the aspect and opinion
words information in the sentence and get the word representation % and r°.

3.4.2 Word-based Table Encoding

Different with GTS [10] that obtains the word pair representation from a single
encoder, we use the word representation learned by two independent encoders
to form the word pair. Then, we build a 2D word-based table T%°"¢, which
is a matrix with dimension c*c and contains all possible word pairs. The pair
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representation of the i-th word as the aspect word and the j-th word as the
opinion word is defined as follows:

Tﬁ’;’rd =r;or]. (5)

After that, we design a table encoder to contextualize the current element
through surrounding elements in two directions, i.e. upper and left. The table
encoder uses a Multi-Dimensional Recurrent Neural Network (MDRNN) [17]
with Gated Recurrent Unit (GRU) [27] to enrich the 2D table elements rep-
resentation T;‘jj‘?rd7 and obtain the interacted table M“°"®. Thus, the new
representation of word pairs is calculated by:

M;Lj;)rd — GRU (T;L’J;)rd7 Tword Twm"d) , (6)

=150 " 4,51
where T;”_Olr,dj and T;T'j]‘?ﬁ are the upper and left element of the current pair
qu‘)’]‘-’rd in 2D table, respectively.

3.5 Span Encoding and Span-based Table Encoding
3.5.1 Span Encoding

In order to solve the problem that existing methods cannot effectively obtain
and extract span information, we design a span encoder composed of a
convolutional neural network (CNN), which aims to convert the word pair
representation in the word-based table into a span pair representation T,/

span __ word word
Tm,n = CO”U( i—1,5 i,j+1)7 (7)

where M ;"ff‘ﬁ and M ;Ujoﬂ are the upper and right word pairs of the current

position. As shown in Fig. 4, this setting allows more comprehensive word-level
information for span pairs.

"~ | )
. (not good,not good) C]
® [ ongems

Fig. 4 A case of span encoder.

NND

3.5.2 Span-based Table Encoding

After obtaining the representation of span pairs, the table encoder with
MDRNN is used to model the interactions between different span pairs and
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obtain the interacted table M*P%". The pair in m-th row and n-th column is
defined as:
Mspan — GRU (Tspan Tspan Tspan ) , (8)

m,n m,n ’ " m—1n’" mmn—1
span span .
where T, | and T',,"," ; are the upper and left elements of the current pair

T, The span-based table encoding layer is the same as that of word.

3.6 Multiple Table Labeling

After two table encoding layers based on word and span, we obtain the final

. d . .
representation M ;7" and M;P7" for each word pair and span pair. Then

predict the table label distribution Q;‘,’;’rd and ;5" as follows:
~word word word word
Gt = Softmax (WA Mg 4 pred) ()
U = Softmax (WSpanMiffiL" + bsPan) ) (10)

The cross entropy loss of A-O pair or A-O-S triplet prediction for word-
based table and span-based table is:

c C

Lot = S S Wy = k) log (35 (11)

i=1 j=i ke

c-1 c-1
L = =3 Y Ly = k) log (3707,) (12)
m=1n=m kcy

where y; ; and ¥, , are the ground truth distribution of A-O pair or A-O-S
triplet, I(-) is the indicator function. ) is the label set (J¥ or YT) which is

mentioned in Subsection 3.2, V¥ for OPE task and Y7 for OTE task.
To integrate the labels of the word-based table and span-based table, as
shown in the matrix in the lower left corner of Fig. 3, we adopt the strategy

of average probability to obtain the final results g{”jﬂ“ :

where i =m+ 1,5 =nand m,n € (1,c—1), 14,5 € (1,¢).
The final loss of our model for a sentence C is a weighted sum of £Vord
and £%P*" with L2-regularization term as follows:

L=MLY p Lo 41012 (14)

4 Experiments

4.1 Datasets and Experimental Setting

We utilize four AFOE datasets built by Wu et al. [10] which are aligned by
TOWE datasets [26] and SemEval Challenge datasets [2-4] to comprehensively



Springer Nature 2021 B TEX template

10 Article Title

evaluate the effectiveness of our proposed model. The summary statistics for
the AFOE datasets are shown in Table 1. Precision, recall and F1 score are
used as the metrics for evaluation.

For the word encoder, we use pre-trained word vectors with double embed-
dings of DE-CNN [20] which is composed of 300-dimensional GloVe [28]
embeddings and 100-dimension fastText [29] embeddings. The dimension of
LSTM cell is set to 50 and the kernel size of CNN on span encoder embed-
ding is 2. For the table encoder, we use MDRNN with GRU. For training, we
use Adam [30] to optimize and set the learning rate to 0.005, batch size to 32
and dropout rate to 0.5. Our model is conducted on four testing sets and the
average result of five runs is reported.

Table 1 Statistics of AFOE datesets.

Aspect Opinion
Datasets Number Percentage(%) Number Percentage(%)
word 618 72.62 778 90.78
14res Span 233 27.38 79 9.22
Total 851 100.00 857 100.00
word 277 59.31 408 86.26
14lap Span 190 40.69 65 13.74
Total 467 100.00 473 100.00
word 298 69.95 405 87.28
15res Span 128 30.05 59 12.72
Total 426 100.00 464 100.00
word 317 71.72 431 89.79
16res Span 125 28.28 49 10.21
Total 442 100.00 480 100.00

4.2 Comparative Methods

Since there are less existing works on AFOE, we compare our model with
12 combined models to evaluate the performance. Note that some of the
comparative methods are designed only for OPE task or OTE task.

e CMLA+Dis-BiLSTM. CMLA [31] is an end-to-end model with a coupled
multi-layer attention network. Dis-BiLSTM is built by BiLSTM network for
relation extraction. CMLA+Dis-BiLSTM uses CMLA to co-extract aspect
terms and opinion terms, and uses Dis-BiLSTM to pair them.

¢ CMLA+C-GCN. C-GCN [32] is an extension of graph convolutional net-
work (GCN) which is tailored for relation extraction. CMLA+C-GCN uses
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CMLA [31] to co-extract aspect terms and opinion terms, and pairs them
by C-GCN.

¢ RINANTE+C-GCN. This model uses RINANTE [33] model to co-
extract aspect terms and opinion terms, and then pairs them by C-GCN [32].
Specifically, RINANTE is an algorithm to automatically mine extraction
rules from existing training examples based on dependency parsing results.

¢ BiLSTM-ATT+Distance. The model is a pipeline neural network
that uses BiLSTM and attention mechanism for Aspect Term Extrac-
tion (ATermE) and uses the Distance [1] approach for Target-oriented
Opinion Words Extraction (TOWE).

¢ BiLSTM-ATT+Dependency. Different from BiLSTM-ATT+Distance
model, this model uses the Dependency [34] model for TOWE.

e BiLSTM-ATT+IOG. The model firstly establishes a BiILSTM-ATT net-
work for ATermE, then uses the IOG [26] model with multi-direction LSTM
to detect pairs or triplets.

¢ DE-CNN+IOG. This model is composed of DE-CNN [20] for ATermE
and the IOG [26] approach for TOWE.

¢ RINANTE+IOG. This model is composed of RINANTE [33] for ATermE
and the IOG [26] approach for TOWE.

e GTS-BiLSTM [10]. The model is an end-to-end table labeling approach
based on Grid Tagging Scheme (GTS). Specifically, it firstly uses BiLSTM
word encoder to generate the representation of each word, and then designs
the inference strategy in GTS to exploit indications between all pairs.

e GTS-CNN [10]. Different from GTS-BiLSTM model, this model uses CNN
in the encoding layer.

¢ Li-unified-R+PD. The model firstly extracts aspect terms and opinion
terms, and predicts sentiment polarity by a unified tagging scheme proposed
by [35]. Then it detects the relation by the Pair relation Detection (PD)
proposed by [8].

¢ Peng-unified-R+-PD [8]. The model is a two-step model, which firstly
extracts aspect terms and predicts sentiment of aspect, and then encodes
all candidate pairs for the final classification.

¢ Peng-unified-R+I0G. The model first extracts aspect terms and predicts
sentiment of aspect, and then pairs them by a binary classification with
softmax layer. Peng-unified-R+IOG uses the first step of Peng et al. [8] to
extract the (aspect, sentiment) pair, then combines them with IOG [26].

e IMN+4IOG. The model uses IMN [36] model to solve the task of aspect
term and opinion term co-extraction and aspect-level sentiment classifica-
tion, and then uses IOG [26] model to pair the extracted terms.

4.3 Result Analysis

We compare the results of our model with the baseline models on four
datasets. Since the AFOE task is divided into two parts, i.e. OPE and OTE,
the experimental results are shown in Table 2 and Table 3. The best and
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second-best results are respectively in bold and underline.Gain reports the rel-
ative improvements between SpanMTL and the best/second-best performance
results.

For the opinion pair extraction (OPE) task, the Fl-score of SpanMTL
model increases to 71.84%, 67.87% and 72.67% on datasets 14res, 15res and
16res compared with the second-best being 71.74%, 65.39% and 71.42%. This
improvement indicates that our model focusing on span extraction and the
impact information between pairs is very helpful to the OPE task. However,
it is observed that the experimental result of our model on 14lap dataset is
the second-best, lower than the best GTS-CNN model with 0.86% F1-score
decline. This maybe that 14lap dataset belongs to the domain of lamps instead
of the restaurant domain of the other three datasets.

Compared with the OPE task, the opinion triplet extraction (OTE) task
not only needs to extract the A-O pair, but also needs to predict the sentiment
polarity of the aspect term. For the OTE task, the Fl-scores of our model
increase by 0.81% and 2.33% on 15res and 16res datasets compared with the
second-best values, while decrease by 0.45% and 0.48% on 14lap and 14res
datasets compared with the best values. This slight decrease on 14res and 14res
datasets could be caused by the unnecessary non-phrase information brought
in the representation of all spans in the input sentence.

In summary, due to the learning of span information and the table encoding,
our model can effectively extract A-O pairs and A-O-S triplets. However, our
model has a little dependence on the context domain, resulting in lower results
in the dataset 14lap, which is also the direction to be improved in our future
work.

4.4 Results of ATermE and OTermE task

To further analyze the effects of different methods, we compare the perfor-
mance of two subtasks, Aspect Term Extraction (ATermE) and Opinion Term
Extraction (OTermE). In order to ensure the fairness of the results, we follow
the best method [10] and compare the results on resl4 and resl5 datasets.

The results of ATermE and OTermE are shown in Table 4. On one hand, it
can be observed that the F1 scores of SpanMTL on ATermE and OTermE are
both improved on resl5 dataset, indicating that SpanMTL is also helpful to
the subtasks in solving AFOE task. On the other hand, the result of ATermE
task is better than that of OTermE. This maybe because that the ratio of span-
based aspect terms is more than the ratio of span-based opinion terms, and
our method is designed to solve the problem of span labeling. This illustrates
the effectiveness of SpanMTL in solving subtasks ATermE and OTermE.

4.5 Ablation Study

In order to further verify the performance of the table encoder and span pro-
cessing method under our full model, we conduct an ablation study. All results
are shown in Table 5 and Table 6, where “SpanMTL w/o table” is a variant



Table 2 Quantitative comparison of different methods on OPE task.

Dataset 14res 14lap 15res 16res

Method P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)
CMLA+Dis-BiLSTM 77.21 52.14 62.24 59.47 45.23 51.17 64.86 44.33 52.47 66.29 50.82 57.33
CMLA+C-GCN 72.22 56.35 63.17 60.69 47.25 53.03 64.31 49.41 55.76 66.61 59.23 62.70
RINANTE4C-GCN 71.07 59.45 64.69 67.38 52.10 58.76 65.52 42.74 51.73 - - -
BiLSTM-ATT+Distance 47.09 39.40 42.90 38.85 29.20 33.34 39.63 33.95 36.57 43.60 39.65 41.53
BiLSTM-ATT+Dependency 56.31 48.93 52.36 31.58 28.84 30.15 58.26 42.19 48.94 64.48 48.85 55.59
BiLSTM-ATT+IOG 69.99 61.58 65.46 64.93 44.56 52.84 59.14 56.38 57.73 66.07 62.55 64.13
DE-CNN+IOG 67.70 69.41 68.55 59.59 51.68 55.35 56.18 60.08 58.04 62.97 66.22 64.55
RINANTE+IOG 70.16 65.47 67.74 61.76 53.11 57.10 63.24 55.57 59.16 - - -
GTS-CNN 74.13 69.49 71.74 68.33 55.04 60.97 66.81 61.34 63.96 70.48 72.39 71.42
GTS-BiLSTM 71.32 67.07 69.13 61.53 54.31 57.69 67.76 63.19 65.39 70.32 70.46 70.39
SpanMTL 73.24 70.50 71.84 61.37 58.89 60.11 69.75  66.08 67.87 72.81 72.52 72.67
Gain -3.97 1.01 0.10 -6.96 3.85 -0.86 1.99 2.89 2.48 2.33 0.13 1.25

op, 2Ly

€l

ayerdwo) XA T¢0g @mjeN Ioduridg



Table 3 Quantitative comparison of different methods on OTE task.

Dataset l4res 14lap 15res 16res

Method P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%) P(%) R(%) F1(%)
Li-unified-R+PD 41.44 68.79 51.68 42.25 42.78 42.47 43.34 50.73 46.69 38.19 53.47 44.51
Peng-unified-R+P 44.18 62.99 51.89 40.40 47.24 43.50 40.97 54.68 46.79 46.76 62.97 53.62
Peng-unified-R+10 58.89 60.41 59.64 48.62 45.52 47.02 51.70 46.04 48.71 59.25 58.09 58.67
IMN+IOG 59.57 63.88 61.65 49.21 46.23 47.68 55.24 52.33 53.75 - - -
GTS-CNN 70.79 61.71 65.94 55.93 47.52 51.38 60.09 53.57 56.64 62.63 66.98 64.73
GTS-BiLSTM 67.28 61.91 64.49 59.42 45.13 51.30 63.26 50.71 56.29 66.07 65.05 65.56
SpanMTL 66.91 64.14 65.49 56.07 46.61 50.90 61.39 53.99 57.45 72.17 64.09 67.89
Gain -3.88 -4.65 -0.45 -3.35 -0.91 -0.48 -1.87 0.42 0.81 6.10 -2.89 2.33
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Table 4 Quantitative comparison (F1-score) of different methods on ATermE and OTermE
task. The abbreviations “A” and “O” respectively denote the ATermE and OTermE.

14res 15res

Methods A O A O

BiLSTM-ATT 79.03 80.55 73.59 73.01
DE-CNN 81.90 80.57 75.24 73.07
CMLA 81.22 80.48 76.03 74.67
RINANTE 81.34 83.33 73.38 75.40
GTS-CNN 81.82 83.07 77.33 75.23
GTS-BiLSTM 81.10 82.62 78.44 75.63
SpanMTL 82.62 82.30 79.76 75.93

Table 5 Ablation study on OPE task.

Method
Dataset SpanMTL w/o table SpanMTL w/o span SpanMTL
P(%) 69.89 73.38 73.24
14res R(%) 69.19 61.82 70.50
F1(%) 69.54 67.11 71.84
P(%) 66.07 60.78 61.37
l4lap R(%) 52.37 51.19 58.89
F1(%) 58.41 55.57 60.11
P(%) 67.84 67.75 69.75
15res R(%) 62.98 59.30 66.08
F1(%) 65.32 63.25 67.87
P(%) 71.10 70.27 72.81
16res R(%) 71.24 68.91 72.52
F1(%) 71.17 69.59 72.67

of our SpanMTL that removes the word-based table encoding and span-based
table encoding, and “SpanMTL w/o span” is another variant of our SpanMTL
that removes the span representation learning, the span-based table encoding
and the span extraction.

Removing the table encoding process results in performance degradation,
indicating that table encoding between aspect-opinion pairs or triplets is use-
ful for prediction. Similarly, the Fl-score of “SpanMTL w/o span” is also
decreased, which further shows that our emphasis on span is correct, and the
designed span-based representation learning and span-based table encoding
can improve the AFOE task.
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Table 6 Ablation study on OTE task.

Method
Dataset SpanMTL w/o table SpanMTL w/o span SpanMTL
P(%) 65.88 63.87 66.91
ldres R(%) 63.79 63.74 64.14
F1(%) 64.82 63.80 65.49
P(%) 52.47 51.05 56.07
14lap R(%) 44.77 44.40 46.61
F1(%) 48.32 47.49 50.90
P(%) 64.17 59.95 61.39
15res R(%) 48.74 49.28 53.99
F1(%) 55.65 54.09 57.45
P(%) 71.24 65.03 72.17
16res R(%) 61.36 63.90 64.09
F1(%) 65.91 64.46 67.89

4.6 Case Study

To further illustrate the performance of our module, we present a case study
on OPE task comparing our model with exhaustive model GTS [10]. As shown
in Table 7, Sentence #1 is selected to evaluate the effect of models on the span
extraction, and Sentence #?2 is selected to evaluate the effect of models on the
span extraction and multiple A-O pairs extraction.

For Sentence #1, our model can correctly extract the aspect term and A-
O pair, while GTS model only extracts the first word of the aspect term. This
proves that our improved table labeling method can effectively extract phrases.
For Sentence #2, our model successfully extracts the opinion word “great
surprises”, but GTS model only extracts the word “great”. In our analysis, this
result may be caused by the ignorance of span information in the GTS tagging
method. It is worth noting that there are three A-O pairs in Sentence #2, but
both of our model and GTS model only extract two pairs. This shows that
our method has insufficient processing effect on multiple A-O pairs extraction,
which will be the research direction of our future work.

5 Conclusions

In this paper, we propose a Span-based Multi-Table Labeling framework,
SpanMTL, for aspect-oriented fined-grained opinion extraction (AFOE) task.
Our method encodes all words in each sentence through two BiLSTMs to
obtain aspect- and opinion-specific word representations. Then we obtain
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Table 7 Two examples for the case study on OPE task.

#| Sentences Golden GTS SpanMTL

Beef noodle soup is
1 (Beef noodle soup, good) (Beef, good) (Beef noodle soup, good)
good as well.

The seafood is amaz-

ing, there’s a good X
N R (seafood, amazing),
wine list, and the . .
2 i (wine list, good),
ever-changing menu

(seafood, amazing), (seafood, amazing),

. (menu, great) (menu, great surprises)
(menu, great surprises)
always offers some

great surprises.

word-based table encoding with a multi-dimensional recurrent neural net-
work (MDRNN). Based on the word-based table, we generate span encoding
with CNN, which is further processed by another MDRNN to generate span-
based table encoding. The final extractions are obtained by integrating the
results of word-based table labeling and span-based table labeling. Experimen-
tal results show that our model outperforms the state-of-the-art methods on
resl5 and resl6 datasets, which have lots of span information. In our future
work, we will explore the relationship between multiple pairs or triplets in a
sentence to improve the performance of AFOE task.
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