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#### Abstract

We present a sparse grid/hyperbolic cross discretization for many-particle problems. It involves the tensor product of a one-particle multilevel basis. Subsequent truncation of the associated series expansion then results in a sparse grid discretization. Here, depending on the norms involved, different variants of sparse grid techniques for many-particle spaces can be derived that, in the best case, result in complexities and error estimates which are independent of the number of particles. Furthermore we introduce an additional constraint which gives antisymmetric sparse grids which are suited to fermionic systems. We apply the antisymmetric sparse grid discretization to the electronic Schrödinger equation and compare costs, accuracy, convergence rates and scalability with respect to the number of electrons present in the system.
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## Introduction

In this article we consider the electronic Schrödinger equation (first without spin for reasons of simplicity)

$$
\begin{equation*}
H \psi\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=E \psi\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \tag{1}
\end{equation*}
$$

with the Hamilton operator

$$
H=T+V \quad \text { where } \quad T=-\frac{1}{2} \sum_{i=1}^{N} \Delta_{i}
$$

and

$$
V= \begin{cases}+\sum_{i=1}^{N} \sum_{j=1}^{N_{n u c}} Z_{j}\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}-\sum_{i=1}^{N} \sum_{j>i}^{N}\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}, & d=1 \\ +\sum_{i=1}^{N} \sum_{j=1}^{N_{n u c}} Z_{j} \log \left(\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}\right)-\sum_{i=1}^{N} \sum_{j>i}^{N} \log \left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}, & d=2 \\ -\sum_{i=1}^{N} \sum_{j=1}^{N_{n u c}} \frac{Z_{j}}{\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}}+\sum_{i=1}^{N} \sum_{j>i}^{N} \frac{1}{\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}}, & d=3\end{cases}
$$

[^0]Here, $\mathbf{x}_{i}:=\left(x_{1, i}, \ldots, x_{d, i}\right) \in \mathbb{R}^{d}$ denotes the position of the $i$-th electron, $i=1, \ldots, N$, and $\mathbf{R}_{j} \in \mathbb{R}^{d}$ denotes the fixed position of the $j$-th nucleus, $j=1, \ldots, N_{n u c}$. The operator $\Delta_{i}$ is the Laplacian acting on the $\mathbf{x}_{i^{-}}$ component of $\psi$, i.e. $\Delta_{i}=\sum_{j=1}^{d} \partial^{2} / \partial\left(x_{j, i}\right)^{2}, Z_{j}$ is the charge of the $j$-th nucleus and the norm $|\cdot|_{2}$ denotes the usual Euclidean distance in $\mathbb{R}^{d}$. The solution $\psi$ describes the wave function associated to the eigenvalue $E$. Note that for $d=1$ and $d=2$ we use the associated Coulomb interaction potential with reversed sign to account for a repulsion of electrons and for an attraction of nuclei and electrons.

This eigenvalue problem results from the Born-Oppenheimer approximation [65] to the general Schrödinger equation for a system of electrons and nuclei which takes the different masses of electrons and nuclei into account. It is one of the core problems of computational chemistry. Its successful treatment would allow to predict the properties of arbitrary atomic systems and molecules [26]. However, except for very simple cases, there is no analytical solution for (1) available. Also a direct numerical approach is impossible since $\psi$ is a $d \cdot N$-dimensional function. Any discretization on e.g. uniform grids with $O(K)$ points in each direction would involve $O\left(K^{d \cdot N}\right)$ degrees of freedoms which are impossible to store for $d=3, N>1$. Furthermore, only a convergence rate of the type

$$
\left\|\psi-\psi_{K}\right\|_{\mathcal{H}^{s}} \leq c(N, d) \cdot K^{-r /(d \cdot N)}\|\psi\|_{\mathcal{H}^{s+r}}
$$

can be achieved, where $\|\cdot\|_{\mathcal{H}^{s}}$ is the usual Sobolev norm in $\mathcal{H}^{s}, r$ denotes the isotropic smoothness of $\psi$ and $c$ is a constant which may depend on $N$ and $d$ but not on $K$. Here, we encounter the curse of dimensionality [7], i.e. the rate of convergence deteriorates exponentially with the dimension $d$ and the number $N$ of electrons, respectively.

Therefore, most approaches resort to an approximation of (1) only. Examples are the classical Hartree-Fock method or its successive refinements like configuration interaction or coupled clusters which lead to tractable approximations to Schrödinger's equation. For the conventional hierarchy of additive methods, finite sums of Slater determinants are used. Some existence and convergence theory can be found in [33,57,58]. Density functional theory provides an alternative framework. Here, the high dimensionality is traded for a highly nonlinear equation on the one-particle density of the ground state, with an unknown but principally exact exchangecorrelation part. There, the Kohn-Sham equations allow to express the kinetic energy in terms of the density. This highly successful method is widely employed but cannot be improved upon systematically. Furthermore there are the reduced density matrix (RDM) [64] and the r12 approach [29] which lead to improved accuracy and open the way to new applications. A survey of these methods can be found in $[4,59,60]$. A major problem with these techniques is that, albeit quite successful in practice, they nevertheless only provide approximations. Also a systematical improvement is usually not easily available such that convergence of the model to Schrödinger's equation is achieved.

In this article, we intend to directly discretize the Schrödinger equation without resorting to any model approximation. To this end, we aim at a discretization method which circumvents the above-mentioned curse of dimensionality. We envision a convergence rate of the type

$$
\begin{equation*}
\left\|\psi-\psi_{K}\right\|_{\mathcal{H}^{s}} \leq c(N, d) \cdot K^{-r / d}\|\psi\|_{\mathcal{H}_{\text {mix }}^{s+r}} \tag{2}
\end{equation*}
$$

where the rate of convergence does no longer exponentially deteriorate with the number $N$ of particles. Now, however, a more restrictive smoothness requirement, namely the boundedness of a certain $(s+r)$-th mixed derivative may be involved. Such favourable convergence properties can be achieved for various sparse grid discretization methods in the context of integration problems [35, 36], integral equations [32, 43] and elliptic partial differential equations, see [12] and the references cited therein. In Fourier space, such methods are also known under the name hyperbolic cross approximation.

The derivation of a sparse grid method starts from a one-dimensional multiscale basis which exhibits an appropriate decay property for the coefficients of a function representation. A tensor product construction then results in a multilevel basis for the multivariate case. Subsequent truncation of the corresponding multivariate series expansion finally leads to a sparse grid discretization scheme. Here, depending of the norm and truncation strategy used, different variants of sparse grids (regular sparse grids, energy-norm based sparse grids, dimension
adaptive sparse grids, see [12]) can be derived which, in the best case, result in convergence rates of the type (2) provided that certain mixed derivatives of the solution are bounded.

Recently Yserentant showed in [77] that such a type of smoothness prerequisite (involving $\mathcal{H}_{\text {mix }}^{1,1}, \mathcal{H}_{\text {mix }}^{\frac{1}{2}, 1}$, see $(11)$ ), is indeed valid for the solution $\psi$ of Schrödinger's equation. This result suggests that it is possible to numerically solve (1) up to a prescribed accuracy with an amount of work which does not scale exponentially in the number $N$ of electrons with respect to $K$. Note that in the case $d=3$ the Coulomb potential $\frac{1}{|\mathbf{x}-\mathbf{y}|_{2}}$ is unbounded at the set of coalescence points

$$
\left\{\overrightarrow{\mathbf{x}} \in\left(\mathbb{R}^{d}\right)^{N}:\left(\prod_{i=1}^{N} \prod_{j=1}^{N_{n u c}}\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}\right)\left(\prod_{i=1}^{N} \prod_{j>i}^{N}\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}\right)=0\right\}
$$

and thus the eigenfunctions are nonanalytic there. In 1957 Kato studied the solution near two-particle coalescence points and showed that the eigenfunctions are locally Lipschitz [52]. Further results on the regularity of the eigenfunctions of the Schrödinger operator and on the behaviour of a many-electron wavefunction in the neighborhood of the coalescence points (e.g. cusp conditions) can be found in [29-31,50,52].

In this article we develop and study a generalized sparse grid/hyperbolic cross technique for the electronic Schrödinger equation (1). For reasons of simplicity we restrict ourselves to the setting of a $d \cdot N$-dimensional product domain $\Omega=I^{d \cdot N}$ with $I=[0,2 \pi]$ and periodic boundary conditions. As a multilevel basis for the one-particle space we use the Fourier function system $\left\{\left(\frac{1}{2 \pi}\right)^{N d / 2} \mathrm{e}^{i \mathbf{k}^{T} \mathbf{x}}, \mathbf{k} \in \mathbb{Z}^{d}, \mathbf{x} \in I^{d}\right\}$. Beside its well known decay properties for sufficiently smooth functions, this choice provides an orthogonal basis of $\mathcal{L}^{2}(\Omega)$. This is advantageous in the Galerkin discretization process since, due to the Slater-Condon rules, we then obtain a sparse matrix for the discretized eigenvalue problem. Note that our approach is by no means restricted to this specific choice of multilevel basis and to the periodic setting. Any multilevel basis for the one-particle space with a sufficient decay property may be used as basic ingredient for our sparse grid approach with similar results. Candidates are other hierarchical global polynomial systems $[8,10,12,51,73]$ or function families with localization properties like wavelets [18], prewavelets [15, 42], interpolets [19, 22], and related wavelet-like constructs, see $[12,16]$ for a survey. But also multiscale finite element systems and frames [37, 40, 41, 67] or multiscale Gaussians [63] may be used ${ }^{1,2}$.

From a basis for the one-particle space we derive various sparse grid/hyperbolic cross spaces for the $N$ particle space by means of a tensor product construction and a subsequent series truncation. Here we first consider functions from spaces with bounded mixed derivatives $\mathcal{H}_{\text {mix }}^{t}$ and construct regular sparse grids for $N$ particle spaces. We derive estimates for the dimension of the associated discrete space $V_{K, 0}$ and the associated error. The degrees of freedoms then scale logarithmically with the number $N$ of particles with respect to the discretization parameter $K$. We then introduce an additional parameter $T$ which allows us to generalize the sparse grid approach. It makes it possible to switch to discrete spaces $V_{K, T}$ which can be chosen optimally for functions from spaces with bounded mixed derivatives $\mathcal{H}_{\text {mix }}^{t, l}$ where the parameter $t$ relates to mixed derivatives and $l$ relates to the (isotropic) partial derivatives of degree $l$. We derive estimates for the dimension of $V_{K, T}$ and the associated approximation error. In special cases, i.e. if $T \in(0,1]$ the dependence of the dimension of $V_{K, T}$ on $N$ with respect to the asymptotics in $K$ is completely removed while the order of approximation is for $T \leq(s-l) / t$ the same as in the full grid case. Here the approximation error is measured in the classical Sobolev norm $\|\cdot\|_{\mathcal{H}^{s}}$.

We then restrict our sparse grid approach to the case of antisymmetric functions which obey Pauli's principle. To this end, we replace the conventional (inner) tensor product by an outer product which involves Slater

[^1]determinants. Then, many degrees of freedom of the conventional sparse grid construction coincide, i.e. their associated basis functions are now (up to sign) the same. The idea is to only take one representative of the indices with coinciding basis functions into consideration. This leads to an additional constraint on the indices of the sparse grid basis functions which results in a further substantial reduction of the complexity, i.e. the number of degrees of freedom is basically reduced by the factor $N!(N-S)$ ! where $S$ denotes the number of electrons with negative spin and $N-S$ is the number of electrons with positive spin. The estimate for the associated error is the same as in the non-constrained case.

We use the resulting basis functions of the antisymmetric sparse grid space in a Galerkin discretization of (1). Due to the orthogonality a large number of the entries of the associated stiffness matrix is zero which reduces the storage requirements and complexity substantially. Furthermore, since we use a Fourier basis, the inner products, i.e. the non-zero entries of the matrix, can be reduced to $d$ - and $2 d$-dimensional integrals, whose values can be computed either numerically or, in the case $d=1$ and $d=3$ even analytically. We then solve the discrete eigensystem by a parallel Lanczos method.

We finally apply our new antisymmetric sparse grid approach to model problems with varying number of electrons, and compare costs, accuracy, convergence rates and scalability with respect to the number of electrons present in the system. Altogether, we give a direct method for Schrödinger's equation without resorting to any model approximation. The errors involved in our approach are pure discretization errors for which a provable convergence rate is provided.

The remainder of this paper is organized as follows: in Section 1 we discuss the conventional sparse grid approach, here for the case of one-particle spaces as basic building blocks. We employ for the $d$-dimensional one-particle space on $I^{d}$ the anisotropic product of a 1 D multiscale basis on $I$. As an example we use here for reasons of simplicity the Fourier basis. For a $N$-particle system a further product approach then leads to a multiscale basis on $I^{d \cdot N}$. Truncation leads to different variants of sparse grid subspaces. Here, besides the conventional sparse grid approach we focus on optimized sparse grids which allow to take advantage of certain mixed smoothness properties of the function to be represented. We discuss the associated complexities and approximation properties. In Section 2 we generalize the sparse grid approach to the case of antisymmetry. To this end, the conventional product is first replaced by the outer product which involves the Slater determinant construction. Then, we impose additional conditions on the level indices of the multivariate basis which reflect the Pauli principle. We thus obtain a true basis for antisymmetric sparse grid spaces with a substantially reduced amount of degree of freedoms. For different variants of such antisymmetric sparse grid spaces we derive the associated complexities and approximation properties. Then, in Section 4 we apply the Galerkin approach for the electronic Schrödinger equation using antisymmetric sparse grid spaces. We set up the stiffness matrix, consider its non-zero structure which results from the Slater-Condon rules and solve the associated discrete eigenvalue problem with a Lanczos solver. In Section 5 we apply our approach to model problems with varying number of electrons and compare costs, accuracy, convergence rate and scalability with respect to the number of electrons present in the system. Finally we give some concluding remarks in Section 6.

## 1. Sparse grids for particle spaces

In the following we introduce various Sobolev spaces and norms for particles. We then introduce approximation spaces related to regular sparse grids and discuss their dimension and approximation rates. Finally we consider optimized sparse grid spaces and derive their dimension and approximation rates. For reasons of simplicity we here restrict ourselves to the periodic setting with $I=[0,2 \pi]$ (opposite sides identified) and use Fourier series expansions. Note that analogous results can be obtained for non-periodic domains and other types of expansion systems with sufficient decay properties.

### 1.1. Sobolev spaces for particles

First, let us set up a basis for the one-particle space $\mathcal{H}^{s}\left(I^{d}\right) \subset \mathcal{L}^{2}\left(I^{d}\right)$. Here, we use the $d$-dimensional product of the one-dimensional system $\left\{\phi_{k}(x), k \in \mathbb{Z}\right\}$. An example are the trigonometric polynomials $\left\{\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{i k x}, k \in \mathbb{Z}\right.$,
$x \in I\}$. We then define the $d$-dimensional multi-index $\mathbf{k}=\left(k_{1}, k_{2}, \ldots, k_{d}\right) \in \mathbb{Z}^{d}$, the coordinate vector $\mathbf{x}=$ $\left(x_{1}, \ldots, x_{d}\right)$ and the associated $d$-dimensional basis functions

$$
\begin{equation*}
\phi_{\mathbf{k}}(\mathbf{x}):=\prod_{j=1}^{d} \phi_{k_{j}}\left(x_{j}\right) \tag{3}
\end{equation*}
$$

We furthermore denote $|\mathbf{k}|_{2}=\left(\sum_{i=1}^{d} k_{i}^{2}\right)^{1 / 2}$ and $|\mathbf{k}|_{\infty}=\max _{1 \leq j \leq d}\left|k_{j}\right|$. Let us define (periodic) isotropic Sobolev spaces in $d$ dimensions via Fourier series, i.e. we classify functions via the decay of their Fourier coefficients. To this end, we set

$$
\begin{equation*}
\lambda(\mathbf{k}):=|\mathbf{k}|_{2} \tag{4}
\end{equation*}
$$

and define

$$
\begin{equation*}
\mathcal{H}^{s}\left(I^{d}\right)=\left\{u(\mathbf{x})=\sum_{\mathbf{k} \in \mathbb{Z}^{d}} c_{\mathbf{k}} \phi_{\mathbf{k}}(\mathbf{x}):\|u\|_{\mathcal{H}^{s}\left(I^{d}\right)}=\left(\sum_{\mathbf{k} \in \mathbb{Z}^{d}}(1+\lambda(\mathbf{k}))^{2 s} \cdot\left|c_{\mathbf{k}}\right|^{2}\right)^{1 / 2} \leq c<\infty\right\} \tag{5}
\end{equation*}
$$

where $c_{\mathbf{k}}=\int_{I^{d}} \phi_{\mathbf{k}}^{*}(\mathbf{x}) u(\mathbf{x}) \mathrm{d} \mathbf{x}$ and $c$ is a constant which depends on $d$. Note that $\lambda(\mathbf{k})$ relates to the $\mathcal{H}^{1}$-seminorm, i.e.

$$
-(\Delta u, u)=\sum_{\mathbf{k} \in \mathbb{Z}^{d}} c_{\mathbf{k}}^{2} \lambda(\mathbf{k})^{2}
$$

Then, (5) is equivalent to the usual definition of the $\mathcal{H}^{s}$-norm, since

$$
\begin{equation*}
\left(1+|\mathbf{k}|_{2}\right)^{2 s} \simeq \sum_{|\alpha| \leq s}|\mathbf{k}|_{2}^{2 \alpha} \tag{6}
\end{equation*}
$$

where the constants in the norm equivalence involve binomial coefficients with respect to $d$.
Based on the given one-particle basis (3) we now define a basis for many-particle spaces. We denote by $I^{d \cdot N}=I^{d} \times I^{d} \times \cdots \times I^{d}$ the $d \cdot N$ dimensional torus which is equivalent to the $d \cdot N$ dimensional cube where opposite faces are identified. We then have the $d \cdot N$-dimensional coordinates $\overrightarrow{\mathbf{x}}:=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$, where $\mathbf{x}_{i} \in I^{d}$. To this end, we first employ a tensor product construction and define the multi-indices $\overrightarrow{\mathbf{k}}=\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right) \in \mathbb{Z}^{d \cdot N}$ and the associated functions

$$
\begin{equation*}
\phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}):=\prod_{i=1}^{N} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{i}\right)=\left(\bigotimes_{i=1}^{N} \phi_{\mathbf{k}_{i}}\right)\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right) \tag{7}
\end{equation*}
$$

They span the subspaces $V_{\overrightarrow{\mathbf{k}}}:=\operatorname{span}\left(\phi_{\overrightarrow{\mathbf{k}}}\right)$ whose union form ${ }^{3}$ the space

$$
\begin{equation*}
V=\bigoplus_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} V_{\overrightarrow{\mathbf{k}}} \tag{8}
\end{equation*}
$$

We then can uniquely represent any function $\psi$ from $V$ as

$$
\begin{equation*}
\psi(\overrightarrow{\mathbf{x}})=\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}) \tag{9}
\end{equation*}
$$

[^2]with coefficients $c_{\overrightarrow{\mathbf{k}}} \in \mathbb{C}$. For the specific choice of trigonometric polynomials $\left\{\frac{1}{\sqrt{2 \pi}} e^{i k x}\right\}$ as one-dimensional basis on $I=[0,2 \pi]$ we get $c_{\overrightarrow{\mathbf{k}}}=\left(\frac{1}{2 \pi}\right)^{d N / 2} \int_{I^{d \cdot N}} \mathrm{e}^{-i \overrightarrow{\mathbf{k}}^{T} \overrightarrow{\mathbf{x}}} \psi(\overrightarrow{\mathbf{x}}) \mathrm{d} \overrightarrow{\mathbf{x}}$. For a general $\mathcal{L}^{2}$-orthonormal basis $\left\{\phi_{k}\right\}$ we have of course $c_{\overrightarrow{\mathbf{k}}}=\int_{I^{d \cdot N}} \phi_{\overrightarrow{\mathbf{k}}}^{*}(\overrightarrow{\mathbf{x}}) \psi(\overrightarrow{\mathbf{x}}) \mathrm{d} \overrightarrow{\mathbf{x}}$.

Now, starting from the one-particle space $\mathcal{H}^{s}\left(I^{d}\right)$ we build Sobolev spaces for many particles. Obviously there are many possibilities to generalize the concept of Sobolev spaces [2] from the one-particle case to higher dimensions. Two simple possibilities are the additive or multiplicative combination i.e. an arithmetic or geometric averaging of the frequencies for the different particles. We use the following definition that combines both possibilities. We denote

$$
\begin{equation*}
\lambda_{\operatorname{mix}}(\overrightarrow{\mathbf{k}}):=\prod_{i=1}^{N}\left(1+\lambda\left(\mathbf{k}_{i}\right)\right) \quad \text { and } \quad \lambda_{\mathrm{iso}}(\overrightarrow{\mathbf{k}}):=1+\sum_{i=1}^{N} \lambda\left(\mathbf{k}_{i}\right) \tag{10}
\end{equation*}
$$

Now, for $-\infty<t, l<\infty$, set

$$
\begin{equation*}
\mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)=\left\{u(\overrightarrow{\mathbf{x}})=\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}):\|u\|_{\mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)}=\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t} \cdot \lambda_{\mathrm{iso}}(\overrightarrow{\mathbf{k}})^{2 l} \cdot\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2}\right)^{1 / 2} \leq c<\infty\right\} \tag{11}
\end{equation*}
$$

with a constant $c$ which depends on $d$ and $N$.
Note that $\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})$ relates to the operator $\prod_{i=1}^{N}\left(1-\Delta_{i}\right)$. It expresses the multiplicative combination of the $\mathcal{H}^{1}\left(I^{d}\right)$-norm of the one-particle space with a norm of the $N$-particle space which involves mixed derivatives. Furthermore, $\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})$ relates to the operator $I-\sum_{i=1}^{N} \Delta_{i}$ and creates directly an associated $\mathcal{H}^{1}\left(\left(I^{d}\right)^{N}\right)$-norm for the $N$-particle space. A $t$ - and $l$-times application of these operators leads together with the norm equivalence (6) to the corresponding multiplicative combination of the $\mathcal{H}^{t}\left(I^{d}\right)$-norm and the $\mathcal{H}^{l}\left(\left(I^{d}\right)^{N}\right)$-norm, respectively.

The standard isotropic Sobolev spaces [2] as well as the Sobolev spaces of dominating mixed smoothness [69], both generalized to the $N$-particle case, are included here. They can be written as

$$
\begin{align*}
\mathcal{H}^{s}\left(\left(I^{d}\right)^{N}\right) & =\mathcal{H}_{\text {mix }}^{0, s}\left(\left(I^{d}\right)^{N}\right) \\
& =\left\{u(\overrightarrow{\mathbf{x}})=\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}):\|u\|_{\mathcal{H}_{\text {mix }}^{s}\left(\left(I^{d}\right)^{N}\right)}=\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} \lambda_{\mathrm{iso}}(\overrightarrow{\mathbf{k}})^{2 s} \cdot\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2}\right)^{1 / 2} \leq c<\infty\right\} \tag{12}
\end{align*}
$$

and

$$
\begin{aligned}
\mathcal{H}_{\text {mix }}^{t}\left(\left(I^{d}\right)^{N}\right) & =\mathcal{H}_{\text {mix }}^{t, 0}\left(\left(I^{d}\right)^{N}\right) \\
& =\left\{u(\overrightarrow{\mathbf{x}})=\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}):\|u\|_{\mathcal{H}_{\text {mix }}^{t, 0}\left(\left(I^{d}\right)^{N}\right)}=\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}} \lambda_{\operatorname{mix}}(\overrightarrow{\mathbf{k}})^{2 t} \cdot\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2}\right)^{1 / 2} \leq c<\infty\right\}
\end{aligned}
$$

respectively. Hence, the parameter $l$ from (11) governs the isotropic smoothness, whereas $t$ governs the mixed smoothness. Thus, the spaces $\mathcal{H}_{\text {mix }}^{t, l}$ give us a quite flexible framework for the study of problems in Sobolev spaces. Note that the relations $\mathcal{H}_{\text {mix }}^{t} \subset \mathcal{H}^{t} \subset \mathcal{H}_{\text {mix }}^{t / N}$ for $t \geq 0$ and $\mathcal{H}_{\text {mix }}^{t / N} \subset \mathcal{H}^{t} \subset \mathcal{H}_{\text {mix }}^{t}$ for $t \leq 0$ hold. See [69] and [48] for more information on the spaces $\mathcal{H}_{\text {mix }}^{t}$.

The spaces $\mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$ are a mixture of tensor-products [75] of one-particle Sobolev spaces: Let $t \in \mathbb{R}_{0}^{+}$, $l \in \mathbb{R}, t+l \geq 0, \mathbf{1}=(1, \ldots, 1)$ and $\mathbf{e}_{\mathbf{i}}=(0, \ldots, 0,1,0, \ldots, 0)$ the $i$-th unit-vector in $\mathbb{R}^{N}$.

$$
\begin{equation*}
\mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right):=\mathcal{H}_{\text {mix }}^{t 1+l \mathbf{e}_{1}}\left(\left(I^{d}\right)^{N}\right) \cap \cdots \cap \mathcal{H}_{\text {mix }}^{t 1+l \mathbf{e}_{\mathbf{n}}}\left(\left(I^{d}\right)^{N}\right), \tag{13}
\end{equation*}
$$

where

$$
\mathcal{H}_{\mathrm{mix}}^{\mathbf{k}}\left(\left(I^{d}\right)^{N}\right):=\mathcal{H}^{k_{1}}\left(T^{d}\right) \otimes \cdots \otimes \mathcal{H}^{k_{n}}\left(I^{d}\right)
$$

This may easily be seen from the definition of the tensor-product via orthonormal systems and the intersection of spaces, compare [39, 42]. See also [49] for analogous constructions with more general boundary conditions. To prove $\mathcal{H}^{s}\left(\left(I^{d}\right)^{N}\right)=\mathcal{H}_{\text {mix }}^{0, s}\left(\left(I^{d}\right)^{N}\right)$ choose an orthogonal basis of $\mathcal{H}^{s}\left(I^{d}\right)$ and $\mathcal{L}^{2}\left(I^{d}\right)$, use periodic continuation to $\mathbb{R}^{d}$ and use the definition of the tensor-product via orthonormal systems [75]. Note that similar results hold for problems on $\left(I^{d}\right)^{N}$ with Dirichlet or Neumann boundary conditions and certain cases of mixed boundary conditions.

We have the simple norm equivalence

$$
\sum_{i=1}^{N} \lambda\left(\mathbf{k}_{i}\right)^{2} \simeq \max _{i=1, \ldots, N} \lambda\left(\mathbf{k}_{i}\right)^{2}
$$

where the constant in the upper estimate involves a factor of $N$. This allows us to switch from $\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})=$ $1+\sum_{i=1}^{N} \lambda\left(\mathbf{k}_{i}\right)$ to

$$
\begin{equation*}
\lambda_{\mathrm{iso}}(\overrightarrow{\mathbf{k}}):=1+\max _{i=1, \ldots, N} \lambda\left(\mathbf{k}_{i}\right) \tag{14}
\end{equation*}
$$

With basically the same norm equivalence we can replace (4) by $\lambda\left(\mathbf{k}_{i}\right)=\left|\mathbf{k}_{i}\right|_{\infty}$. These changes in the definitions of $\lambda$ and $\lambda_{\text {iso }}$ result in the same spaces $\mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$ (with just a different $c$ in (11)). In the following we will work with these equivalent definitions since they simplify error estimates and complexity substantially.

### 1.2. Regular sparse grids

Now we are in the position to define finite-dimensional subspaces of $V$. First, we consider the conventional "full grid" space with respect to the discretization parameter $K \in \mathbb{N}$

$$
\begin{equation*}
V_{K,-\infty}:=\bigoplus_{\substack{\vec{k} \in \mathbb{Z}^{d, N} \\ \lambda_{\text {iso }}(\mathbf{k}) \leq K+1}} V_{\overrightarrow{\mathbf{k}}} \tag{15}
\end{equation*}
$$

with associated grid

$$
\hat{\Omega}_{K,-\infty}:=\left\{\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right): \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}}) \leq K+1\right\}
$$

in $\overrightarrow{\mathbf{k}}$-space. With the space $V_{K,-\infty}$ we obtain for $\psi \in \mathcal{H}^{t}\left(\left(I^{d}\right)^{N}\right)$ with $s<t$ the standard error estimate

$$
\begin{equation*}
\inf _{V_{K,-\infty}}\|\psi-v\|_{\mathcal{H}^{s}}=\left\|\psi-\tilde{\psi}_{K,-\infty}\right\|_{\mathcal{H}^{s}} \leq\left\|\psi-\psi_{K,-\infty}\right\|_{\mathcal{H}^{s}}=O\left((K+1)^{-(t-s)}\right) \cdot\|\psi\|_{\mathcal{H}^{t}} \tag{16}
\end{equation*}
$$

where $\tilde{\psi}_{K,-\infty}$ denotes the best approximation in $V_{K,-\infty}$ with respect to the $\mathcal{H}^{s}$-norm and $\psi_{K,-\infty}$ denotes the interpolant of $\psi$ in $V_{K,-\infty}$, i.e. $\psi_{K,-\infty}=\sum_{\overrightarrow{\mathbf{k}} \in \hat{\Omega}_{K,-\infty}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})$. A straightforward calculation shows

$$
\begin{equation*}
\left|V_{K,-\infty}\right|=(2(K+1)+1)^{d N}=O\left((K+1)^{d N}\right) \tag{17}
\end{equation*}
$$

Here we encounter the curse of dimensionality which renders such an approach impossible in practice for e.g. $d=3, N>1$.

Instead, we now define the sparse grid space with respect to the discretization parameter $K \in \mathbb{N}$ as

$$
\begin{equation*}
V_{K, 0}:=\bigoplus_{\substack{\vec{k} \in \mathbb{Z}^{d \cdot N} \\ \lambda_{\operatorname{mix}} \times \mathbf{( k )} \leq K+1}} V_{\overrightarrow{\mathbf{k}}} \tag{18}
\end{equation*}
$$



Figure 1. The (full) grid $\hat{\Omega}_{K,-\infty}$ (left) and the sparse grid $\hat{\Omega}_{K, 0}$, for $d=1, N=2$ and $K=128$.
with associated hyperbolic cross grid

$$
\begin{equation*}
\hat{\Omega}_{K, 0}:=\left\{\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right): \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}}) \leq K+1\right\} \tag{19}
\end{equation*}
$$

in $\overrightarrow{\mathbf{k}}$-space. This approach can be traced back at least to Korobov [5, 20], see also [72].
For the associated number of degrees of freedom we have the following lemma:
Lemma 1. The dimension of the sparse grid space/hyperbolic cross with respect to the discretization parameter $K \in \mathbb{N}$ is

$$
\begin{equation*}
\left|V_{K, 0}\right|=O\left((K+1)^{d}(\log (K+1))^{N-1}\right) . \tag{20}
\end{equation*}
$$

A proof for the case $d=1$, with $\lambda_{\text {mix }}=\prod_{i=1}^{N} \max \left(1, \lambda\left(\mathbf{k}_{i}\right)\right), \lambda(\mathbf{k})=|\mathbf{k}|_{\infty}$ can be found in [78], see also $[39,54,55,79]$ and the related estimates in [9-12,38]. A careful analysis is given in [21] for the case $d=1$ where the estimate $2^{N} /(N-1)!\cdot \operatorname{det} \Lambda$ for the constant in the $O$-notation is derived. Here, $\operatorname{det} \Lambda$ denotes the volume of the lattice unit cell $\Lambda$. It can be carried over to the case of general $d$ which results in an additional factor $d^{N-1}$ in the order constant.

In comparison to (17) we see that the number of degrees of freedom is now substantially reduced. The curse of dimension with respect to $N$ is only present in the $(\log K)^{N-1}$-term. Note however that the constant in the order estimate depends on $N$ and $d$. Figure 1 displays the index set for the full grid and the sparse grid for the case $d=1, N=2, K=128$.

We now consider the error which is made by the approximation of a function $\psi \in V$ in the sparse grid subspace $V_{K, 0}$. We have the following error estimate:

Lemma 2. Let $s<t, \psi \in \mathcal{H}_{\text {mix }}^{t}\left(\left(I^{d}\right)^{N}\right)$. Let $\tilde{\psi}_{K, 0}$ be the best approximation in $V_{K, 0}$ with respect to the $\mathcal{H}^{s}$-norm and let $\psi_{K, 0}$ be the interpolant of $\psi$ in $V_{K, 0}$, i.e. $\psi_{K, 0}=\sum_{\overrightarrow{\mathbf{k}} \in \hat{\Omega}_{K, 0}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})$. Then, there holds

$$
\begin{equation*}
\inf _{V_{K, 0}}\|\psi-v\|_{\mathcal{H}^{s}}=\left\|\psi-\tilde{\psi}_{K, 0}\right\|_{\mathcal{H}^{s}} \leq\left\|\psi-\psi_{K, 0}\right\|_{\mathcal{H}^{s}}=O\left((K+1)^{-(t-s)}\right)\|\psi\|_{\mathcal{H}_{\text {mix }}^{t}} \tag{21}
\end{equation*}
$$

Proof. We have

$$
\begin{align*}
\left\|\psi-\psi_{K, 0}\right\|_{\mathcal{H}^{s}}^{2} & =\left\|\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})\right\|_{\mathcal{H}^{s}}^{2}=\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}  \tag{22}\\
& =\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s} \frac{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}} \\
& \leq\left(\max _{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}} \frac{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}\right)\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}\right) \\
& \leq\left(\max _{\overrightarrow{\mathbf{k} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}}} \frac{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}\right)\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}\right) \\
& =\max _{\overrightarrow{\mathbf{k} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, 0}}} \frac{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}\|\psi\|_{\mathcal{H}_{\text {mix }}^{t}}^{2} .
\end{align*}
$$

Now, using the definition of the index set $\hat{\Omega}_{K, 0}$ in (19) and evaluating the maximum in (23) we obtain the desired result (21).

Hence there appears no loss in the order of approximation compared to the result (16) for the full grid approximation space provided that $\psi \in \mathcal{H}_{\text {mix }}^{t}\left(\left(I^{d}\right)^{N}\right)$. The involved degrees of freedom however are greatly reduced from $O\left(K^{d N}\right)$ to $O\left(K^{d} \log (K)^{N-1}\right)$.

Note that for the case of orthogonal basis systems other than $\left\{\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{i k x}\right\}$ we obtain analogous estimates. Then, the definition of $\lambda_{\text {mix }}$ and $\lambda_{\text {iso }}$ must be altered accordingly to express the respective decay factors for the corresponding derivatives. In case of a non-orthogonal system (with proper decay factors) additional CauchySchwarz inequalities or related norm equivalences can be used to cope with the arising cross-terms, see e.g. [9, 10, 12, 38, 39].

### 1.3. Optimized sparse grid spaces

The use of the regular sparse grid space (18) substantially reduces the complexity in comparison to that of the full grid space if $\psi \in \mathcal{H}_{\text {mix }}^{t}\left(\left(I^{d}\right)^{N}\right)$. However there is still a curse of dimensionality present since the term $(\log K)^{N-1}$ grows exponentially with the number $N$ of particles. Even if $\log K$ is moderate in size, this limits the method to relatively small numbers $N$ of particles. The question is therefore if it is possible to get rid of this $(\log K)^{N-1}$-term. For conventional sparse grid methods (based on the one-dimensional hierarchical basis or wavelets with dyadic refinement) it was shown in [10,12] that the sparse grid subspace selection can be justified from an optimization point of view: The task is to select a collection of subspaces $V_{\overrightarrow{\mathbf{k}}}$ for which the approximation error gets minimal for a given dimension of the approximation space (or vice versa). This global optimization problem can be cast into a binary knapsack problem which, after an embedding into a rational setting, can be easily solved. It turns out that for an optimal subspace collection just the subspaces $V_{\overrightarrow{\mathbf{k}}}$ have to be taken into account whose ratio of (an upper estimate of) the associated contribution to the error (benefit) versus the size of the subspace (cost) is larger than a prescribed threshold, see $[10,12]$ for further details. The benefit depends on the norm in which the approximation is sought. It turns out that the regular sparse grid is optimal in this respect for the $\mathcal{L}^{p}$-norms, $p \in[0, \infty]$. But if the error is measured in the $\mathcal{H}^{1}$-seminorm the optimization approach results in discrete subspaces which correspond to even more sparsified sparse grids. Their number of degrees of freedom is of the order $O(K)$ only, i.e. the above mentioned $(\log K)^{N-1}$-term is no longer present, provided that $\psi \in \mathcal{H}_{\text {mix }}^{2,0}$. To this end we use dyadically refined, i.e. hierarchical piecewise linear hat functions as one-dimensional basis, for details see [10-12,38]. The more general case of wavelet systems leads to analogous results which can be found in $[39,54]$.


Figure 2. Index sets $\hat{\Omega}_{16, T}$ (above) and $\hat{\Omega}_{128, T}$ (below) for $T=0.5,0,-2,-10$ (from left to right), $d=1, N=2$; the hyperbolic cross corresponds to $T=0$.

In the following we discuss an approach which is similar to such optimized sparse grid spaces and present the resulting complexities and approximation rates for the Fourier basis in the case of particle spaces. To this end, besides $K$, we introduce an additional parameter $T \in(-\infty, 1]$. We define the generalized sparse grid space

$$
V_{K, T}:=\bigoplus_{\substack{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d} \cdot N \\ \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}}) \cdot \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-T} \leq K^{1-T}}} V_{\overrightarrow{\mathbf{k}}}
$$

with associated generalized hyperbolic cross

$$
\begin{equation*}
\hat{\Omega}_{K, T}:=\left\{\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right): \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}}) \cdot \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-T} \leq K^{1-T}\right\} . \tag{23}
\end{equation*}
$$

The parameter $T$ allows us to switch from the full grid case $T=-\infty$ to the sparse grid case $T=0$ and also allows to create with $T \in(0,1]$ subspaces of the hyperbolic cross space with further reduced complexities. Obviously, the inclusions $V_{K, T_{1}} \subset V_{K, T_{2}}$ for $T_{1} \leq T_{2}$ hold. Figure 2 displays the index sets for various choices of $T$ for the case $d=1, N=2, K=16$ and $K=128$.

For the associated number of degrees of freedom we have the following result:
Lemma 3. The dimension of the generalized sparse grid space/hyperbolic cross with respect to the discretization parameter $K \in \mathbb{N}$ is

$$
\left|V_{K, T}\right|= \begin{cases}O\left((K+1)^{d}\right) & \text { for } 0<T \leq 1  \tag{24}\\ O\left((K+1)^{d} \cdot \log (K+1)^{N-1}\right) & \text { for } T=0 \\ O\left((K+1)^{\left.d \cdot \frac{T-1}{T / N-1}\right)}\right. & \text { for } T<0 \\ O\left((K+1)^{d N}\right) & \text { for } T=-\infty\end{cases}
$$

For a proof in the case $d=1$ see the arguments in [54,78] and compare [54, 55]. For our choice of $\lambda_{\text {mix }}$ and $\lambda_{\text {iso }}$ involving the maximum norm, these arguments can be straightforwardly carried over to the case of general $d$.

We see that the number of degrees of freedom is further reduced for the case $T \in(0,1]$. The curse of dimension with respect to $N$ which still was present in the $(\log (K+1))^{N-1}$-term in (20) has now completely disappeared. Note however that the constant in the order estimate still depends on $N$ and $d$.

The main question is now if for the advantageous case $T \in(0,1]$ the accuracy of the associated deteriorates or if it is maintained. The latter is indeed the case in certain situations. We have the following error estimate:

Lemma 4. Let $s<l+t, t \geq 0, \psi \in \mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$. Let $\tilde{\psi}_{K, T}$ be the best approximation in $V_{K, T}$ with respect to the $\mathcal{H}^{s}$-norm and let $\psi_{K, T}$ be the interpolant of $\psi$ in $V_{K, T}$, i.e. $\psi_{K, T}=\sum_{\overrightarrow{\mathbf{k}} \in \hat{\Omega}_{K, T}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})$. Then, there holds

$$
\inf _{V_{K, T}}\|\psi-v\|_{\mathcal{H}^{s}}=\left\|\psi-\tilde{\psi}_{K, T}\right\|_{\mathcal{H}^{s}} \leq\left\|\psi-\psi_{K, T}\right\|_{\mathcal{H}^{s}} \leq \begin{cases}O\left((K+1)^{s-l-t+(T t-s+l) \frac{N-1}{N-T}}\right) \cdot\|\psi\|_{\mathcal{H}_{\text {mix }}^{t, l}} & \text { for } T \geq \frac{s-l}{t}  \tag{25}\\ O\left((K+1)^{s-l-t}\right) \cdot\|\psi\|_{\mathcal{H}_{\text {mix }}^{t, l}} & \text { for } T \leq \frac{s-l}{t}\end{cases}
$$

Proof. We have, compare also [39, 54, 55],

$$
\begin{align*}
\left\|\psi-\psi_{K, T}\right\|_{\mathcal{H}^{s}}^{2} & =\left\|\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}} c_{\overrightarrow{\mathbf{k}}} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})\right\|_{\mathcal{H}^{s}}^{2}=\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}  \tag{26}\\
& =\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s} \frac{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 l}}{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 l}} \frac{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}} \\
& \leq\left(\max _{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}} \frac{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}}{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 l}} \frac{1}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}\right)\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 l} \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}\right) \\
& \leq\left(\max _{\overrightarrow{\mathbf{k} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}}} \frac{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 s}}{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 l}} \frac{1}{\lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}}\right)\left(\sum_{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}}\left|c_{\overrightarrow{\mathbf{k}}}\right|^{2} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{2 l} \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{2 t}\right) \\
& =\max _{\overrightarrow{\mathbf{k} \in \mathbb{Z}^{d \cdot N} \backslash \hat{\Omega}_{K, T}}}^{\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-2(l-s)} \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}})^{-2 t} \cdot\|\psi\|_{\mathcal{H}_{\text {mix }}^{t, l}}^{2} .}
\end{align*}
$$

Using the definition of the index set $\hat{\Omega}_{K, T}$ in (23) and evaluating the maximum in (27) we obtain the desired result (25).

This type of estimate was already given for the case of a dyadically refined wavelet basis with $d=1$ in $[39,54,55]$. It is a generalization of the energy-norm based sparse grid approach of $[11,12,38]$ where the case $s=1, t=2, l=0$ was considered using a hierarchical piecewise linear basis.

Altogether we have seen the following: for functions from $\mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$ the use of the generalized sparse grid space $V_{K, T}$ with $T \leq(s-l) / t$ leads to a significant reduction in the number of degrees of freedom compared to the full grid space $V_{K,-\infty}$ while the approximation order is preserved. Specifically, in the case $T \in(0,1]$ the dependence of the dimension of $V_{K, T}$ on $N$ with respect to the asymptotics in $K$ is completely removed while the order of approximation is for $T \leq(s-l) / t$ the same as in the full grid case.

Let us discuss some cases. For the standard Sobolev space $\mathcal{H}_{\text {mix }}^{0, l}($ i.e. $t=0, l=2)$ and the spaces $V_{K, T}$ with $T \geq-\infty$ the resulting approximation order is dependent on $T$ and dependent on the number of particles $N$. In particular the order even deteriorates with larger $T$. Note that for $T<0$ the dimension of $V_{K, T}$ with respect to $K$ is exponentially dependent on $N$. This reflects the curse of dimensionality which makes problems in isotropic Sobolev spaces (12) intractable for higher values of $N$. For the standard Sobolev spaces of bounded
mixed derivatives $\mathcal{H}_{\text {mix }}^{t, 0}($ i.e. $t=2, l=0)$ and the spaces $V_{K, T}$ with $T>\frac{s}{2}$ the resulting approximation order is dependent on $T$ and dependent on the number of particles $N$ whereas for $T \leq \frac{s}{2}$ the resulting order is independent of $T$ and $N$. Here, for $T \in\left(0, \frac{s}{2}\right]$ the dimension of $V_{K, T}$ according to (24) is independent of $N$. If we restrict the class of functions for example to $\mathcal{H}_{\text {mix }}^{1,1}$ (i.e. $t=1, l=1$ ) and measure the error in the $\mathcal{H}^{1}$-norm (i.e. $s=1$ ) the approximation order is dependent on $N$ for all $T>0$ and independent on $N$ and $T$ for all $T \leq 0$. In that case, for $T=0$, the dependence of the dimension of $V_{K, T}$ on $N$ is only logarithmically. Note that in all cases the constants in the $O$-notation depend on $N$ and $d$.

We finally cast the estimates on the degrees of freedom and the associated error into a form which measures the error with respect to the involved degrees of freedom, i.e. the dimension $\left|V_{K, T}\right|$, and reach the following theorem:

Theorem 5. Let $\psi \in \mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$. Let $\tilde{\psi}_{K, T}$ be the best approximation in $V_{K, T}$ with respect to the $\mathcal{H}^{s}$-norm. Furthermore denote by $M$ the actual number of degrees of freedom of $V_{K, T}$, i.e. $M:=\left|V_{K, T}\right|$. Consider the case $T \in(0,(s-l) / t]$. Then, there holds

$$
\left\|\psi-\tilde{\psi}_{K, T}\right\|_{\mathcal{H}^{s}} \leq C(N, d) \cdot M^{-(l-s+t) / d} \cdot\|\psi\|_{\mathcal{H}_{\text {mix }}^{t, l}}
$$

Proof. This is a simple consequence of the Lemmas 3 and 4. First, we put the definition $M=\left|V_{K, T}\right|$ into (24), i.e. into the relation $\left|V_{K, T}\right| \leq c_{1}(N, d) \cdot(K+1)^{d}$ and solve for $(K+1)^{-d}$. This results in $(K+1)^{-d} \leq c_{1}(N, d) M^{-1}$. We now plug this into (25), i.e. into the relation $\left\|\psi-\tilde{\psi}_{K, T}\right\|_{\mathcal{H}^{s}} \leq c_{2}(N, d) \cdot(K+1)^{-d((l-s)+t) / d} \cdot\|\psi\|_{\mathcal{H}_{\text {mix }}^{t, l}}$ and arrive at the desired result with $C(N, d)=c_{1}(N, d) \cdot c_{2}(N, d)$ where $c_{1}(N, d)$ denotes the order constant in (24) and $c_{2}(N, d)$ denotes the order constant in (25).

Note finally that the constant $C$ still depends on $N$ and $d$. It is a difficult and tedious task to derive sharp estimates for the constants $c_{1}$ and $c_{2}$ and thus for $C$. So far we were able to show in one very special case, i.e. for $d=1, s=1, t=2, l=0$, with a piecewise linear basis on $I=[0,1]$ and vanishing boundary values of $\psi$, that $C(N, 1)$ does not grow with $N$ but indeed decays exponentially. To be precise, we could show $C(N, 1) \leq c \cdot N^{2} \cdot 0.97515^{N}$, for further details see [38]. This behavior of the constant has of course to be compared with the behavior of $\|\psi\|_{\mathcal{H}_{\text {mix }}^{2,0}}$ which also depends on $N$. The derivation of precise estimates of the constants in the general cases and the study of the dependency of $\|\psi\|_{\mathcal{H}_{\text {mix }}^{t, l}}$ on $N$ is future work.

## 2. Antisymmetric sparse grids

So far we defined general sparse grid spaces and discussed their complexities and approximation properties. We now come back to the electronic Schrödinger equation (1). Note that in general an electronic wave function depends in addition to the positions $\mathbf{x}_{i}$ of the electrons also on their associated spin coordinates $\sigma_{i} \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}$. Thus electronic wave functions are defined as

$$
\Psi:\left(\mathbb{R}^{d}\right)^{N} \times\left\{-\frac{1}{2}, \frac{1}{2}\right\}^{N} \rightarrow \mathbb{R}:(\overrightarrow{\mathbf{x}}, \vec{\sigma}) \rightarrow \Psi(\overrightarrow{\mathbf{x}}, \vec{\sigma})
$$

with spin coordinates $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{N}\right)$. Furthermore, physically relevant eigenfunctions $\Psi$ obey the following two assumptions: first, elementary particles are indistinguishable from each other (fundamental principle of quantum mechanics). Second, no two electrons may occupy the same quantum state simultaneously (Pauli
exclusion principle $)^{4}$. Thus, we consider only wave functions which are antisymmetric with respect to an arbitrary simultaneous permutation $P \in \mathcal{S}_{N}$ of the electron positions and spin variables, i.e. which fulfil

$$
\Psi(P \overrightarrow{\mathbf{x}}, P \vec{\sigma})=(-1)^{|P|} \Psi(P \overrightarrow{\mathbf{x}}, P \vec{\sigma})
$$

Here, $\mathcal{S}_{N}$ denotes the symmetric group. The permutation $P$ is a mapping $P:\{1, \ldots, N\} \rightarrow\{1, \ldots, N\}$ which translates to a permutation of the corresponding numbering of electrons and thus to a permutation of indices, i.e. we have $P\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)^{T}:=\left(\mathbf{x}_{P(1)}, \ldots, \mathbf{x}_{P(N)}\right)^{T}$ and $P\left(\sigma_{1}, \ldots, \sigma_{N}\right)^{T}:=\left(\sigma_{P(1)}, \ldots, \sigma_{P(N)}\right)^{T}$. In particular, the symmetric group is of size $\left|\mathcal{S}_{N}\right|=N$ ! and the expression $(-1)^{|P|}$ is equal to the determinant of the associated permutation matrix $\operatorname{det} P$.

Now, to a given spin vector $\vec{\sigma} \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}^{N}$ we define the associated spatial component of the full wave function $\Psi$ by

$$
\psi_{\vec{\sigma}}:\left(\mathbb{R}^{d}\right)^{N} \rightarrow \mathbb{R}: \overrightarrow{\mathbf{x}} \rightarrow \Psi(\overrightarrow{\mathbf{x}}, \vec{\sigma})
$$

Then, since there are $2^{N}$ possible different spin distributions $\vec{\sigma}$, the full Schrödinger equation, i.e. the eigenvalue problem $H \Psi=E \Psi$, decouples into $2^{N}$ eigenvalue problems for the $2^{N}$ associated spatial components $\psi_{\vec{\sigma}}$. Here, the spatial part $\psi_{\vec{\sigma}}$ to a given $\vec{\sigma}$ obeys the condition

$$
\begin{equation*}
\psi_{\vec{\sigma}}(P \overrightarrow{\mathbf{x}})=(-1)^{|P|} \psi_{\vec{\sigma}}(P \overrightarrow{\mathbf{x}}), \quad \forall P \in \mathcal{S}_{\vec{\sigma}}:=\left\{P \in \mathcal{S}_{N}: P \vec{\sigma}=\vec{\sigma}\right\} \tag{27}
\end{equation*}
$$

In particular, the minimal eigenvalue of all eigenvalue problems for the spatial components is equal to the minimal eigenvalue of the full eigenvalue problem. Moreover, the eigenfunctions of the full system can be composed by the eigenfunctions of the eigenvalue problems for the spatial parts.

Although there are $2^{N}$ possible different spin distributions $\vec{\sigma}$, the bilinear form $\langle\psi(P \cdot)| H|\psi(P \cdot)\rangle$ is invariant under all permutations $P \in \mathcal{S}_{N}$ of the position coordinates $\overrightarrow{\mathbf{x}}$. Thus it is sufficient to consider the eigenvalue problems which are associated to the spin vectors $\vec{\sigma}^{(N, S)}=\left(\sigma_{1}^{(N, S)}, \ldots, \sigma_{N}^{(N, S)}\right)$ where the first $S$ electrons possess spin $-\frac{1}{2}$ and the remaining $N-S$ electrons possess spin $\frac{1}{2}$, i.e.

$$
\sigma_{j}^{(N, S)}=\left\{\begin{aligned}
-\frac{1}{2} & \text { for } j \leq S \\
\frac{1}{2} & \text { for } j>S
\end{aligned}\right.
$$

In particular, it is enough to solve only the $\lfloor N / 2\rfloor$ eigenvalue problems which correspond to the spin vectors $\vec{\sigma}^{(N, S)}$ with $S \leq N / 2$. For further details see [76]. Therefore, we consider in the following without loss of generality only spin distributions $\vec{\sigma}^{(N, S)}=\left(\sigma_{1}^{(N, S)}, \ldots, \sigma_{N}^{(N, S)}\right)$. We set $\mathcal{S}_{(N, S)}:=\mathcal{S}_{\vec{\sigma}^{(N, S)}}$. Note that there holds $\left|\mathcal{S}_{(N, S)}\right|=S!(N-S)!$.

Now we consider spaces of antisymmetric functions and their discrete sparse grid counterparts. The functions of the $N$-particle space $V$ from (8) which obey the anti-symmetry condition (27) for a given $\vec{\sigma}^{(N, S)}$ form a linear subspace $V^{\mathcal{A}^{(N, S)}}$ of $V$. We define the projection into this subspace, i.e. the antisymmetrization operator $\mathcal{A}^{(N, S)}: V \rightarrow V^{\mathcal{A}^{(N, S)}}$ by

$$
\begin{equation*}
\mathcal{A}^{(N, S)} \psi(\overrightarrow{\mathbf{x}}):=\frac{1}{S!(N-S)!} \sum_{P \in \mathcal{S}_{(N, S)}}(-1)^{|P|} \psi(P \overrightarrow{\mathbf{x}})=: \psi^{(N, S)}(\overrightarrow{\mathbf{x}}) \tag{28}
\end{equation*}
$$

[^3]For any basis function $\phi_{\overrightarrow{\mathbf{k}}}$ of our general $N$-particle space $V$ we then have

$$
\begin{aligned}
& \mathcal{A}^{(N, S)} \phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})=\mathcal{A}^{(N, S)}\left(\left(\bigotimes_{i=1}^{S} \phi_{\mathbf{k}_{i}}\right)\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{S}\right)\left(\bigotimes_{i=S+1}^{N} \phi_{\mathbf{k}_{i}}\right)\left(\mathbf{x}_{S+1}, \ldots, \mathbf{x}_{N}\right)\right) \\
& =\left(\mathcal{A}^{(S, S)} \bigotimes_{i=1}^{S} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{S}\right)\right)\left(\mathcal{A}^{(N-S, N-S)} \bigotimes_{i=S+1}^{N} \phi_{\mathbf{k}_{i}}\left(\overrightarrow{\mathbf{x}}_{S+1}, \ldots, \mathbf{x}_{N}\right)\right) \\
& =\left(\frac{1}{S!} \bigwedge_{i=1}^{S} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{S}\right)\right)\left(\frac{1}{(N-S)!} \bigwedge_{i=S+1}^{N} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{S+1}, \ldots, \mathbf{x}_{N}\right)\right) \\
& =\frac{1}{S!}\left|\begin{array}{ccc}
\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right) & \ldots & \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{S}\right) \\
\vdots & \ddots & \vdots \\
\phi_{\mathbf{k}_{S}}\left(\mathbf{x}_{1}\right) & \ldots & \phi_{\mathbf{k}_{S}}\left(\mathbf{x}_{S}\right)
\end{array}\right| \frac{1}{(N-S)!}\left|\begin{array}{ccc}
\phi_{\mathbf{k}_{S+1}}\left(\mathbf{x}_{S+1}\right) & \ldots & \phi_{\mathbf{k}_{S+1}}\left(\mathbf{x}_{N}\right) \\
\vdots & \ddots & \vdots \\
\phi_{\mathbf{k}_{N}}\left(\mathbf{x}_{S+1}\right) & \ldots & \phi_{\mathbf{k}_{N}}\left(\mathbf{x}_{N}\right)
\end{array}\right| \\
& =\frac{1}{S!(N-S)!}\left|\begin{array}{cccccc}
\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right) & \cdots & \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{S}\right) & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
\phi_{\mathbf{k}_{S}}\left(\mathbf{x}_{1}\right) & \cdots & \phi_{\mathbf{k}_{S}}\left(\mathbf{x}_{S}\right) & 0 & \cdots & 0 \\
0 & \cdots & 0 & \phi_{\mathbf{k}_{S+1}}\left(\mathbf{x}_{S+1}\right) & \cdots & \phi_{\mathbf{k}_{S+1}\left(\mathbf{x}_{N}\right)} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & \phi_{\mathbf{k}_{N}}\left(\mathbf{x}_{S+1}\right) & \cdots & \phi_{\mathbf{k}_{N}}\left(\mathbf{x}_{N}\right)
\end{array}\right| \\
& =\frac{1}{S!(N-S)!} \sum_{P \in \mathcal{S}_{(N, S)}}(-1)^{|P|} \phi_{\overrightarrow{\mathbf{k}}}(P \overrightarrow{\mathbf{x}})=\frac{1}{S!(N-S)!} \sum_{P \in \mathcal{S}_{(N, S)}}(-1)^{|P|} \phi_{P \overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}) \text {. }
\end{aligned}
$$

In other words, the classical product $\phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}):=\prod_{i=1}^{N} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{i}\right)=\left(\otimes_{i=1}^{N} \phi_{\mathbf{k}_{i}}\right)\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)$ gets replaced by the product of two outer products

$$
\frac{1}{S!} \bigwedge_{i=1}^{S} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{S}\right) \quad \text { and } \quad \frac{1}{(N-S)!} \bigwedge_{i=S+1}^{N} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{S+1}, \ldots, \mathbf{x}_{N}\right)
$$

that are associated to the two sets of coordinates and one-particle bases which are associated to the two spin values $-\frac{1}{2}$ and $\frac{1}{2}$. The outer product involves just the so-called Slater determinant [68], i.e.

$$
\bigwedge_{i=1}^{N} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{N}\right)=\left|\begin{array}{ccc}
\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right) & \ldots & \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{N}\right) \\
\vdots & \ddots & \vdots \\
\phi_{\mathbf{k}_{N}}\left(\mathbf{x}_{1}\right) & \ldots & \phi_{\mathbf{k}_{N}}\left(\mathbf{x}_{N}\right)
\end{array}\right|
$$

The sequence $\left\{\mathcal{A}^{(N, S)} \phi_{\overrightarrow{\mathbf{k}}}\right\}_{\overrightarrow{\mathbf{k}} \in\left(\mathbb{Z}^{d}\right)^{N}}$ only forms a generating system of the antisymmetric subspace $V^{\mathcal{A}^{(N, S)}}$ and no basis since many functions $\mathcal{A}^{(N, S)} \phi_{\overrightarrow{\mathbf{k}}}$ are identical (up to the sign). This can be demonstrated using the simple example $N=2$ with $S=0$, i.e. with equal spin values $\frac{1}{2}$. In this case we have

$$
\begin{aligned}
\mathcal{A}^{(2,0)} \phi_{\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right) & =\frac{1}{2}\left|\begin{array}{ll}
\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right) & \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{2}\right) \\
\phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{1}\right) & \phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{2}\right)
\end{array}\right|=\frac{1}{2}\left(\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right) \phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{2}\right)-\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{2}\right) \phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{1}\right)\right) \\
& =-\left(\frac{1}{2} \phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{1}\right) \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{2}\right)-\phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{2}\right) \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right)\right)=-\frac{1}{2}\left|\begin{array}{ll}
\phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{1}\right) & \phi_{\mathbf{k}_{2}}\left(\mathbf{x}_{2}\right) \\
\phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{1}\right) & \phi_{\mathbf{k}_{1}}\left(\mathbf{x}_{2}\right)
\end{array}\right| \\
& =-\mathcal{A}^{(2,0)} \phi_{\left(\mathbf{k}_{2}, \mathbf{k}_{1}\right)}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)
\end{aligned}
$$

i.e. two different basis functions of $V$ are mapped by the antisymmetrization operator to the same function with just a different sign.

We can gain a basis for the antisymmetric subspace $V^{\mathcal{A}^{(N, S)}}$ if we restrict the sequence $\left\{\mathcal{A}^{(N, S)} \phi_{\overrightarrow{\mathbf{k}}}\right\}_{\overrightarrow{\mathbf{k}} \in\left(\mathbb{Z}^{d}\right)^{N}}$ properly. This can be done in many different ways. A possible orthonormal basis $\mathcal{B}^{(N, S)}$ for $V^{\mathcal{A}^{(N, S)}}$ is given with help of

$$
\begin{equation*}
\Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}(\overrightarrow{\mathbf{x}}):=\left(\frac{1}{\sqrt{S!}} \bigwedge_{i=1}^{S} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{S}\right)\right)\left(\frac{1}{\sqrt{(N-S)!}} \bigwedge_{i=S+1}^{N} \phi_{\mathbf{k}_{i}}\left(\mathbf{x}_{S+1}, \ldots, \mathbf{x}_{N}\right)\right) \tag{29}
\end{equation*}
$$

as follows:

$$
\begin{equation*}
\mathcal{B}^{(N, S)}:=\left\{\Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}: \overrightarrow{\mathbf{k}} \in\left(\mathbb{Z}^{d}\right)^{N}, \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}\right\} \tag{30}
\end{equation*}
$$

where the relation $<$ is defined as

$$
\begin{equation*}
\mathbf{k}_{i}<\mathbf{k}_{j}: \Leftrightarrow \exists \alpha \in\{1, \ldots, d\}: \mathbf{k}_{i,(\alpha)}<\mathbf{k}_{j,(\alpha)} \wedge \forall \beta \in\{1, \ldots, \alpha-1\}: \mathbf{k}_{i,(\beta)} \leq \mathbf{k}_{j,(\beta)} \tag{31}
\end{equation*}
$$

We then can define the antisymmetric subspace $V^{\mathcal{A}^{(N, S)}}$ of $V$ as

$$
\begin{equation*}
V^{\mathcal{A}^{(N, S)}}=\bigoplus_{\substack{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d, N} \\ \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}}} V_{\overrightarrow{\mathbf{k}}}, \tag{32}
\end{equation*}
$$

where we denote from now on $V_{\overrightarrow{\mathbf{k}}}:=\operatorname{span}\left(\Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}\right)$. Any function $\psi^{\mathcal{A}^{(N, S)}}$ from $V^{\mathcal{A}^{(N, S)}}$ can now uniquely be represented as

$$
\begin{equation*}
\psi^{\mathcal{A}^{(N, S)}}(\overrightarrow{\mathbf{x}})=\sum_{\substack{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d} \cdot N \\ \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}}} c_{\overrightarrow{\mathbf{k}}} \Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}(\overrightarrow{\mathbf{x}}) \tag{33}
\end{equation*}
$$

with coefficients $c_{\overrightarrow{\mathbf{k}}}=\int_{I^{d \cdot N}} \Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)^{*}}(\overrightarrow{\mathbf{x}}) \psi^{\mathcal{A}^{(N, S)}}(\overrightarrow{\mathbf{x}}) \mathrm{d} \overrightarrow{\mathbf{x}}$.
Now we are in the position to consider finite-dimensional subspaces of $V^{\mathcal{A}^{(N, S)}}$. To this end, with the parameters $K \in \mathbb{N}$ and $T \in(-\infty, 1]$, we define the the generalized antisymmetric sparse grid space

$$
V_{K, T}^{\mathcal{A}^{(N, S)}}:=\bigoplus_{\substack{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \\ \lambda_{\operatorname{mix}^{d}}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-T} \leq(K+1)^{1-T} \\ \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}}}^{\overbrace{\overrightarrow{\mathbf{k}}}}
$$

with associated antisymmetric generalized hyperbolic cross

$$
\hat{\Omega}_{K, T}^{\mathcal{A}^{(N, S)}}:=\left\{\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right): \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-T} \leq(K+1)^{1-T}, \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}\right\}
$$

We then can uniquely represent any function $\psi_{K, T}^{\mathcal{A}^{(N, S)}}$ from $V_{K, T}^{\mathcal{A}^{(N, S)}}$ in a finite series

$$
\psi_{K, T}^{\mathcal{A}^{(N, S)}}(\overrightarrow{\mathbf{x}})=\sum_{\substack{\left.\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N} \\ \lambda_{\operatorname{mix}}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}(\mathbf{k})-T \\ \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots+1\right)^{1-T}}} c_{\overrightarrow{\mathbf{k}}} \Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}(\overrightarrow{\mathbf{x}})
$$

with coefficients $c_{\overrightarrow{\mathbf{k}}}=\int_{I^{d \cdot N}} \Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)^{*}}(\overrightarrow{\mathbf{x}}) \psi_{K, T}^{\mathcal{A}^{(N, S)}}(\overrightarrow{\mathbf{x}}) \mathrm{d} \overrightarrow{\mathbf{x}}$. Again, the parameter $T$ allows us to switch from the antisymmetric full grid case $T=-\infty$ to the antisymmetric sparse grid case $T=0$ and allows to create with $T \in(0,1]$ subspaces of the antisymmetric hyperbolic cross space with further reduced complexities. Obviously,


Figure 3. The antisymmetric sparse grids $\hat{\Omega}_{K, T}^{\mathcal{A}^{(2,1)}}$ (above) and $\hat{\Omega}_{K, T}^{\mathcal{A}^{(2,0)}}$ (below) for $T=0.5$, $0,-2,-10$ where $d=1, N=2$ and $K=128$.
the inclusions $V_{K, T_{1}}^{\mathcal{A}^{(N, S)}} \subset V_{K, T_{2}}^{\mathcal{A}^{(N, S)}}$ for $T_{1} \leq T_{2}$ hold. Figure 3 displays the index sets for various choices of $T$ for the case $d=1, N=2, K=128$. Note that in this special case with $N=2$ the index set $\hat{\Omega}_{K, T}^{\mathcal{A}^{(2,1)}}$ is just identical to $\hat{\Omega}_{K, T}$ from Figure 2.

For the associated number of degrees of freedom we have the following lemma:
Lemma 6. The dimension of the generalized antisymmetric sparse grid space/hyperbolic cross with respect to the discretization parameter $K \in \mathbb{N}$ is

$$
\begin{equation*}
\left|V_{K, T}^{\mathcal{A}^{(N, S)}}\right| \leq \frac{1}{S!\cdot(N-S)!} \cdot\left|V_{K, T}\right| \tag{34}
\end{equation*}
$$

Proof. This is a straightforward consequence of the definition of the antisymmetrization operator (28) and the definition (30) and (31).

We see that the order for the dimension of the different spaces with respect to $K$ stays for all different cases of $T$ the same as in the classical case of Lemma 3 without antisymmetry. However the constant is now reduced by the factor $1 /(S!(N-S)!)$. This is a substantial improvement which allows to treat larger numbers of particles in the antisymmetric case.

Also with respect to the achieved accuracies the order in $K$ does not change when we switch to the antisymmetric case. Additionally the involved order constants do not change. We have in the antisymmetric case the same error estimates as in the as in the classical case of Lemma 4.
Lemma 7. Let $s<l+t, t \geq 0, \psi^{\mathcal{A}^{(N, S)}}=\mathcal{A}^{(N, S)} \psi \in \mathcal{A}^{(N, S)} \mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$. Let $\tilde{\psi}_{K, T}^{\mathcal{A}^{(N, S)}}$ be the best approximation in $V_{K, T}^{\mathcal{A}^{(N, S)}}$ with respect to the $\mathcal{H}^{s}$-norm and let $\psi_{K, T}^{\mathcal{A}^{(N, S)}}$ the interpolant of $\psi^{\mathcal{A}^{(N, S)}}$ in $V_{K, T}^{\mathcal{A}^{(N, S)}}$, i.e. $\psi_{K, T}^{\mathcal{A}^{(N, S)}}=\sum_{\overrightarrow{\mathbf{k}} \in \hat{\Omega}_{K, T}^{A(N, S)}} c_{\overrightarrow{\mathbf{k}}} \Phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}})$. Then, there holds

$$
\begin{align*}
\inf _{\substack{V_{K, T}^{A}(N, S)}}\left\|\psi^{\mathcal{A}^{(N, S)}}-v\right\|_{\mathcal{H}^{s}} & \leq \| \psi^{\mathcal{A}^{(N, S)}-\psi_{K, T}^{\mathcal{A}^{(N, S)}} \|_{\mathcal{H}^{s}}} \\
& \leq \begin{cases}O\left((K+1)^{s-l-t+(T t-s+l) \frac{N-1}{N-T}}\right) \cdot\left\|\psi^{(N, S)}\right\|_{\mathcal{H}_{\text {mix }}^{t, l}} & \text { for } T \geq \frac{s-l}{t} \\
O\left((K+1)^{s-l-t}\right) \cdot\left\|\psi^{(N, S)}\right\|_{\mathcal{H}_{\text {mix }}^{t, l}} & \text { for } T \leq \frac{s-l}{t}\end{cases} \tag{35}
\end{align*}
$$

Proof. We derive along the lines of the proof of Lemma 4

$$
\left\|\psi^{\mathcal{A}^{(N, S)}-\psi_{K, T}^{\mathcal{A}^{(N, S)}} \|_{\mathcal{H}^{s}}^{2} \leq \max _{\substack{\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d} \cdot N \\ \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}}} \backslash \hat{\Omega}_{K, T}^{\mathcal{A}^{(N, S)}}} \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-2(l-s)} \lambda_{\operatorname{mix}}(\overrightarrow{\mathbf{k}})^{-2 t} \cdot\right\| \psi \|_{\mathcal{H}_{\text {mix }}^{t, l}}^{2}
$$

Using the definition of the index set $\hat{\Omega}_{K, T}^{\mathcal{A}^{(N, S)}}$ and evaluating the maximum we obtain (35). Note that the maximization gives the same order for the estimates as in Lemma 4. However in certain cases a slightly smaller maximum is achieved due to the constraint in (30).

We again cast the estimates on the degrees of freedom and the associated error into a form which measures the error with respect to the involved degrees of freedom, i.e. the dimension $\left|V_{K, T}^{\mathcal{A}^{(N, S)}}\right|$, and reach the following theorem:
Theorem 8. Let $\psi^{\mathcal{A}^{(N, S)}} \in \mathcal{A}^{(N, S)} \mathcal{H}_{\text {mix }}^{t, l}\left(\left(I^{d}\right)^{N}\right)$. Let $\tilde{\psi}_{K, T}^{\mathcal{A}^{(N, S)}}$ be the best approximation in $V_{K, T}^{\mathcal{A}^{(N, S)}}$ with respect to the $\mathcal{H}^{s}$-norm. Furthermore denote by $M_{\mathcal{A}^{(N, S)}}$ the actual number of degrees of freedom of $V_{K, T}^{\mathcal{A}^{(N, S)}}$, i.e. $M_{\mathcal{A}^{(N, S)}}:=\left|V_{K, T}^{\mathcal{A}^{(N, S)}}\right|$. Consider the case $T \in(0,(s-l) / t]$. Then, there holds

$$
\left\|\psi^{\mathcal{A}^{(N, S)}}-\tilde{\psi}_{K, T}^{\mathcal{A}^{(N, S)}}\right\|_{\mathcal{H}^{s}} \leq C(N, d) /(S!\cdot(N-S)!) \cdot M_{\mathcal{A}^{(N, S)}}^{-(l-s+t) / d} \cdot\left\|\psi^{\mathcal{A}^{(N, S)}}\right\|_{\mathcal{H}_{\text {mix }}^{t, l}}
$$

Proof. Same as for Theorem 5 but with the results of Lemmas 6 and 7.
Note finally that the constant still depends on $N$ and $d$. However in contrast to the non-antisymmetric case we now obtained an improvement by the factor $1 /(S!(N-S)!)$. It is nevertheless still a tedious task to derive sharp estimates for the involved constants. The derivation of precise estimates of the constants and the study of the dependency of $\left\|\psi^{\mathcal{A}^{(N, S)}}\right\|_{\mathcal{H}_{\text {mix }}^{t, l}}$ on $N$ remains to be done.

## 3. Regularity of the solution of Schrödinger's equation

So far we introduced various optimized sparse grid spaces for the discretization of particle problems and discussed their dimensions and approximation properties. We furthermore carried these discretization techniques over to the case of antisymmetric wave functions. Here, the optimal complexity orders with respect to the number $N$ of particles for both, the dimension of the resulting discrete spaces and their associated approximation rates depended on the degree $s$ of the Sobolev-norm in which we measure the approximation error and the degrees $t$ and $l$ of isotropic and anisotropic smoothness, respectively, which was assumed to hold for the continuous wave function.

We now return to the electronic Schrödinger problem (1) and invoke our general theory for this special case. To this end, let us recall a major result from [77]. There, Yserentant showed that an antisymmetric solution of the electronic Schrödinger equation with $d=3$ possesses basically $\mathcal{H}_{\text {mix }}^{1,1}$ or $\mathcal{H}_{\text {mix }}^{1 / 2,1}$-regularity. To be precise, he showed that an eigenfunction $\psi_{\vec{\sigma}}$ to a given spin distribution $\vec{\sigma}^{(N, S)}$ has certain square integrable mixed derivatives of order up to $S+1$

$$
\int \lambda_{\text {mix },-\frac{1}{2}}^{2}(\overrightarrow{\mathbf{k}}) \lambda_{\mathrm{iso}}^{2}(\overrightarrow{\mathbf{k}})|\hat{\psi}(\overrightarrow{\mathbf{k}})|^{2} \mathrm{~d} \overrightarrow{\mathbf{k}}<\infty
$$

with respect to the coordinates $\overrightarrow{\mathbf{x}}_{1}, \ldots, \overrightarrow{\mathbf{x}}_{S}$ and certain square integrable mixed derivatives of order up to $N-S+1$

$$
\int \lambda_{\text {mix }, \frac{1}{2}}^{2}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}^{2}(\overrightarrow{\mathbf{k}})|\hat{\psi}(\overrightarrow{\mathbf{k}})|^{2} \mathrm{~d} \overrightarrow{\mathbf{k}}<\infty
$$

with respect to the coordinates $\overrightarrow{\mathbf{x}}_{S+1}, \ldots, \overrightarrow{\mathbf{x}}_{N}$. Here $\hat{\psi}$ denotes the Fourier transform of $\psi$ and $\lambda_{\text {mix }, \sigma}$ is given by

$$
\lambda_{\text {mix }, \sigma}(\overrightarrow{\mathbf{k}}):= \begin{cases}\prod_{i=1}^{S}\left(1+\lambda\left(\mathbf{k}_{i}\right)\right) & \text { for } \sigma=-\frac{1}{2} \\ \prod_{i=S+1}^{N}\left(1+\lambda\left(\mathbf{k}_{i}\right)\right) & \text { for } \sigma=\frac{1}{2}\end{cases}
$$

Therefore, a full antisymmetric solution, i.e. $S=0$ or $S=N$, possesses $\mathcal{H}_{\text {mix }}^{1,1}$-regularity. Furthermore, in the case of an arbitrary chosen $1 \leq S \leq N$, the inequality ${ }^{5}$

$$
\int \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}^{2}(\overrightarrow{\mathbf{k}})|\hat{\psi}(\overrightarrow{\mathbf{k}})|^{2} \mathrm{~d} \overrightarrow{\mathbf{k}} \leq \frac{1}{2} \sum_{\sigma \in\left\{-\frac{1}{2}, \frac{1}{2}\right\}} \int \lambda_{\text {mix }, \sigma}^{2}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}^{2}(\overrightarrow{\mathbf{k}})|\hat{\psi}(\overrightarrow{\mathbf{k}})|^{2} \mathrm{~d} \overrightarrow{\mathbf{k}}
$$

holds due to the elementary relation

$$
\prod_{i=1}^{N}\left|1+\lambda\left(\mathbf{k}_{i}\right)\right| \leq \frac{1}{2} \prod_{i=1}^{S}\left|1+\lambda\left(\mathbf{k}_{i}\right)\right|^{2}+\frac{1}{2} \prod_{i=S+1}^{N}\left|1+\lambda\left(\mathbf{k}_{i}\right)\right|^{2}
$$

and thus any partial antisymmetric wavefunction possesses at least $\mathcal{H}_{\text {mix }}^{\frac{1}{2}, 1}$-regularity.
The main argument to derive this fact is a Hardy type inequality, see [77] for details. Note that the derivation of (1) was done for the whole space $I=\mathbb{R}$. However it is easy to see that the arguments of [77] can be carried over also to the case of a finite domain.

Let us now consider the case of a full antisymmetric solution, i.e. the case $S=0$ or $S=N$, and the resulting approximation rate and complexity in more detail. If we measure the approximation error in the $\mathcal{H}^{1}$-norm, we obtain from Lemma 7 with $s=1$ and $t=l=1\left(\mathcal{H}_{\text {mix }}^{1,1}\right.$-regularity $)$ the approximation order $O\left((K+1)^{-1+T \cdot \frac{N-1}{N-T}}\right)$ for $T \geq 0$ and $O\left((K+1)^{-1}\right)=O\left(K^{-1}\right)$ for $T \leq 0$. In particular, for the choice $T=0$ we have a rate of $O(K)$. Here, however, the dimension of the associated antisymmetric sparse grid space $V_{K, T}^{\mathcal{A}^{(N, S)}}$ is of the order $O\left((K+1)^{d} \log (K+1)^{N-1}\right)$, see Lemmas 3 and 6 , i.e. there is still an exponential dependency of the costs on $N$ with respect to $K$ in the $\log (K+1)^{N-1}$-term. If we now choose $T$ such that $0<T<1$ the cost complexity drops to $O\left((K+1)^{d}\right)$. The approximation rate then is of the order $O\left(K^{-1+T \cdot \frac{N-1}{N-T}}\right)=O\left(K^{-1+T-T \cdot \frac{1-T}{N-T}}\right)$ which results in $O\left(K^{-1+T}\right)$ for $N \rightarrow \infty$. Thus for example for the choice $T=0.05$ we would obtain a rate of the order $O\left(K^{-0.95}\right)$ with $O\left(K^{d}\right)$ involved degrees of freedom ${ }^{6}$. In an analog way we can argue for the partial antisymmetric case where we have for an arbitrary chosen $0 \leq S \leq N$ at least $\mathcal{H}_{\text {mix }}^{\frac{1}{2}, 1}$-regularity of the associated wave function. Then, with $0<T<1 / 2$ we obtain for $N \rightarrow \infty$ an approximation rate of the order $O\left(K^{-1 / 2+T / 2}\right)$ whereas the associated cost complexity is again $O\left((K+1)^{d}\right)$. For our example of $T=0.05$ we would obtain at least a rate of the order $O\left(K^{-0.475}\right)$ with $O\left(K^{d}\right)$ involved degrees of freedom.

## 4. Discretization, ASSEMBLY of The Eigenvalue system and solution

We now consider the assembly of the discrete system matrix which is associated to the generalized antisymmetric sparse grid space $V_{K, T}^{\mathcal{A}^{(N, S)}}$ from (32). As basis functions we use the corresponding antisymmetric $\Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}(\overrightarrow{\mathbf{x}})$ from (29) with one-particle basis functions $\phi_{\mathbf{k}}(\mathbf{x})$ of the type (3) in a Galerkin discretization of (1) for whose indices $\overrightarrow{\mathbf{k}}$ the condition

$$
\overrightarrow{\mathbf{k}} \in \mathbb{Z}^{d \cdot N}, \quad \lambda_{\text {mix }}(\overrightarrow{\mathbf{k}}) \lambda_{\text {iso }}(\overrightarrow{\mathbf{k}})^{-T} \leq(K+1)^{1-T}, \quad \mathbf{k}_{1}<\ldots<\mathbf{k}_{S} \wedge \mathbf{k}_{S+1}<\ldots<\mathbf{k}_{N}
$$

holds. To this end, we fix $N>0$ and $1 \leq S \leq N$ and omit for reasons of simplicity the indices $S$ and $N$ in the following. We also omit the indices $K$ and $T$ when they are clear from the context.

[^4]To each pair of indices $\overrightarrow{\mathbf{k}}, \overrightarrow{\mathbf{l}}$ and associated functions $\Phi_{\overrightarrow{\mathbf{k}}}, \Phi_{\overrightarrow{\mathbf{l}}}$ we obtain one entry in the stiffness matrix, i.e.

$$
\begin{equation*}
A_{\overrightarrow{\mathbf{k}}, \overrightarrow{1}}:=\left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{1}}}\right\rangle=\int \Phi_{\overrightarrow{\mathbf{k}}}^{*}(\overrightarrow{\mathbf{x}}) H \Phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}) \mathrm{d} \overrightarrow{\mathbf{x}} \tag{36}
\end{equation*}
$$

Next we assume that we use orthogonal one-particle basis functions $\phi_{\mathbf{k}}(\mathbf{x})$. Then, we have also orthogonality of the antisymmetric many-particle basis functions, i.e. $\left\langle\Phi_{\overrightarrow{\mathbf{k}}} \mid \Phi_{\overrightarrow{\mathbf{k}}}\right\rangle=\int \Phi_{\overrightarrow{\mathbf{k}}}^{*}(\overrightarrow{\mathbf{x}}) \Phi_{\overrightarrow{\mathbf{k}}}(\overrightarrow{\mathbf{x}}) \mathrm{d} \overrightarrow{\mathbf{x}}=\delta_{\overrightarrow{\mathbf{k}}, \overrightarrow{\mathbf{l}}}$. We then can take advantage of the well-known Slater-Condon rules $[17,68,71]$. Consequently, quite a few entries of the system matrix are zero and the remaining non-zero entries can be put together from the values of certain $d$ - and $2 d$-dimensional integrals. This will be explained in more detail in the following.

Let us introduce an operator $O_{1}:=\sum_{i=1}^{N} o_{1}(i)$ acting on the $d \cdot N$-dimensional wavefunction where the oneparticle operator $o_{1}(i)$, albeit applied to a $d \cdot N$-dimensional wavefunction, only acts on its $i$-th ( $d$-dimensional) component. In particular, for problem (1) we set here

$$
o_{1}(i)=-\frac{1}{2} \Delta_{\mathbf{x}_{i}}- \begin{cases}-\sum_{j=1}^{N_{n u c}} Z_{j}\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}, & d=1 \\ -\sum_{j=1}^{N_{n u c}} Z_{j} \log \left(\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}\right), & d=2 \\ \sum_{j=1}^{N_{n u c}} \frac{Z_{j}}{\left|\mathbf{x}_{i}-\mathbf{R}_{j}\right|_{2}}, & d=3\end{cases}
$$

where $\mathbf{R}_{j} \in \mathbb{R}^{d}$ denotes the position of the $j$-th nucleus. We furthermore introduce the operator

$$
o_{1}=-\frac{1}{2} \Delta_{\mathbf{x}}-\left\{\begin{array}{ll}
-\sum_{j=1}^{N_{n u c}} Z_{j}\left|\mathbf{x}-\mathbf{R}_{j}\right|_{2}, & d=1, \\
-\sum_{j=1}^{N_{n u c}} Z_{j} \log \left(\left|\mathbf{x}-\mathbf{R}_{j}\right|_{2}\right), & d=2, \\
\sum_{j=1}^{N_{n u c}} \frac{Z_{j}}{\left|\mathbf{x}-\mathbf{R}_{j}\right|_{2}}, & d=3,
\end{array} \quad\left(=o_{1}(1)\right)\right.
$$

which applies directly to a $d$-dimensional function.
Let us in addition introduce an operator $O_{2}:=\sum_{i<j=1}^{N} o_{2}(i, j)$ acting on the $d \cdot N$-dimensional wavefunction where the two-particle operator $o_{2}(i, j)$, albeit applied to a $d \cdot N$-dimensional wavefunction, only acts on its two $i$-th and $j$-th $d$-dimensional components. In particular, for problem (1) we set here

$$
o_{2}(i, j)= \begin{cases}-\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}, & d=1 \\ -\log \left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}, & d=2 \\ 1 /\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|_{2}, & d=3\end{cases}
$$

We furthermore introduce the operator

$$
o_{2}= \begin{cases}-|\mathbf{x}-\mathbf{y}|_{2}, & d=1 \\ -\log |\mathbf{x}-\mathbf{y}|_{2}, & d=2 \\ 1 /|\mathbf{x}-\mathbf{y}|_{2}, & d=3\end{cases}
$$

which applies directly to a $2 d$-dimensional function. We then see that $o_{2}(i, j)=o_{2}(j, i)$. Now we can write the Schrödinger operator $H$ as

$$
\begin{equation*}
H=O_{1}+O_{2} \tag{37}
\end{equation*}
$$

To shorten notation let us finally introduce

$$
\begin{align*}
h\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) & :=\int \phi_{\mathbf{k}_{1}}^{*}(\mathbf{x}) o_{1} \phi_{\mathbf{k}_{2}}(\mathbf{x}) \mathrm{d} \mathbf{x},  \tag{38}\\
G\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}, \mathbf{k}_{4}\right) & :=\int \phi_{\mathbf{k}_{1}}^{*}(\mathbf{x}) \phi_{\mathbf{k}_{2}}^{*}(\mathbf{y}) o_{2} \phi_{\mathbf{k}_{3}}(\mathbf{x}) \phi_{\mathbf{k}_{4}}(\mathbf{y}) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{y}  \tag{39}\\
g\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) & :=G\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{1}, \mathbf{k}_{2}\right),  \tag{40}\\
\tilde{g}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right) & :=G\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{2}, \mathbf{k}_{1}\right) . \tag{41}
\end{align*}
$$

In particular, there holds $G\left(\mathbf{k}_{1}, \mathbf{k}_{2}, \mathbf{k}_{3}, \mathbf{k}_{4}\right)=G\left(\mathbf{k}_{2}, \mathbf{k}_{1}, \mathbf{k}_{4}, \mathbf{k}_{3}\right)$.
We are now ready to state the so-called Slater-Condon rules (adapted to our setting). Due to the orthogonality of the one-dimensional particle basis used and the fact that the Schrödinger operator $H$ is made up of sums of one- and two-particle operators as explained above, we just have to distinguish four different cases for the indices $\overrightarrow{\mathbf{k}}=\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right)$ and $\overrightarrow{\mathbf{l}}=\left(\mathbf{l}_{1}, \ldots, \mathbf{l}_{N}\right)$ of a pair of test and trial function in (36). We consider the case where all one-particle basis functions involved in $\Phi_{\overrightarrow{\mathbf{k}}}$ and $\Phi_{\overrightarrow{\mathbf{l}}}$ are pairwise the same, the case where just one one-particle basis function differs, the case where two one-particle basis functions differ and the case where more than two one-particle basis functions differ ${ }^{7}$. A longer tedious calculation then shows the following:
Case 1. Identical one-particle basis functions, i.e. $\Phi_{\overrightarrow{\mathbf{k}}}, \Phi_{\overrightarrow{\mathbf{l}}}$ where $\overrightarrow{\mathbf{k}}=\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{N}\right)=\overrightarrow{\mathbf{l}}=\left(\mathbf{l}_{1}, \ldots, \mathbf{l}_{N}\right)$ :

$$
\begin{aligned}
\left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{k}}}\right\rangle & =\sum_{j=1}^{N} h\left(\mathbf{k}_{j}, \mathbf{k}_{j}\right)+\frac{1}{2} \sum_{n \neq m}^{S}\left(g\left(\mathbf{k}_{n}, \mathbf{k}_{m}\right)-\tilde{g}\left(\mathbf{k}_{n}, \mathbf{k}_{m}\right)\right) \\
& +\frac{1}{2} \sum_{S<n \neq m}^{N}\left(g\left(\mathbf{k}_{n}, \mathbf{k}_{m}\right)-\tilde{g}\left(\mathbf{k}_{n}, \mathbf{k}_{m}\right)\right)+\sum_{n=1}^{S} \sum_{m=S+1}^{N} g\left(\mathbf{k}_{n}, \mathbf{k}_{m}\right)
\end{aligned}
$$

Case 2. Just one pair of one-particle basis functions is different, i.e. $\Phi_{\overrightarrow{\mathbf{k}}}, \Phi_{\overrightarrow{\mathbf{l}}}$ where $!\exists \mu \in\{1, \ldots, N\}, \mathbf{k}_{\mu} \neq \mathbf{l}_{\mu}$ with $\overrightarrow{\mathbf{l}}=\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{\mu-1}, \mathbf{l}_{\mu}, \mathbf{k}_{\mu+1}, \ldots, \mathbf{k}_{N}\right)$. We then have to distinguish two different subcases:

$$
\begin{array}{ll}
\mu \leq S: & \left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{l}}}\right\rangle=h\left(\mathbf{k}_{\mu}, \mathbf{l}_{\mu}\right)+\sum_{n \neq \mu}^{S}\left(G\left(\mathbf{k}_{n}, \mathbf{k}_{\mu}, \mathbf{k}_{n}, \mathbf{l}_{\mu}\right)-G\left(\mathbf{k}_{n}, \mathbf{k}_{\mu}, \mathbf{l}_{\mu}, \mathbf{k}_{n}\right)\right)+\sum_{n=S+1}^{N} G\left(\mathbf{k}_{\mu}, \mathbf{k}_{n}, \mathbf{l}_{\mu}, \mathbf{k}_{n}\right), \\
\mu>S: & \left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{l}}}\right\rangle=h\left(\mathbf{k}_{\mu}, \mathbf{l}_{\mu}\right)+\sum_{S<n \neq \mu}^{N}\left(G\left(\mathbf{k}_{n}, \mathbf{k}_{\mu}, \mathbf{k}_{n}, \mathbf{l}_{\mu}\right)-G\left(\mathbf{k}_{n}, \mathbf{k}_{\mu}, \mathbf{l}_{\mu}, \mathbf{k}_{n}\right)\right)+\sum_{n=1}^{S} G\left(\mathbf{k}_{\mu}, \mathbf{k}_{n}, \mathbf{l}_{\mu}, \mathbf{k}_{n}\right) .
\end{array}
$$

Case 3. Two pairs of one-particle basis functions are different, i.e. $\Phi_{\overrightarrow{\mathbf{k}}}, \Phi_{\overrightarrow{\mathbf{l}}}$ where $!\exists \mu_{1}<\mu_{2} \in\{1, \ldots, N\}$, $\mathbf{k}_{\mu_{1}} \neq \mathbf{l}_{\mu_{1}} \wedge \mathbf{k}_{\mu_{2}} \neq \mathbf{l}_{\mu_{2}}$ with $\overrightarrow{\mathbf{l}}=\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{\mu_{1}-1}, \mathbf{l}_{\mu_{1}}, \mathbf{k}_{\mu_{1}+1}, \ldots, \mathbf{k}_{\mu_{2}-1}, \mathbf{l}_{\mu_{2}}, \mathbf{k}_{\mu_{2}+1}, \ldots, \mathbf{k}_{N}\right)$. Again, we have to distinguish two different subcases:

$$
\begin{aligned}
\mu_{1}<\mu_{2} \leq S, S<\mu_{1}<\mu_{2}: & \left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{l}}}\right\rangle=G\left(\mathbf{k}_{\mu_{1}}, \mathbf{k}_{\mu_{2}}, \mathbf{k}_{\mu_{1}}, \mathbf{l}_{\mu_{2}}\right)-G\left(\mathbf{k}_{\mu_{1}}, \mathbf{k}_{\mu_{2}}, \mathbf{l}_{\mu_{2}}, \mathbf{l}_{\mu_{1}}\right), \\
\mu_{1} \leq S<\mu_{2}: & \left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{l}}}\right\rangle=G\left(\mathbf{k}_{\mu_{1}}, \mathbf{k}_{\mu_{2}}, \mathbf{k}_{\mu_{1}}, \mathbf{l}_{\mu_{2}}\right) .
\end{aligned}
$$

${ }^{7}$ Before the Slater-Condon rules can be used the two determinants $\Phi_{\overrightarrow{\mathbf{k}}}^{(N, S)}$ and $\Phi_{\overrightarrow{\mathbf{l}}}^{(N, S)}$ must be arranged in maximum coincidence.

Case 4. More than two pairs of one-particle basis functions are different, i.e. $\Phi_{\overrightarrow{\mathbf{k}}}, \Phi_{\overrightarrow{\mathbf{l}}} \in \mathcal{B}^{(N, S)}$ where $\exists \mu_{1}<$ $\mu_{2}<\mu_{3} \in\{1, \ldots, N\}, \mathbf{k}_{\mu_{1}} \neq \mathbf{l}_{\mu_{1}} \wedge \mathbf{k}_{\mu_{2}} \neq \mathbf{l}_{\mu_{2}} \wedge \mathbf{k}_{\mu_{3}} \neq \mathbf{l}_{\mu_{3}}:$

$$
\left\langle\Phi_{\overrightarrow{\mathbf{k}}}\right| H\left|\Phi_{\overrightarrow{\mathbf{l}}}\right\rangle=0 .
$$

We thus see that for all the index pairs $\overrightarrow{\mathbf{k}}, \overrightarrow{\mathbf{l}}$ which are of Case 4 we directly obtain zero entries in the system matrix. Furthermore, from the other three cases we see that the non-zero entries can be put together from just the values of the $d$-dimensional integrals $h, g, \tilde{g}$ and the $(2 \cdot d)$-dimensional integrals $G$. Here it is advisable to compute and store these data on the fly (in e.g. a hash table) when needed for the first time and to reuse it when needed again in the computation of another matrix entry.

Note that we assumed so far only orthogonality of the one-particle basis functions but made no specific choice for them yet. This depends also on how we deal with the domain of the Schrödinger equation in the discretization process. To this end, recall that the solution of (1) lives on the whole $\mathbb{R}^{d \cdot N}$. To obtain a practically manageable situation we have to impose further restrictions to Schrödinger's equation, its domain and boundary conditions. Here mainly two possibilities exist. First, we could decide for a periodic setting. Then we may use the finite domain $\left(\left[-a_{1} / 2, a_{1} / 2\right) \times \cdots \times\left[-a_{d} / 2, a_{d} / 2\right)\right)^{N}$ and we may employ the one-particle basis functions $\phi_{\mathbf{k}}(\mathbf{x}):=\prod_{j=1}^{d} \phi_{k_{j}}\left(x_{j}\right)$ from (3) with

$$
\begin{equation*}
\phi_{k_{j}}\left(x_{j}\right)=\frac{1}{\sqrt{a_{j}}} \mathrm{e}^{2 \pi i k_{j} x_{j} / a_{j}} \tag{42}
\end{equation*}
$$

with $\mathbf{k} \in \mathbb{Z}^{d}$ which fulfil periodic boundary conditions. Within this setting the one-particle Coulomb operator and the two-particle Coulomb operator for $d=3$ become $\sum_{\mathbf{L}} \sum_{j=1}^{N_{n u c}} \frac{-Z_{j}}{\left|\mathbf{x}-\mathbf{R}_{\mathbf{j}}-\mathbf{L}\right|_{2}}$ and $\sum_{\mathbf{L}} \frac{1}{|\mathbf{x}-\mathbf{y}-\mathbf{L}|_{2}}$, respectively. Here $\mathbf{L}$ are lattice vectors that map the one-particle unit cell $\left[-a_{1} / 2, a_{1} / 2\right) \times \cdots \times\left[-a_{d} / 2, a_{d} / 2\right)$ into its periodic images. The problem however is that this lattice sum does not converge and has to be replaced by the well-known Ewald potential, see [23] for a further discussion.

An alternative is to simply choose a sufficiently large finite domain, e.g. $\left(\left[-a_{1} / 2, a_{1} / 2\right) \times \cdots \times\left[-a_{d} / 2, a_{d} / 2\right)\right)^{N}$, such that the solution for a tiny given molecular system which is put into the middle of the domain nearly vanishes at the boundary ${ }^{8}$. Thus it is reasonable to also truncate the Coulomb interaction potentials at a properly chosen distance $D$. This way the above-mentioned periodicity problem and the Ewald summation is avoided. Note that this approach of course introduces an error which depends on the size $\mathbf{a}=\left(a_{1}, \ldots, a_{d}\right)^{T}$ of the domain and the truncation parameter $D$. This error can made arbitrary small by enlarging a and $D$, respectively, (which however also enlarges the amount of basis functions needed) and has to be balanced properly with the discretization error.

In our numerical experiments we will follow this approach and will use for reasons of simplicity here the one-particle basis functions (42) with $a=a_{1}=\cdots=a_{d}$ to build up the antisymmetric $N$-particle basis functions (29) and the associated antisymmetric generalized sparse grid spaces $V_{K, T}^{\mathcal{A}^{(N, S)}}$ from it. Then, the oneand two-particle integrals $h, g, \tilde{g}, G$ from (38-41) which are necessary to set up the entries of the system matrix $A$ can be computed analytically for $d=1$ and $d=3$.

First we consider the $d$-dimensional integral expressions related to the kinetic energy operator $-\frac{1}{2} \Delta_{\mathbf{x}}$. They can be analytically computed for $d=1, d=2$ and $d=3$ as

$$
\left\langle\phi_{\mathbf{k}}\right|-\frac{1}{2} \Delta\left|\phi_{\mathbf{l}}\right\rangle=\frac{1}{2} \int_{I^{d}} \nabla \phi_{\mathbf{k}}(\mathbf{x}) \cdot \nabla \phi_{\mathbf{l}}(\mathbf{x}) \mathrm{d} \mathbf{x}=\frac{2 \pi^{2}}{a^{2}}|\mathbf{k}|_{2}^{2} \delta_{\mathbf{k}, \mathbf{l}},
$$

where $I=[-a / 2, a / 2)$.

[^5]Let us now consider the terms related to the truncated Coulomb potential

$$
v_{D}(\mathbf{r})= \begin{cases}v(\mathbf{r}), & |\mathbf{r}|_{2} \leq D \\ 0, & \text { otherwise }\end{cases}
$$

where

$$
v(\mathbf{r})= \begin{cases}-|\mathbf{r}|_{2}, & d=1 \\ -\log |\mathbf{r}|_{2}, & d=2 \\ 1 /|\mathbf{r}|_{2}, & d=3\end{cases}
$$

Here, we have to compute the $d$-dimensional integrals

$$
\begin{equation*}
\int_{I^{d}} \phi_{\mathbf{k}}^{*}(\mathbf{x}) v_{D}(\mathbf{x}-\mathbf{R}) \phi_{\mathbf{l}}(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{43}
\end{equation*}
$$

with $\mathbf{R} \in I^{d}$ and the $2 d$-dimensional integrals

$$
\begin{equation*}
\int_{I^{d}} \int_{I^{d}} \phi_{\mathbf{k}}^{*}(\mathbf{x}) \phi_{\mathbf{m}}^{*}(\mathbf{y}) v_{D}(\mathbf{x}-\mathbf{y}) \phi_{\mathbf{l}}(\mathbf{x}) \phi_{\mathbf{n}}(\mathbf{y}) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{y} \tag{44}
\end{equation*}
$$

If we assume that the wavefunction is zero outside the set $\left\{\mathbf{x}:|\mathbf{x}|_{2}<\tilde{D}\right\}$ then we choose a truncation radius $D=2 \tilde{D}$ and the size parameter $a=2 D$.

In the case $d=3$ the 6 -dimensional integral (44) can be written with the help of a coordinate transformation $\mathbf{r}=\mathbf{x}-\mathbf{y}$ and $\tilde{\mathbf{r}}=\frac{1}{2}(\mathbf{x}+\mathbf{y})$ in the form of a 3-dimensional integral

$$
\begin{align*}
\int_{I^{3}} \int_{I^{3}} \phi_{\mathbf{k}}^{*}(\mathbf{x}) \phi_{\mathbf{m}}^{*}(\mathbf{y}) v_{D}(\mathbf{x}-\mathbf{y}) \phi_{\mathbf{l}}(\mathbf{x}) \phi_{\mathbf{n}}(\mathbf{y}) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{y} & =\frac{1}{a^{6}} \int_{I^{3}} \int_{I^{3}} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-\mathbf{l})^{T} \mathbf{x}^{-i \frac{2 \pi}{a}(\mathbf{m}-\mathbf{n})^{T}} \mathrm{y}^{-}} v_{D}(\mathbf{x}-\mathbf{y}) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{y} \\
& =\frac{1}{a^{3}} \int_{(2 I)^{3}} \mathrm{e}^{-i \frac{\pi}{a}(\mathbf{k}-\mathbf{l}+\mathbf{n}-\mathbf{m})^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r} \delta_{\mathbf{k}-\mathbf{l}+\mathbf{m}, \mathbf{n}} \tag{45}
\end{align*}
$$

and for $\mathbf{n}=\mathbf{k}-\mathbf{l}+\mathbf{m}$ we obtain

$$
\begin{aligned}
\frac{1}{a^{3}} \int_{(2 I)^{3}} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-\mathbf{l})^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r} & =\frac{1}{a^{3}} \int_{\mid \mathbf{r} \mathbf{r}_{2} \leq D} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-\mathbf{l})^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r} \\
& = \begin{cases}\frac{4 \pi}{a^{3}} \frac{1}{k^{2}}(1-\cos (k D)), & k>0 \\
\frac{4 \pi}{a^{3}} \frac{D}{2}, & k=0\end{cases}
\end{aligned}
$$

with the help of spherical coordinates, where $k=\frac{2 \pi}{a}|\mathbf{k}-\mathbf{l}|_{2}$. Analogously the 3-dimensional integral (43) can be computed for $\mathbf{R}=0$ by

$$
\begin{aligned}
\frac{1}{a^{3}} \int_{I^{3}} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-\mathbf{l})^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r} & =\frac{1}{a^{3}} \int_{|\mathbf{r}|_{2} \leq D} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-\mathbf{l})^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r} \\
& = \begin{cases}\frac{4 \pi}{a^{3}} \frac{1}{k^{2}}(1-\cos (k D)), & k>0 \\
\frac{4 \pi}{a^{3}} \frac{D}{2}, & k=0\end{cases}
\end{aligned}
$$

In the case $d=2$ the 4 -dimensional integral (44) for $\mathbf{n}=\mathbf{k}-\mathbf{l}+\mathbf{m}$ and the 2-dimensional integral (43) for $\mathbf{R}=0$ can be reduced with the help of polar coordinates to one-dimensional integrals

$$
\frac{1}{a^{2}} \int_{|\mathbf{r}|_{2}<D} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-\mathbf{l})^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r}=-\frac{2 \pi}{a^{2}} \int_{0}^{D} r \ln (r) J_{0}(k r) \mathrm{d} r
$$

where $J_{0}$ denotes the zero-order Bessel function of first kind and $k=\frac{2 \pi}{a}|\mathbf{k}-\mathbf{l}|_{2}$. This integral is related to the Hankel transformation or so-called Fourier-Bessel transformation and we compute it numerically.

In the case $d=1$ we compute the integral (44) analogously to the case $d=3$ for $\mathbf{n}=\mathbf{k}-\mathbf{l}+\mathbf{m}$ and the integral (43) for $\mathbf{R}=0$ by

$$
\frac{1}{a} \int_{|\mathbf{r}|_{2}<D} \mathrm{e}^{-i \frac{2 \pi}{a}(\mathbf{k}-1)^{T} \mathbf{r}} v_{D}(\mathbf{r}) \mathrm{d} \mathbf{r}= \begin{cases}-\frac{2}{a} \frac{1}{k^{2}}(k D \sin (k D)+\cos (k D)-1), & k>0 \\ -\frac{D^{2}}{a}, & k=0\end{cases}
$$

where $k=\frac{2 \pi}{a}|\mathbf{k}-\mathbf{l}|_{2}$. With the help of these formulae it is then straightforward to compute the entries of the system matrix $A$.

For the solution of the resulting discrete eigenvalue problem we invoke a parallelized conventional Lanczos method taken from the software package SLEPc [47] which is based on parallel software package PETSc [6]. Note that here also other solution approaches are possible with improved complexities, like multigrid-type methods [13, 14, 56,62$]$ which however still need to be carried over to the setting of our generalized antisymmetric sparse grids.

## 5. Numerical experiments

We now turn to the results of numerical experiments with our new discretization method using generalized antisymmetric sparse grids. In the following, we choose the finite domain $\left(\left[-a_{1} / 2, a_{1}\right] \times \cdots \times\left[-a_{d} / 2, a_{d} / 2\right]\right)^{N}$ with fixed $\left(a_{1}, \ldots, a_{d}\right), a_{i}=a$, and restrict ourselves to the Schrödinger operator (1) where the involved Coulomb potential is truncated at a distance $D$. As one-particle basis functions we employ $\phi_{\mathbf{k}}(\mathbf{x}):=\prod_{j=1}^{d} \phi_{k_{j}}\left(x_{j}\right)$ from (3) with $\phi_{k_{j}}\left(x_{j}\right)$ from (42). Note that an estimate like (35) for the accuracy of an eigenfunction relates to an analogous estimate for the eigenvalue by means of the relation $\left|E-E^{a p p}\right| \leq 4 \cdot\left\|\psi-\psi^{a p p}\right\|_{\mathcal{L}^{2}}^{2}$ where $E$ and $\psi$ denote the exact minimal eigenvalue and associated eigenfunction of $H$, respectively, and $E^{a p p}$ and $\psi^{\text {app }}$ denote finite-dimensional Galerkin approximations in arbitrary subspaces, see also [76]. Then, with Lemma 7, we would obtain with $s=0, l=1, t=1$ and $S=0$ the estimate

$$
\left|E^{\mathcal{A}^{(N, 0)}}-E_{K, T}^{\mathcal{A}^{(N, 0)}}\right| \leq 4 \cdot\left\|\psi^{\mathcal{A}^{(N, 0)}}-\psi_{K, T}^{\mathcal{A}^{(N, 0)}}\right\|_{\mathcal{L}^{2}}^{2} \leq O\left((K+1)^{2 \cdot\left(-2+(T+1) \frac{N-1}{N-T}\right)}\right) \cdot\left\|\psi^{\mathcal{A}^{(N, 0)}}\right\|_{\mathcal{H}_{\text {mix }}^{1,1}}^{2}
$$

for the case $d=3$ and we see that the eigenvalues are in general much better approximated than the eigenfunctions. For example, for $T=0$, this would result in a (squared) rate of the order $-4+2(N-1) / N$ which is about -4 for small numbers of $N$ but gets -2 for $N \rightarrow \infty$. Analogous arguments can be made for the cases $T=0.25$ as well as for the case $S=N / 2$ with reduced regularity involving the values $t=1 / 2, l=1$.

First we consider the case of one-dimensional particles. For varying numbers $N$ of particles we study the behavior of the discrete energy $E$, i.e. the smallest eigenvalue of the associated system matrix $A$, as $K$ increases. Here, we use the generalized antisymmetric sparse grid space $V_{K, T}^{\mathcal{A}^{(N, S)}}$ from (32) and focus on the two cases $T=0$ and $T=0.25$ with either $S=0$ or $S=\lfloor N / 2\rfloor$. Tables $1-4$ give the obtained results. Here, $\# A$ denotes the number of the non-zero matrix entries. Note that we have, besides the zero entries due to case four of the Slater-Condon rules, additional zero entries due to (45). The memory requirements of our algorithm are of the order $O(\# A)$. Furthermore, $\Delta E$ denotes the difference of the obtained values of $E$ and $\varepsilon$ denotes the quotient of the values of $\Delta E$ for two successive rows in the table. Thus, $\varepsilon$ indicates the convergence rate of the discretization error.

We see that the method is indeed convergent if the value for $K$ increases. Also the convergence rate gets improved for rising $K$. Moreover, for smaller values of $N$ but large values of $K$ we observe very fast convergence. We conjecture that this might also be the case for larger numbers $N$ of electrons with sufficient resolutions $K$ larger than the ones reached in our tables. Note that we have for our problem no $\mathcal{H}_{\text {mix }}^{1,1}-$ or $\mathcal{H}_{\text {mix }}^{1 / 2,1}$-regularity statement at hand like in the three-dimensional case and we therefore do not know what convergence rate may be expected. However it seems that there is more regularity present which might cause the increase in the

TABLE 1. $d=1, S=0, a=20, D=10, T=0, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ |  | $\Delta E$ |
| ---: | ---: | ---: | ---: | ---: | :--- | ---: |
| 1 | 2 | 5 | 17 | 1.416581 |  |  |
| 1 | 4 | 9 | 49 | 0.951454 | $4.651265 \mathrm{e}-01$ |  |
| 1 | 8 | 17 | 161 | 0.815773 | $1.356814 \mathrm{e}-01$ | 3.428078 |
| 1 | 16 | 33 | 577 | 0.808738 | $7.035095 \mathrm{e}-03$ | 19.286364 |
| 1 | 32 | 65 | 2177 | 0.808620 | $1.183037 \mathrm{e}-04$ | 59.466418 |
| 1 | 64 | 129 | 8449 | 0.808617 | $3.005205 \mathrm{e}-06$ | 39.366257 |
| 1 | 128 | 257 | 33281 | 0.808617 | $9.119886 \mathrm{e}-08$ | 32.952216 |
| 1 | 256 | 513 | 132097 | 0.808617 | $2.859494 \mathrm{e}-09$ | 31.893357 |
| 2 | 2 | 4 | 12 | 9.477604 |  |  |
| 2 | 4 | 9 | 45 | 6.822791 | $2.654813 \mathrm{e}+00$ |  |
| 2 | 8 | 26 | 232 | 4.263177 | $2.559614 \mathrm{e}+00$ | 1.037193 |
| 2 | 16 | 67 | 1015 | 3.249651 | $1.013526 \mathrm{e}+00$ | 2.525455 |
| 2 | 32 | 176 | 4544 | 2.820979 | $4.286719 \mathrm{e}-01$ | 2.364339 |
| 2 | 64 | 431 | 18815 | 2.760278 | $6.070105 \mathrm{e}-02$ | 7.062018 |
| 2 | 128 | 1030 | 76924 | 2.758640 | $1.638270 \mathrm{e}-03$ | 37.051932 |
| 2 | 256 | 2407 | 309655 | 2.758532 | $1.080520 \mathrm{e}-04$ | 15.161865 |
| 2 | 512 | 5529 | 1240989 | 2.758526 | $6.265451 \mathrm{e}-06$ | 17.245684 |
| 4 | 16 | 4 | 12 | 36.622042 |  |  |
| 4 | 32 | 32 | 256 | 24.566288 | $1.205575 \mathrm{e}+01$ |  |
| 4 | 64 | 158 | 2508 | 17.794734 | $6.771554 \mathrm{e}+00$ | 1.780353 |
| 4 | 128 | 629 | 17145 | 14.217473 | $3.577261 \mathrm{e}+00$ | 1.892944 |
| 4 | 256 | 2196 | 94766 | 12.307520 | $1.909953 \mathrm{e}+00$ | 1.872958 |
| 4 | 512 | 7054 | 463726 | 11.362652 | $9.448682 \mathrm{e}-01$ | 2.021396 |
| 4 | 1024 | 21128 | 2076876 | 11.049173 | $3.134787 \mathrm{e}-01$ | 3.014138 |
| 4 | 2048 | 60356 | 8849356 | 11.006331 | $4.284219 \mathrm{e}-02$ | 7.317056 |
| 4 | 4096 | 166029 | 36499567 | 11.001824 | $4.507368 \mathrm{e}-03$ | 9.504924 |
| 6 | 256 | 18 | 98 | 69.074698 |  |  |
| 6 | 512 | 162 | 2366 | 51.915141 | $1.715956 \mathrm{e}+01$ |  |
| 6 | 1024 | 986 | 26812 | 41.730666 | $1.018448 \mathrm{e}+01$ | 1.684874 |
| 6 | 2048 | 4759 | 208969 | 34.991830 | $6.738836 \mathrm{e}+00$ | 1.511311 |
| 6 | 4096 | 19895 | 1306723 | 30.765057 | $4.226774 \mathrm{e}+00$ | 1.594321 |
| 6 | 8192 | 75032 | 7064310 | 28.401466 | $2.363591 \mathrm{e}+00$ | 1.788285 |
| 6 | 16384 | 261996 | 34544564 | 27.209538 | $1.191927 \mathrm{e}+00$ | 1.982999 |
| 8 | 4096 | 8 | 32 | 141.880913 |  |  |
| 8 | 8192 | 170 | 2394 | 105.253777 | $3.662714 \mathrm{e}+01$ |  |
| 8 | 16384 | 1525 | 43929 | 85.929387 | $1.932439 \mathrm{e}+01$ | 1.895384 |
| 8 | 32768 | 9832 | 472538 | 73.408035 | $1.252135 \mathrm{e}+01$ | 1.543315 |
| 8 | 65536 | 51771 | 3747977 | 64.802203 | $8.605833 \mathrm{e}+00$ | 1.454984 |
| 8 | 131072 | 237027 | 24334123 | 58.667735 | $6.134468 \mathrm{e}+00$ | 1.402865 |
|  |  |  |  |  |  |  |

measured rates for sufficiently large values of $K$. Nevertheless we observe that quite large values of $K$ are needed to obtain a decent accuracy in $E$ and that the value of $K$ necessary to reach a fixed accuracy grows fast with the number $N$ of electrons. For larger numbers of particles we are not able to reach the asymptotics.

We also see that the choice $T=0.25$ results in a substantially smaller problem size than the choice $T=0$. For example, for $S=N / 2, N=4$ and $K=2048$ we need to handle 448481 degrees of freedom and 89628377 non-zero matrix entries for $T=0$ but only 109183 degrees of freedom and 20867911 non-zero matrix entries

Table 2. $d=1, S=N / 2, a=20, D=10, T=0, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}(N, S)}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | :--- | ---: |
| 2 | 2 | 9 | 37 | 6.732775 |  |  |
| 2 | 4 | 21 | 137 | 4.732600 | $2.000175 \mathrm{e}+00$ |  |
| 2 | 8 | 57 | 605 | 3.011013 | $1.721588 \mathrm{e}+00$ | 1.161820 |
| 2 | 16 | 141 | 2413 | 2.281144 | $7.298688 \mathrm{e}-01$ | 2.358763 |
| 2 | 32 | 361 | 10121 | 1.942338 | $3.388057 \mathrm{e}-01$ | 2.154240 |
| 2 | 64 | 877 | 40613 | 1.869510 | $7.282840 \mathrm{e}-02$ | 4.652109 |
| 2 | 128 | 2081 | 161853 | 1.864274 | $5.235401 \mathrm{e}-03$ | 13.910760 |
| 2 | 256 | 4845 | 641605 | 1.863963 | $3.116076 \mathrm{e}-04$ | 16.801261 |
| 2 | 512 | 11101 | 2543457 | 1.863928 | $3.461836 \mathrm{e}-05$ | 9.001223 |
| 4 | 8 | 28 | 176 | 28.221791 |  |  |
| 4 | 16 | 121 | 1425 | 20.497004 | $7.724787 \mathrm{e}+00$ |  |
| 4 | 32 | 513 | 10137 | 15.324614 | $5.172390 \mathrm{e}+00$ | 1.493466 |
| 4 | 64 | 1869 | 56249 | 11.844463 | $3.480151 \mathrm{e}+00$ | 1.486255 |
| 4 | 128 | 6244 | 277172 | 9.724198 | $2.120265 \mathrm{e}+00$ | 1.641375 |
| 4 | 256 | 19499 | 1256803 | 8.427853 | $1.296344 \mathrm{e}+00$ | 1.635573 |
| 4 | 512 | 57887 | 5406447 | 7.737085 | $6.907689 \mathrm{e}-01$ | 1.876669 |
| 4 | 1024 | 163796 | 22247576 | 7.444972 | $2.921127 \mathrm{e}-01$ | 2.364734 |
| 4 | 2048 | 448481 | 89628377 | 7.370270 | $7.470152 \mathrm{e}-02$ | 3.910399 |
| 6 | 16 | 1 | 1 | 97.091697 |  |  |
| 6 | 32 | 17 | 73 | 71.819258 | $2.527244 \mathrm{e}+01$ |  |
| 6 | 64 | 181 | 2177 | 51.615444 | $2.020381 \mathrm{e}+01$ | 1.250875 |
| 6 | 128 | 1148 | 24788 | 39.657137 | $1.195831 \mathrm{e}+01$ | 1.689521 |
| 6 | 256 | 5755 | 194619 | 31.978615 | $7.678523 \mathrm{e}+00$ | 1.557371 |
| 6 | 512 | 24763 | 1219527 | 26.836060 | $5.142555 \mathrm{e}+00$ | 1.493134 |
| 6 | 1024 | 96044 | 6601008 | 23.302798 | $3.533262 \mathrm{e}+00$ | 1.455469 |
| 6 | 2048 | 344197 | 32281209 | 20.855533 | $2.447265 \mathrm{e}+00$ | 1.443759 |
| 8 | 256 | 32 | 200 | 131.326374 |  |  |
| 8 | 512 | 468 | 7316 | 99.493684 | $3.183269 \mathrm{e}+01$ |  |
| 8 | 1024 | 3776 | 104800 | 79.092584 | $2.040110 \mathrm{e}+01$ | 1.560342 |
| 8 | 2048 | 23113 | 992209 | 65.080337 | $1.401225 \mathrm{e}+01$ | 1.455948 |
| 8 | 4096 | 118906 | 7304218 | 55.348934 | $9.731403 \mathrm{e}+00$ | 1.439900 |

for $T=0.25$ whereas the achieved accuracy is just slightly lower, i.e. we get the energy 7.767587 instead of 7.370 270. This demonstrates the effect of the improved complexity of the generalized sparse grid in comparison to the regular sparse grid. Further experiments with varying values of $a$ showed similar results with respect to the convergence rates.

In Figures 4 and 5 we depict the zero/non-zero pattern of various stiffness matrices $A$ which gives an impression of their sparsity. Here, we show matrices in the ordering of our algorithm and in the so-called reverse Cuthill-McKee ordering [61] which results in matrices with reduced band widths.

Now we consider the case of two-dimensional particles. Again, we use the generalized antisymmetric sparse grid space $V_{K, T}^{\mathcal{A}^{(N, S)}}$ from (32) and focus on the two cases $T=0$ and $T=0.25$ with $S=\lfloor N / 2\rfloor$. Tables 5 and 6 give the obtained results. We see an analogous behaviour of the convergence rates and complexities as in the one-dimensional case. Now however it is even more difficult to achieve a decent accuracy and, already for a quite small number of electrons $N>2$, we are not able to reach the asymptotics due to the huge size of the matrices involved.

TABLE 3. $d=1, S=0, a=20, D=10, T=0.25, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 4 | 12 | 9.477604 |  |  |
| 2 | 4 | 8 | 40 | 7.672409 | $1.805195 \mathrm{e}+00$ |  |
| 2 | 8 | 21 | 177 | 5.203866 | $2.468543 \mathrm{e}+00$ | 0.731280 |
| 2 | 16 | 50 | 740 | 3.923744 | $1.280121 \mathrm{e}+00$ | 1.928367 |
| 2 | 32 | 131 | 3311 | 3.006528 | $9.172167 \mathrm{e}-01$ | 1.395658 |
| 2 | 64 | 304 | 13268 | 2.797567 | $2.089609 \mathrm{e}-01$ | 4.389419 |
| 2 | 128 | 695 | 53323 | 2.759665 | $3.790167 \mathrm{e}-02$ | 5.513236 |
| 2 | 256 | 1553 | 212021 | 2.758630 | $1.035467 \mathrm{e}-03$ | 36.603456 |
| 2 | 512 | 3409 | 843669 | 2.758536 | $9.356699 \mathrm{e}-05$ | 11.066585 |
| 4 | 32 | 8 | 32 | 32.074608 |  |  |
| 4 | 64 | 36 | 316 | 24.541347 | $7.533261 \mathrm{e}+00$ |  |
| 4 | 128 | 151 | 2503 | 19.247385 | $5.293962 \mathrm{e}+00$ | 1.422991 |
| 4 | 256 | 532 | 15002 | 15.465571 | $3.781814 \mathrm{e}+00$ | 1.399847 |
| 4 | 512 | 1631 | 73357 | 13.247843 | $2.217728 \mathrm{e}+00$ | 1.705265 |
| 4 | 1024 | 4622 | 324740 | 12.026948 | $1.220895 \mathrm{e}+00$ | 1.816477 |
| 4 | 2048 | 12462 | 1357806 | 11.353865 | $6.730834 \mathrm{e}-01$ | 1.813884 |
| 4 | 4096 | 32114 | 5499708 | 11.072627 | $2.812379 \mathrm{e}-01$ | 2.393288 |
| 4 | 8192 | 79498 | 21813126 | 11.011562 | $6.106479 \mathrm{e}-02$ | 4.605566 |
| 6 | 1024 | 20 | 116 | 68.871561 |  |  |
| 6 | 2048 | 144 | 2104 | 53.571662 | $1.529990 \mathrm{e}+01$ |  |
| 6 | 4096 | 739 | 19571 | 44.680401 | $8.891261 \mathrm{e}+00$ | 1.720779 |
| 6 | 8192 | 2981 | 124625 | 38.182233 | $6.498168 \mathrm{e}+00$ | 1.368272 |
| 6 | 16384 | 10570 | 663440 | 33.724487 | $4.457747 \mathrm{e}+00$ | 1.457725 |
| 6 | 32768 | 34456 | 3152064 | 30.603389 | $3.121097 \mathrm{e}+00$ | 1.428263 |
| 6 | 65536 | 104068 | 13725564 | 28.670832 | $1.932558 \mathrm{e}+00$ | 1.615009 |
| 6 | 131072 | 297605 | 56837725 | 27.571226 | $1.099606 \mathrm{e}+00$ | 1.757500 |
| 8 | 32768 | 6 | 22 | 144.732166 |  |  |
| 8 | 65536 | 84 | 928 | 114.329594 | $3.040257 \mathrm{e}+01$ |  |
| 8 | 131072 | 648 | 14888 | 94.153265 | $2.017633 \mathrm{e}+01$ | 1.506844 |
| 8 | 262144 | 3457 | 133133 | 81.977181 | $1.217608 \mathrm{e}+01$ | 1.657046 |
| 8 | 524288 | 15421 | 903461 | 72.775532 | $9.201649 \mathrm{e}+00$ | 1.323250 |
| 8 | 1048576 | 60576 | 5090202 | 65.986443 | $6.789090 \mathrm{e}+00$ | 1.355358 |
| 8 | 2097152 | 215864 | 25293976 | 60.838970 | $5.147473 \mathrm{e}+00$ | 1.318917 |
|  |  |  |  |  |  |  |

Finally we consider the case of three-dimensional electrons. Again, we use the generalized antisymmetric sparse grid space $V_{K, T}^{\mathcal{A}^{(N, S)}}$ from (32) and focus on the two cases $T=0$ and $T=0.25$ with either $S=0$ or $S=\lfloor N / 2\rfloor$. Tables $7-10$ give the obtained results. Due to the associated complexity we are presently only able to treat hydrogen and helium, i.e. the case $N=1$ and $N=2$. Also the resolution $K$ is very low. This is due to the fact that now, in the case $d=3$, the number of degrees of freedom $M_{\mathcal{A}^{(N, S)}}$ scales roughly like $K^{3}$ albeit with a large proportionality constant and the amount $\# A$ of non-zero-entries also grows, not quite like $M_{\mathcal{A}^{(N, S)}}^{2}$ due to the zero-entries, but nevertheless fast. Thus we are only able to deal with a resolution up to $K=16$ for $N=2$, which is by far not sufficient to get into any asymptotics.

Nevertheless, from our tables we can see some convergence. For hydrogen we come within two digits to the exact value $E=-0.5$. For helium we only can compare with values from the literature. In [70] we find the value -2.9037 for the non-relativistic energy of the 1 S state of neutral helium. So our computed results tend at least in the right direction. Since we use a grid based approach we are allowed to use extrapolation techniques for

Table 4. $d=1, S=N / 2, a=20, D=10, T=0.25, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | :--- | ---: |
| 2 | 2 | 9 | 37 | 6.732775 |  |  |
| 2 | 4 | 17 | 105 | 5.952855 | $7.799202 \mathrm{e}-01$ |  |
| 2 | 8 | 45 | 449 | 3.641773 | $2.311081 \mathrm{e}+00$ | 0.337470 |
| 2 | 16 | 105 | 1717 | 2.744973 | $8.968008 \mathrm{e}-01$ | 2.577029 |
| 2 | 32 | 269 | 7285 | 2.093947 | $6.510254 \mathrm{e}-01$ | 1.377521 |
| 2 | 64 | 617 | 28185 | 1.916137 | $1.778098 \mathrm{e}-01$ | 3.661358 |
| 2 | 128 | 1405 | 110901 | 1.868440 | $4.769721 \mathrm{e}-02$ | 3.727887 |
| 2 | 256 | 3125 | 434441 | 1.864333 | $4.107707 \mathrm{e}-03$ | 11.611639 |
| 4 | 8 | 12 | 52 | 34.786234 |  |  |
| 4 | 16 | 44 | 344 | 27.914580 | $6.871653 \mathrm{e}+00$ |  |
| 4 | 32 | 225 | 3425 | 18.856317 | $9.058263 \mathrm{e}+00$ | 0.758606 |
| 4 | 64 | 681 | 16049 | 15.299227 | $3.557090 \mathrm{e}+00$ | 2.546537 |
| 4 | 128 | 2083 | 74591 | 12.651914 | $2.647313 \mathrm{e}+00$ | 1.343660 |
| 4 | 256 | 6066 | 324330 | 10.551109 | $2.100805 \mathrm{e}+00$ | 1.260143 |
| 4 | 512 | 16548 | 1332468 | 9.123509 | $1.427600 \mathrm{e}+00$ | 1.471564 |
| 4 | 1024 | 43147 | 5306371 | 8.296504 | $8.270051 \mathrm{e}-01$ | 1.726228 |
| 4 | 2048 | 109183 | 20867911 | 7.767587 | $5.289171 \mathrm{e}-01$ | 1.563582 |
| 6 | 32 | 1 | 1 | 97.091697 |  |  |
| 6 | 64 | 17 | 73 | 71.819258 | $2.527244 \mathrm{e}+01$ |  |
| 6 | 128 | 111 | 1059 | 56.350524 | $1.546873 \mathrm{e}+01$ | 1.633776 |
| 6 | 256 | 594 | 10782 | 45.233905 | $1.111662 \mathrm{e}+01$ | 1.391496 |
| 6 | 512 | 2624 | 74272 | 36.638004 | $8.595900 \mathrm{e}+00$ | 1.293247 |
| 6 | 1024 | 9407 | 391655 | 31.515569 | $5.122435 \mathrm{e}+00$ | 1.678089 |
| 6 | 2048 | 31923 | 1895923 | 27.576464 | $3.939106 \mathrm{e}+00$ | 1.300406 |
| 6 | 4096 | 101536 | 8454432 | 24.426415 | $3.150049 \mathrm{e}+00$ | 1.250490 |
| 6 | 8192 | 299917 | 34951561 | 22.048084 | $2.378330 \mathrm{e}+00$ | 1.324479 |
| 8 | 1024 | 32 | 200 | 131.326374 |  |  |
| 8 | 2048 | 280 | 3744 | 107.195449 | $2.413093 \mathrm{e}+01$ |  |
| 8 | 4096 | 2016 | 48724 | 86.966479 | $2.022897 \mathrm{e}+01$ | 1.192889 |
| 8 | 8192 | 10096 | 369224 | 73.127731 | $1.383875 \mathrm{e}+01$ | 1.461763 |
| 8 | 16384 | 42693 | 2226613 | 63.481008 | $9.646723 \mathrm{e}+00$ | 1.434554 |
| 8 | 32768 | 164061 | 11775961 | 56.129185 | $7.351824 \mathrm{e}+00$ | 1.312154 |

Table $5 . d=2, S=N / 2, a=20, D=10, T=0, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 49 | 1297 | 1.312598 |  |  |
| 2 | 4 | 225 | 14889 | 0.170526 | $1.142072 \mathrm{e}+00$ |  |
| 2 | 8 | 1537 | 244601 | -0.836206 | $1.006732 \mathrm{e}+00$ | 1.134435 |
| 2 | 16 | 8321 | 3759217 | -1.177562 | $3.413557 \mathrm{e}-01$ | 2.949216 |
| 2 | 32 | 49921 | 64062257 | -1.271094 | $9.353198 \mathrm{e}-02$ | 3.649615 |
| 4 | 4 | 64 | 1112 | 8.302101 |  |  |
| 4 | 8 | 1408 | 85048 | 4.310960 | $3.991141 \mathrm{e}+00$ |  |
| 4 | 16 | 14736 | 2102944 | 0.450265 | $3.860696 \mathrm{e}+00$ | 1.033788 |
| 4 | 32 | 166864 | 54529984 | -3.439995 | $3.890259 \mathrm{e}+00$ | 0.992401 |

TABLE 6. $d=2, S=N / 2, a=20, D=10, T=0.25, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | :--- | ---: |
| 2 | 2 | 49 | 1297 | 1.312598 |  |  |
| 2 | 4 | 161 | 13281 | 1.172373 | $1.402244 \mathrm{e}-01$ |  |
| 2 | 8 | 897 | 183209 | -0.514416 | $1.686790 \mathrm{e}+00$ | 0.083131 |
| 2 | 16 | 4289 | 2679929 | -0.920735 | $4.063190 \mathrm{e}-01$ | 4.151393 |
| 2 | 32 | 25345 | 44126289 | -1.236727 | $3.159916 \mathrm{e}-01$ | 1.285854 |
| 4 | 8 | 320 | 13048 | 5.945370 |  |  |
| 4 | 16 | 2560 | 304760 | 4.138734 | $1.806635 \mathrm{e}+00$ |  |
| 4 | 32 | 37392 | 10748704 | -1.004031 | $5.142766 \mathrm{e}+00$ | 0.351296 |

Table 7. $d=3, S=0, a=15, D=7.5, T=0, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 1 | 2 | 125 | 14953 | -0.360205 |  |  |
| 1 | 4 | 729 | 518697 | -0.441314 | $8.110947 \mathrm{e}-02$ |  |
| 1 | 8 | 4913 | 23842801 | -0.485015 | $4.370059 \mathrm{e}-02$ | 1.856027 |
| 1 | 16 | 35937 | 1283473497 | -0.497398 | $1.238257 \mathrm{e}-02$ | 3.529201 |
| 2 | 2 | 124 | 14716 | -1.028674 |  |  |
| 2 | 4 | 1053 | 534549 | -1.445113 | $4.164390 \mathrm{e}-01$ |  |
| 2 | 8 | 18206 | 28670240 | -1.839117 | $3.940037 \mathrm{e}-01$ | 1.056942 |
| 2 | 16 | 210907 | 1669143059 | -2.055057 | $2.159402 \mathrm{e}-01$ | 1.824596 |

TABLE 8. $d=3, S=N / 2, a=15, D=7.5, T=0, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 249 | 30141 | -1.084312 |  |  |
| 2 | 4 | 2133 | 1080285 | -1.491861 | $4.075485 \mathrm{e}-01$ |  |
| 2 | 8 | 36537 | 58141181 | -1.903633 | $4.117722 \mathrm{e}-01$ | 0.989743 |

TABLE 9. $d=3, S=0, a=15, D=7.5, T=0.25, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 2 | 124 | 14716 | -1.028674 |  |  |
| 2 | 4 | 728 | 517312 | -1.443261 | $4.145863 \mathrm{e}-01$ |  |
| 2 | 8 | 7785 | 24311681 | -1.834115 | $3.908549 \mathrm{e}-01$ | 1.060717 |
| 2 | 16 | 74918 | 1331689684 | -2.044871 | $2.107553 \mathrm{e}-01$ | 1.854543 |

the error. We then obtain with the data from Tables 7 and 10 the extrapolated values -0.49956 and -2.45407 , respectively.

Altogether we clearly see that we do not reach the asymptotics with respect to $K$. The Fourier basis simply does not decay fast enough to represent the Kato-cusps of the solution properly with moderate values of $K$. Note that, in particular in a sparse grid approach, the values for the discretization parameter $K$ have to be chosen quite high to resolve the neighborhood of an electron-electron cusp at the diagonal sufficiently.

To treat practically relevant problems with $d=3$ we thus learned that we have to use better basis functions than the regular Fourier system. This is due to the globality of the Fourier functions which are not able to locally resolve singularities like the nuclei-electron cusps and the electron-electron cusps. Therefore we need to employ more suited function systems here. A promising approach might be to introduce an additional mapping

Table 10. $d=3, S=N / 2, a=15, D=7.5, T=0.25, Z=N$.

| $N$ | $K$ | $M_{\mathcal{A}^{(N, S)}}$ | $\# A$ | $E$ | $\Delta E$ | $\epsilon$ |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 2 | 4 | 1457 | 1038850 | -1.476170 |  |  |
| 2 | 8 | 15597 | 48605034 | -1.871390 | $3.952200 \mathrm{e}-01$ |  |
| 2 | 16 | 149961 | 2665724933 | -2.121319 | $2.499289 \mathrm{e}-01$ | 1.581330 |



Figure 4. Non-zero entries of matrices $A$ for $d=1, a=20, D=10, T=0, Z=N$ and $S=0$. (a), (e): $N=2, K=32$. (b), (f): $N=4, K=64$. (c), (g): $N=6, K=1024$. (d), (h): $N=8, K=16384$. The matrices (a)-(d) are depicted in the ordering of our algorithm and the matrices (e) $-(\mathrm{h})$ are depicted in the reverse Cuthill-McKee ordering.
which resembles a transformation of the coordinate system and allows for a grading of the mesh in $\overrightarrow{\mathbf{k}}$-space towards the cusps, see for example [34] for a first attempt in this direction involving sparse grids. Such a mapping of the Fourier grid is related to the introduction of a Riemannian metric into the problem, which even can be done in an adaptive fashion, see $[1,24,44-46]$ for details. Another approach might be the use of localized multiscale basis functions like interpolets, prewavelets or wavelets which preferably additionally fulfil the orthonormality condition and moreover allow for local adaptivity. Such function systems can then be employed in our generalized sparse grid approach and should result in substantially better approximations already in the (practically reachable) preasymptotic case. This however is future work. For first results in this direction, see [28]. However, another reason why we might not reach the asymptotics with respect to $K$ might be the term $\left\|\psi^{\mathcal{A}^{(N, S)}}\right\|_{\mathcal{H}_{\text {mix }}^{t, l}}$ in the error estimates for antisymmetric generalized sparse grids. This term nevertheless might grow exponentially with the number $N$ of electrons and thus postpones the onset of convergence. This is a principal problem with the sparse grid approach.


Figure 5. Non-zero entries of matrices $A$ for $d=1, a=20, D=10, T=0, Z=N$ and $S=N / 2$. (a), (e): $N=2, K=32$. (b), (f): $N=4, K=64$. (c), (g): $N=6, K=128$. (d), (h): $N=8, K=512$. The matrices (a)-(d) are depicted in the ordering of our algorithm and the matrices (e)-(h) are depicted in the reverse Cuthill-McKee ordering.

## 6. Concluding REmARKS

In this article we discussed the sparse grid approach for the electronic Schrödinger equation. Here, we employed for the $d$-dimensional one-particle space the anisotropic product of a one-dimensional multiscale basis. A further product approach then gives a multiscale basis for the $N$-particle system. Truncation leads to different variants of sparse grid subspaces. Here, besides the conventional sparse grid approach we focused on optimized sparse grids which allow to take advantage of certain mixed smoothness properties of the function to be represented. We discussed the associated complexities and approximation properties. Then we generalized the sparse grid approach to the case of antisymmetry. To this end, the conventional product was replaced by the outer product which involves the Slater determinant construction. Additional conditions on the level indices of the multivariate basis were imposed which reflect the Pauli principle. We thus obtained a true basis for antisymmetric sparse grid spaces with a substantially reduced amount of degree of freedoms and derived the associated complexities and approximation properties. Then, we applied the Galerkin approach for the electronic Schrödinger equation using our antisymmetric sparse grid spaces. We set up the stiffness matrix and discussed its non-zero structure which results from the Slater-Condon rules. Furthermore we solve the associated discrete eigenvalue problem with a Lanczos solver. Finally, we applied our approach to model problems and compared costs, accuracy, convergence rate and scalability with respect to the number of electrons present in the system.

For reasons of simplicity we employed the Fourier basis as one-particle functions. Note that our approach is by no means restricted to this specific choice of multilevel basis. Any multilevel basis for the one-particle space with a sufficient decay property may be used as basic ingredient for our sparse grid approach with similar results. Candidates are other hierarchical global polynomial systems or function families with localization properties like wavelets, interpolets, multiscale finite element systems and related frames or multiscale Gaussians. Of course, if the functions are no longer orthogonal the resulting system matrix assembly may be dense and is thus in general
more costly. Note that a wavelet-like system with localization properties might further improve our complexity results due to a possibly adaptive local resolution of nuclei-electron cusps and electron-electron cusps.

In any case we learned that in principle the sparse grid approach possesses favourable approximation rates and cost complexities which in the case $0<T<1$ exhibit no exponential dependency of the number $N$ of particles with respect to the discretization parameter $K$. Note however that the involved order constants still depend on $N$. Moreover, since in our (not yet adaptive) approach at least the one- and in particular the twoelectron interactions in the discrete solution are resolved with a uniform grid which involves $O\left(K^{6}\right)$ degrees of freedom for the case $d=3$, our computations are still limited due to this huge (but to some extent constant with respect to $N$ ) number of degrees of freedoms and associated operations and we by far do not reach the asymptotics. We nevertheless believe that for larger $N$ the sparse grid effect in principle kicks in, i.e. that mainly pair interactions must be resolved properly but that triple and higher interactions are greatly sparsified. To this end better one- and two-particle basis function sets are needed within our sparse grid approach in the future. The term $\left\|\psi^{\mathcal{A}^{(N, S)}}\right\|_{\mathcal{H}_{\text {mix }}^{t, l}}$ in the error estimates nevertheless might grow exponentially with the number $N$ of electrons and thus postpones the onset of convergence.
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[^1]:    ${ }^{1}$ Note that a wavelet-like system with localization properties might even further improve the complexity (Besov spaces, see [66]) when it comes to the adaptive local resolution of nuclei-electron cusps and electron-electron cusps, compare also [27, 28].
    ${ }^{2}$ Also, instead of a product approach which results in $d$-dimensional functions for the one-particle space with associated multivariate index $\mathbf{k}$ and e.g. anisotropic local supports, we can use isotropic constructions like in conventional $d$-dimensional hierarchical bases or conventional isotropic wavelets which possess only a univariate index for the notation of the level (but involve $2^{d}-1$ mother scaling functions).

[^2]:    ${ }^{3}$ Except for the completion with respect to a chosen Sobolev norm, $V$ is just the associated Sobolev space.

[^3]:    ${ }^{4}$ Fermions are elementary particles of half-integer spin. The Pauli principle states in general that no two identical fermions may occupy the same quantum state simultaneously. This does not apply to bosons which are elementary particles of integer spin.

[^4]:    ${ }^{5}$ Yserentant uses here $\lambda_{\text {iso }}(\overrightarrow{\mathbf{k}}):=1+\sum_{i=1}^{N} \lambda\left(\mathbf{k}_{i}\right)^{2}$ and $\lambda\left(\mathbf{k}_{i}\right):=\left|\mathbf{k}_{i}\right|_{2}$ which is (up to constants) equivalent to our definitions (10) and (14), respectively.
    ${ }^{6}$ This of course only holds asymptotically for $N$ large enough. It is not surprising since, for fixed $N$, it holds $K \log K^{N-1} \leq$ $c \cdot K^{1-\varepsilon}$ for any $\varepsilon>0$ with sufficiently large $K$. Also note that the constant in the order estimate still depends on $N$ and $d$.

[^5]:    ${ }^{8}$ Note that there is also the possibility to use a smaller finite domain and to employ absorbing boundary conditions [3, 25, 53, 74]. However they are more involved than just simple homogeneous Dirichlet conditions.

