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SUMMARY

This thesis presents the study of novel guided wave-based techniques that

locate, quantify and analyze defects in composite materials and metals. These tech-

niques find themselves at the intersection of Structural Health Monitoring (SHM) and

Non Destructive Evaluation (NDE) due to their use of both guided wave methods

and Guided Wavefield Imaging (GWI) techniques. The primary goals of NDE are

limited to the local detection and the evaluation of damages. NDE is often charac-

terized by off-line inspection requiring a cumbersome equipment. On the other hand,

SHM generally aims at monitoring the condition of the structure during its regular

operating cycle, ideally with embedded sensors. Guided wave methods are commonly

considered to be part of SHM methodologies and are widely used for the detection of

flaws in plate-like structures. Guided Wavefield Imaging is a technique that relies on

the detection of images corresponding to the time evolution guided waves propaga-

tion in the structure. Due to the high sensibility of guided waves to internal defects

and the amount of information they include, wavefields have the potential to provide

extensive information regarding the structural component under consideration. How-

ever the main limitation of GWI is the time consuming guided wavefield acquisition

process.

The objectives of this dissertation is to develop novel GWI techniques able to

detect, locate and quantify defects in metals and composite materials while reducing

the acquisition time. In addition, the work attempts to link guided wave signatures

to damage parameters in order to provide strength estimates. Two complimentary

techniques are developed to achieve the objectives. The first technique, namely the

Sparse Wavefield Reconstruction (SWR) reduces the acquisition time required to

xvii



detect a wavefield. The approach employs sparse measurements, i.e., fewer measure-

ments than required by the traditional sampling criteria, scattered within the region

of inspection. The SWR technique is applied for the reconstruction of various exper-

imental wavefields with compression ratios of about 90%, where compression ratio

denotes the reduction of point measurement with the SWR technique with respect

to traditional sampling criteria. The second technique, namely the Frequency Do-

main Instantaneous Wavenumber (FDIW), focuses on the quantification of a defect

through local measurement of the wavenumber. The FDIW is applied to multiple

defects and provides and estimation of the three-dimensional shape of the defects. .

The combination of these two techniques provides an inspection methodology that re-

duces the inspection time and provides detailed defect quantification. Finally, a novel

methodology bridging guided wave measurements and residual life prediction is pre-

sented. This study measures the constitutive damage parameters of composite panels

in order to obtain residual properties estimates through damage mechanics numeri-

cal models. This methodology is used to measure the constitutive damage variable

of a numerically simulated damage and show promising results for an experimental

application.
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CHAPTER I

INTRODUCTION

1.1 Chapter overview

The goal of this thesis is to investigate guided wave-based techniques to locate, quan-

tify and analyze defects in composite materials. The techniques rely on Guided Wave-

field Imaging (GWI), which enables a number of methodologies that belong to the

intersection of Non-Destructive Evaluation (NDE) and Structural Health Monitoring

(SHM). This chapter first discusses the context for the development of the techniques

investigated herein. The motivations and the objectives of this work are then de-

tailed. Finally, the contributions of this thesis to the literature and the organization

of this document are presented.

1.2 Non Destructive Evaluation and Structural Health Mon-

itoring

The common goal of Non-Destructive Evaluation (NDE) and Structural Health Mon-

itoring (SHM) is to assess the health of an engineering structure not only to prevent

the catastrophic failure of vital structures, but also to anticipate and reduce mainte-

nance costs. While the primary goals of NDE are limited to the local detection and

the evaluation of damages, SHM aims at monitoring the condition of the structure

during its regular operating cycle by incorporating multiple NDE methods [1]. For

comprehensive reviews on SHM and NDE, the reader is invited to refer to [2, 3, 4].

Structural inspections in both SHM and NDE contexts rely on the measurement

of a physical quantity directly affected by the presence of damage or flaws in the

structure. NDE inspection methodologies include, but are not restricted to: visual

inspection, magnetic testing, liquid penetrant testing, eddy current, radiography and
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ultrasonic testing. All these techniques have intrinsic sets of pros and cons that are

related to the observed measured physical phenomena.

Among the various existing NDE techniques, Ultrasonic Testing (UT) is the most

relevant to this thesis. Ultrasonic Testing relies on the measurement of the prop-

agation of ultrasonic waves through a specimen in order to deduce information re-

garding potential defects along the path of the propagating waves. There exist mul-

tiple methodologies for structural inspection using UT. In pulse-echo and through-

transmission UT for example, ultrasonic waves are sent through the thickness of a

specimen [5]. A schematic of the pulse-echo and the through-transmission methods

is shown in Figure 1.1a. In pulse-echo mode, the waves are generated and received

by the same device. The time instant at which wave reflections are measured is

related to the depth of the reflecting object through the speed of the wave in the

material. In through-transmission mode, the receiver and the emitter are two dis-

tinct devices placed on the opposite sides of the inspected structure. The quantity

of energy measured by the receiver indicates the presence of flaws between the two

devices. Pitch-catch is another UT method sending ultrasonic waves in the inspected

structure with a fixed angle with respect to the surface [5], as displayed in Figure

1.1b. The strength of the received signal then indicates the presence of a flaw in the

path of the waves.

Generally, UT techniques are capable of detecting and quantifying subsurface

features with less depth limitation than other NDE methodologies. Secondly, UT can

detect small defects due to the sensitivity of the ultrasonic waves to the flaws of the

material they are propagating in. Finally, UT can be automated and has no negative

influence on its direct environment (no safety hazard, no noise etc...). Among the set

of disadvantages, the duration of inspection and the limited inspected area are main

drawbacks.

The techniques developed in this thesis belong to the UT family because they
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(a)

(b)

Figure 1.1: Schematic of some ultrasonic testing methodologies. The ultrasonic
waves (red) travel from the actuator to the receiver (a): Pulse-echo and

through-transmission and (b): Pitch-catch

rely on the use of the propagation of ultrasonic waves. However the propagation of

the waves does not occur through the thickness of the specimen but by using waves

guided by the specimen to utilize the long range propagation of guided waves.

1.3 Guided waves for damage detection

Guided waves are elastic waves whose wavelengths are comparable or greater than the

thickness of the structure (waveguide) they propagate in. Unlike most UT techniques,

Guided Wave Ultrasonic Testing (GWUT) uses the specimen as a waveguide and

rely on the interaction with both surface and subsurface defects. The frequency

of excitation in GWUT is typically of the order of hundreds of kilo-hertz, while

UT commonly uses frequencies of the order of the mega-hertz. A schematic of the
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Figure 1.2: Schematic of the Guided Wave Ultrasonic Testing. The ultrasonic waves
(red) travel from the actuator to the receiver along the thickness of the specimen

overall concept of GWUT is shown in Figure 1.2. In this schematic, guided waves

are generated by the actuator and measured by the receiver. The signal measured

by the receiver consists of the dispersed waves scattered by all the features between

the transducer and the receiver [6]. The main advantage of GWUT compared to

UT is the large area of inspection [7]. Indeed, guided waves propagate over long

distances with little attenuation, hence a fixed transducer has the potential ability

to interrogate large areas. For example in [8], propagation of guided waves over two

meters is achieved with a single actuator, and artificial flaws of the order of 1 cm2 are

detected in a composite beam specimen with a single actuator-receiver pair. Similarly,

[9] demonstrates the ability of guided waves to detect flaws such as a delamination

or a crack using a single actuator-receiver pair.

Another important advantage of GWUT is that, as the interrogated specimen

acts as a waveguide, it is not required for the region between the transducer and

receiver to be accessible to an operator. This enables the applications of GWUT

for buried pipe inspection for example [10]. However, a major difficulty in GWUT

is the interpretation of the measurements. Indeed, guided waves are multi-modal,

dispersive and highly sensitive to the boundary conditions, i.e., a minor change in the

boundary conditions of an inspected structure may induce a significant change of the

guided wave behavior. Hence extracting the part of the measurements corresponding
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to the defect of interest is a difficult task involving significant signal processing such

as mode separation [11, 12] and dispersion compensation [13].

Commonly, GWUT rely on the measurement of the waves at a few punctual

locations in space. Measurements are typically conducted by single-point fixed trans-

ducers, such as piezoelectric transducers glued on the surface of the specimen. Each

measurement contains information on the path between the excitation and the mea-

surement point and is corrupted by the multiple reflected wavefronts from all the fea-

tures of the specimen (edges, defects, stiffeners...). Even though GWUT methodolo-

gies are often affordable and simple to implement, they only provide limited amount

of information regarding the health of the specimen. Furthermore, due to the limited

quantity of available information and the complexity of the measured signal, base-

line signals, i.e., a measure of the wave propagation in the pristine specimen, are

often necessary to interpret the measurements [14]. Among the more recent progress

in GWUT, embedded arrays of transducer to detect and locate damage in isotropic

plates are used as in [15] as well as to evaluate the damage detection ability of sparse

arrays in complex structure under different environmental conditions [16]. Techniques

using phase arrays to detect defects located outside the array are presented in [17],

[18]. Overall, these techniques successfully locate defects but are not able to quantify

them in details.

1.4 Guided wavefield imaging

A wavefield denotes a series of images representing to the time evolution of a prop-

agating wave. Guided Wavefield Imaging (GWI) is an inspection technique relying

on the collection of large amounts of information provided by the detection of guided

wavefield to identify surface and subsurface defects. Guided wavefields have the abil-

ity to detect delaminations [19], repair patches [20] or fatigue cracks [21, 22, 23].
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Complete damage size quantification and detection through GWI techniques are pre-

sented in [24, 25, 26] and [27, 28]. Note that, even though multiple GWI techniques

have the ability to map the size and the shape of a defect, none has the ability to

estimate the depth at which a defect is located.

Guided wavefields are measured by point-by-point measurement devices such as

a Scanning Laser Doppler Vibrometer (SLDV) [29]. The quantity of information

in the wavefield is directly connected to the number of points at which the wave

propagation is measured. Increasing the number of points leads to a better wave

resolution and better defect detection and mapping abilities. The main downside of a

guided wavefield measurement is the extended acquisition time required. Even though

guided waves propagation is a fast phenomenon of the order of the micro-second, full

field acquisition duration is often of the order of several hours. This is due to the

need for a high number of point-measurements, the need to measure multiple times a

single point to compensate a low signal-to-noise ratio and the need to wait between

each measurement to ensure that the initial conditions are identical for each point-

measurement. The long acquisition time of the guided wavefield based techniques

is the main barrier to the implementation of these techniques in industry. Indeed,

the inspected structure must be off-line, i.e., not operating, during the inspection.

Therefore there is a strong need of shortening the acquisition time of GWI while

obtaining a detailed defect detection and quantification.

1.5 Motivations and objectives

Guided Wavefield Imaging has received a lot of attention for damage detection and

quantification in the past decade and promising results have been obtained. However,

the main downside of GWI is the long acquisition time. It is widely recognized today

by the GWI community that the lengthy acquisition duration is the bottleneck on

the path of applying GWI techniques in a practical environment. Moreover, GWI
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techniques are currently limited in terms of defect depth quantification. Indeed, even

though in-plane defect shape estimation has been achieved with GWI techniques, no

technique aiming at quantifying the depth of defects using GWI has been successfully

implemented yet. The through-the-thickness location of a defect is however an impor-

tant piece of information to assess the health of a structure as a defect might be more

or less critical in function of its depth. Finally, to the author’s knowledge, no work

aiming at estimating the residual structural properties of a damaged specimen from

GWI has been achieved yet. Bridging GWI and the residual properties estimate of a

non-pristine structure would however be very valuable as it would enable customized

residual life predictions.

Based on the current limitations of GWI techniques, the purpose of this disserta-

tion is to develop novel guided wave-based techniques for the localization, quantifica-

tion and analysis of defects in composite materials with the following requirements:

1. Detect, locate and quantify defects in plates from wavefields;

2. Reduce the acquisition time required for guided wavefield detection;

3. Provide a three-dimensional defect visualization;

4. Establish a link between GWI and residual properties estimate.

Effort will be put into making the techniques proposed in this work applicable

outside the laboratory experimental conditions as well as applying the methods to

different structural materials, including aluminum, glass fiber composites and carbon

fiber composites. To validate the results obtained, other NDE inspection techniques

such as thermography and through-transmission UT are presented and applied to the

studied specimens.

1.6 Contributions

Based on the list of objectives of Section 1.5, the following contributions are made:
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1. Development of the Sparse Wavefield Reconstruction (SWR) technique. This

techniques aims at reconstructing wavefields in order to reduce the number of

point-measurements required to be measured to know a wavefield and estimate

defect locations. The SWR is a baseline-free scalable technique with the abil-

ity to detect and coarsely locate defects in large specimens that requires the

knowledge of the structural properties of the inspected specimen.

2. Development of the Frequency Domain Instantaneous Wavenumber (FDIW).

The goal of this technique is to fully quantify the three-dimensional spatial ex-

tents of a defect along with its through-the-thickness location from a guided

wavefield. The FDIW is a baseline-free technique and has the ability to quan-

tify damage with an accuracy of the order of the millimeter. This approach

has the ability to quantify the depth of defects from steady state Lamb waves

measurement.

3. SWR and FDIW integration and comparison against NDE techniques. The

monitoring of large structures is enabled by the SWR process while the local

defect assessment and quantification are achieved by the FDIW. The integrated

methodologies is compared to existing NDE techniques.

4. Constitutive damage parameters detection and analysis. This study aims at

measuring damage constitutive parameters in order to obtain residual properties

estimate is conducted. This study bridges GWI and residual structural life

forecasts.

1.7 Organization of this research

This document is organized as follows. First, the background on GWI necessary to

fulfill the objectives of Section 1.5 is given in Chapter 2. Chapter 3 describes the devel-

opment of the Sparse Wavefield Reconstruction (SWR) process, a methodology using
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Compressed Sensing to reconstruct wavefields from sparse measurements. Chapter

4 presents the Frequency Domain Instantaneous Wavenumber (FDIW) technique, a

GWI technique able to estimate the three-dimensional extent of a defect along with

its through-the-thickness location. The SWR process and the FDIW techniques are

both applied to multiple materials with various defects to ensure their reliability and

encompass their overall abilities. The implementation of the integrated process is

then described in Chapter 5. This process is applied to impact defects in composites

and the results are compared to NDE references techniques. The study of constitu-

tive damage variable measurement from GWI for residual strengths estimate is then

presented in Chapter 6. Finally, Chapter 7 draws the conclusion of this research and

make suggestions regarding the future directions of this research.
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CHAPTER II

GUIDED WAVEFIELD DETECTION

2.1 Chapter overview

This chapter provides an introduction to the methodologies for guided wavefield de-

tection, which then enable the development of GWI techniques. The fundamentals of

guided waves are first described, followed by a presentation of the common practices

for actuation and sensing of guided waves. Finally, the experimental setup used for

the accomplishment of this work is presented, along with an example of a measured

wavefield and the description of the information it can provide.

2.2 Fundamentals of Lamb waves

A guided wave is a mechanical wave whose direction of propagation is parallel to the

boundaries of the waveguide it is propagating in [30]. In general, guided waves are

dispersive, meaning that their phase velocities depend on the frequency. Lamb waves,

Rayleigh waves and Stoneley waves are guided waves propagating in free plates, semi-

infinite plates and at the interface between two mediums, respectively. Reviews of

damage identification techniques by guided waves are available in [31, 32, 33]. Since

this work concerns primarily the inspection of plate-like structures, the presentation

of key features of Lamb waves propagation is provided next.

Lamb waves were initially described by Lamb in [34] and observed by Worlton

in [35]. Lamb waves propagate in parallel to the edges of plates and through the

entire thickness, making them suitable for in-depth defect inspection. Lamb waves

are multi-modal, meaning that multiple wave modes exist in the specimen, where

a mode is defined as a solution to the wave equation with a unique displacement
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Figure 2.1: Schematic of the free-free plate. The plate is infinite in the direction 1
and 2

profile through the thickness. Lamb waves are also dispersive, meaning that the

phase velocity is a function of frequency. Because of these properties, the analysis of

Lamb waves is complicated and requires the use of signal processing techniques such

as dispersion compensation [13] and mode filtering [11, 12].

Lamb wave solutions are derived from the theory of elasticity [30]. The system

of interest is the free-free infinite plate displayed in figure 2.1. Assuming that the

displacements are infinitesimal, the medium is isotropic, and that there is no external

forcing applied to the system, the following equation holds:

(λ+ µ)∇(∇ · u) + µ∇2u = ρ
∂2u

∂t2
(2.1)

where u = u(x, y, z) is the displacement vector of a material point, ∇2 is the Lapla-

cian operator, λ and µ are the Lamé coefficients and ρ is the density. Equation (2.1) is

known as the elastodynamic wave equation. The Helmholtz decomposition of Equa-

tion (2.1) applied to the free plate whose geometry is shown in Figure 2.1 leads to

two uncoupled wave equations:
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1

c2L

∂2φ

∂t2
=
∂2φ

∂x21
+
∂2φ

∂x23
(2.2)

1

c2T

∂2ψ

∂t2
=
∂2ψ

∂x21
+
∂2ψ

∂x23
(2.3)

where φ and ψ are scalar potentials and c2L and c2T are the longitudinal and the

transverse speed respectively with:

c2L =
λ+ 2µ

ρ
(2.4)

c2T =
µ

ρ
(2.5)

Equation (2.2) governs the propagation of the longitudinal waves while Equation

(2.3) governs the shear waves. The plain strain assumption in the free plate depicted

in Figure 2.1 leads to the following displacement functions:

u1 =
∂φ

∂x1
+
∂ψ

∂x3
(2.6)

u2 = 0 (2.7)

u3 =
∂φ

∂x3
− ∂ψ

∂x1
(2.8)

The stresses can then be deduced by using the constitutive equations of the studied

material. For a linear elasticity isotropic material:

σ = λǫI + 2µǫ (2.9)

where σ is the stress tensor, I is the identity tensor and ǫ is the strain tensor given

by:

ǫ =
1

2

(
∇u+ (∇u)T

)
(2.10)
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The solutions of Equations (2.2) and (2.3) are assumed in the form of

φ(x1, x3, t) = φ(x3)e
i(kx1−ωt) (2.11)

ψ(x1, x3, t) = ψ(x3)e
i(kx1−ωt) (2.12)

where k is the wavenumber, ω is the angular frequency and t represents the time

variable. The solutions are separated in two sets: symmetric and antisymmetric.

Here the word symmetry denotes the symmetry of the displacement components with

respect to the middle-thickness plane of the plate, i.e., the axis x1 in Figure 2.1.

The solution for the symmetric modes is:

u1,S = ikA2cos(px3) + qB1cos(qx3) (2.13)

u3,S = −pA2sin(px3)− ikB1sin(qx3) (2.14)

where A2 and B1 are arbitrary amplitudes scalars and

p2 =

(
ω

cL

)
− k2 (2.15)

q2 =

(
ω

cT

)
− k2 (2.16)

while the solution for the antisymmetric modes is the following:

u1,A = ikA1sin(px3) + qB2sin(qx3) (2.17)

u3,A = pA1cos(px3)− ikB2cos(qx3) (2.18)

By imposing that the edges of the plates are free:

σ13 = σ33 = 0 at x3 = ±h (2.19)

the following characteristic equations are obtained:
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Figure 2.2: Schematic of the symmetric and antisymmetric modes of zeroth order
propagating in an elastic plate.

tan(qh)

tan(ph)
= − 4k2pq

(q2 − k2)2
(2.20)

tan(qh)

tan(ph)
= −(q2 − k2)2

4k2pq
(2.21)

Equations (2.20) and (2.21) are transcendental equations known as Rayleigh-Lamb

equations [36]. The solutions of these equations provide a non-unique relationship

between the frequency ω and the wavenumber k. Each independent solution of Equa-

tions (2.20) and (2.21) identifies a wave mode. The dispersion relation of a given

mode µ is the relation between the wavenumber and the frequency and is denoted

kµ(ω).

There exist an infinite number of antisymmetric and symmetric modes, i.e., an

infinite number of solutions to Equations (2.20) and (2.21), but only the zeroth order

symmetric and antisymmetric modes, denoted S0 and A0 respectively, exist at every

frequency. The higher order modes, denoted S1, A1, S2, A2, ... only appear at higher

frequencies, called cutoff frequencies. A schematic of the shape of the in-plane defor-

mation u1 in the cross section of the plate induced by the A0 and S0 Lamb waves

modes are represented in Figure 2.2. As indicated by its name, the deformation in-

duced by the A0 mode is antisymmetric with respect to the mid-plane of the plate

and the deformation induced by the S0 mode is symmetric. The wavelength λ repre-

sented by the blue arrow in Figure 2.2 is the spatial period of the deformation along
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the direction of propagation. Note that even though the out-of-plane and in-plane

deformation are infinitesimal due to the linear elasticity assumption, wavelengths are

typically of the order of several millimeters or centimeters.

Due to the complexity of the dispersive behavior of Lamb waves, knowing the

dispersion relations is critical to the analysis of the measurements. There exist a

number of techniques to experimentally measure the dispersion relations of a media

such as the one presented in [37], which uses mathematical tools to extract the dis-

persion relations from Laser vibrometer measurement data. However, in a general

case, it is required to know the dispersion relations prior to guided waves measure-

ment in order to tune the acquisition parameters to the expected wave speeds and

wavelengths. More specifically in this document, the dispersion relations are used to

formulate models necessary for the achievements of the objectives listed in Section

1.5.

The Semi-Analytical Finite Element (SAFE) technique is a widely used and ac-

cepted technique to compute the dispersion relations of plates. SAFE was initially

developed by Nelson et al. in [38] and Dong et al in [39]. The technique has been re-

fined by several research groups and is now a commonly accepted method to compute

the dispersion relations of multilayer anisotropic laminates [40], viscoelastic mate-

rials [41] and other waveguides. The outputs of SAFE contains the following inter-

dependent physical quantities as functions of the frequency: group speed, phase speed,

wavenumber and wavelength.

2.3 Sensing and actuation of guided waves

There exist numerous devices capable to generate or measure guided waves. This

section presents a non-exhaustive list of actuating and sensing devices commonly

used within the GWUT community. The main advantages and disadvantages of the

guided wave generation and sensing techniques in the context of this research are
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Table 2.1: Main advantages and disadvantages of some guided wave transducer as
actuator in the context of this research

Actuator Advantages Disadvantages

PZT transducer
Low price, light and small
Broadband

Low energy
Permanently bounded

Power transducer
High energy
Non-permanent mounting

Narrow band
Contact

EMAT Non-contact Magnetic/ferromagnetic specimens
Air coupled Non-contact Low energy

Pulsed Laser
Non-contact
High energy

Hazard to environment
Damage to specimen

Table 2.2: Main advantages and disadvantages of some guided wave transducer as
receivers in the context of this research

Receiver Advantages Disadvantages

PZT transducer Low price, light and small
Permanently bounded
Point measurement

EMAT Area measurement Magnetic/ferromagnetic specimens
Air coupled Area measurement Low signal-to-noise ratio

SLDV
Area measurement
Distance to specimen

Reflective surface OR
Low signal-to-noise ratio

presented in Tables 2.1 and 2.2 respectively. More details on each of these techniques

are presented in the following subsections.

2.3.1 Piezoelectric transducer

The most common practice to generate and measure Lamb waves is to use a Piezo-

electric (PZT) transducer bonded to a specimen [42, 43]. A PZT transducer can be

used either as a sensor or an actuator [44, 45]. A PZT transducer can operate along

one of these three deformation modes in function of its design: transverse, longitudi-

nal and shear. By imposing the dimensions of the PZT, the operating frequency of

a PZT transducer can be easily tuned for the desired application. As it is necessary

to hold the transducer in contact with the specimen for both emission and reception

modes, PZTs are often permanently bonded to the inspected specimen.
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2.3.2 High power piezoelectric transducer

High power piezoelectric transducers, shortened power transducers in this document,

are high quality PZT transducers designed to generate guided waves of much greater

amplitude than regular PZT transducers by operating at their resonant frequency.

They found application in ultrasonic cleaning, cell disruption or ultrasonic mixing

[46].

Power transducers are typically made of several stacked circular layers of ceramic

material [47]. The stack is pre-stressed with a screw at a given load in order to tune

the resonant frequency of the assembly to a desired range of use. For the detailed

characteristics of pre-stressed sandwich ultrasonic transducer, the reader is referred to

[48, 49]. The typical dimensions of a power transducer is 40×40×60 mm for a mass of

about 0.3 kilograms and a cost of about $100, making it suitable for testing, but too

heavy for the applications in which it is necessary to have an actuator permanently

bonded to the inspected structure. A detailed design of a power transducer is available

in [50]. Power transducers can be bonded to the specimen, but due to their sizes,

alternative mounting technique are generally used. The non-permanent mounting of

a power transducer on a specimen used in this research will be described in Section

5.2. Since power transducers focus on generating high amplitude guided waves at a

single frequency, they are not suited to act as sensors.

2.3.3 Electromagnetic transducer

The Electro MAgnetic Transducer, or EMAT, is a type transducer using the elec-

tromagnetic effect to generate or receive ultrasonic waves. EMAT typically operates

in a frequency range from 20 kHz to 10 MHz. EMAT is a contact free transducer

but its application is limited by the fact that it can only interact with metallic or

ferromagnetic materials [51].

EMATs are made of two parts: a permanent or electromagnet and an electric coil
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are kept at a given standoff distance (typically a few millimeters) of the specimen.

Two fundamentally different mechanisms can then occur in the specimen in function of

its physical properties. If the material is ferromagnetic, the EMAT generate or receive

guided waves through magnetostriction, an effect initially observed by Joule in [52].

Magnetostriction is observed when a time dependent magnetic field is applied to a

ferromagnetic material, causing motion and deformation of the material. Reversely,

measuring the evolution of the magnetic field generated by the ferromagnetic specimen

is a way to measure guided wave. However if the material is only conductive, eddy

currents are generated or measured by the magnetic coil on the surface of the material,

thus relating motion to the electrical signal associated with Lorentz forces.

The fact that EMAT can only be used with magnetic and ferromagnetic specimen

is the main downside of this transducer in the context of this research. Solution to

use EMAT with composite material have been explored in [53], but they require some

sort of contact with the specimen, for example adding an adhesive aluminum layer on

the composite. Thus, defeats the main advantage of EMAT which is to be a contact

and couplant-free transducer.

2.3.4 Air-coupled transducers

An air-coupled transducer is a transducer interacting with a specimen through a

thin layer of air and was first used to generate waves in [54]. Due to the great

difference of impedance between the air and the commonly studied specimens (either

metals or composites), guided waves generated by air coupled transducer are often

of low amplitude [55, 56]. In [57], defects are located in a aluminum plate using

PZT transducers as guided wave actuators and an air coupled transducer to measure

the propagating waves. Recently, a new system of air coupled transducer has been

designed to generate higher amplitude guided waves in composites from a standoff

distance up to 6 cm in [58], but still requires a heavy experimental setup because it
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requires multiple independently controlled transducers. Air-coupled transducers are

truly non-contact and can be the only solution to excite or measure guided waves

when being in contact with the specimen and using a pulsed Laser are not valid

options.

2.3.5 Pulsed Laser

Pulsed Laser is a device whose goal is to generate guided waves by sending a short

and intense pulse of energy to a waveguide using a Laser beam. This technique has

the advantage to be entirely contact free. Initially developed in [59], pulsed Laser

relies on the generation of elastic waves by an intense local heating of the specimen.

Two main mechanisms can be used for guided wave generation by pulsed Laser

for GWUT use: ablation and thermoelasticity [60, 61]. The process of ablation con-

sists in striking the surface with a very high energy pulse, thus vaporizing locally a

thin layer of material. Even though very high amplitude waves can be generated by

this process, the damage induced to the specimen is often not acceptable. Finally

thermoelasticity is the process of sending a pulse of lower energy compared to the

ablation process. The specimen is locally heated by the pulse and the resulting me-

chanical deformation generates guided waves. Thermoelasticity is the only pulsed

Laser process capable of generating guided waves of sufficient amplitude for GWUT

purposes without damaging the specimen [62]. The excitation by a pulse laser is usu-

ally broadband [63]. A technique using a Laser to remotely excite a PZT transducer

placed on the inspected surface thus creating a non-contact technique with no risk of

damaging the specimen is presented in [61].

In theory, pulsed Laser is the most multipurpose of all the guided wave generation

techniques since any type of guided waves can be generated, in any material and from

an arbitrary distance to the specimen, without the need to have complete access to

the inspected surface. In practice however, the setup is expensive and can be a threat
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to the operator’s eye. Moreover, the thermoelastic process can damage the inspected

structures if not used properly.

2.3.6 Laser Doppler Vibrometry

A Laser Doppler Vibrometer (LDV) is a device that employs a Laser beam and the

Doppler effect to measure the motion of the surface. The Doppler effect states that

the frequency of a wave changes if the observer is in motion with respect to the source

[64]. A LDV is essentially made of a two-beam Laser interferometer measuring the

frequency shift between a baseline and a test Laser beam. The baseline Laser beam

is kept unchanged while the test beam is sent to the specimen. The test beam is

then reflected back by the specimen to the LDV to interfere with the baseline beam.

The difference in frequency between the two beams, measured by an interferometer,

carries information on the velocity of the motion of the surface of the specimen. The

output of a single point LDV measurement is the velocity of the measured point as

a function of time. The range of application of Laser vibrometer is very large, from

waves and vibrations measurement to remote listening system.

A LDV with a unique beam direction is said to be a 1D LDV as only a single point

measurement can be acquired for a given experimental configuration. However if the

Laser beam can target multiple points through an automated scanning mechanism,

the Laser is said to be a 2D LDV or a Scanning Laser Doppler Vibrometer (SLDV).

This can be achieved either by using a system of mirror or by physically moving a

1D LDV on a plane. Several companies sell fully integrated SLDV made of a 1D

LDV plus a system of rotating mirrors, thus allowing non-contact inspection of large

structures from any distance.

The major downside of the LDV is the fact that the test Laser beam must be

reflected by the specimen. Low signal-to-noise ratio of the measurements is indeed

a problem if the reflection coefficient of the inspected surface is low. To solve this
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issue, it is commonly accepted by the research community to add a reflective surface

to the inspected specimen which can be either reflective tape of reflective paint. This

is, of course, a limitation in practical applications. Furthermore, even if the surface is

highly reflective, it is required to have a Laser beam nearly orthogonal to the inspected

surface in order to obtain a sufficient signal-to-noise ratio [65]. In order to ensure that

the angle between the Laser beam and the scanned structure is nearly orthogonal, it

is valuable to place the SLDV as far as possible from the structure. However for high

amplitude excitation, such as an excitation by a power PZT transducer or a pulsed

Laser, the orthogonality of the Laser beam to the specimen and the presence of an

additional reflective surface on the specimen may not be required.

SLDV is a versatile guided wave measurement device since it is purely non-contact,

can inspect very large areas and can operate from a wide range of distances with

respect to the specimen.

2.4 Experimental setup for guided wavefield detection

The experimental setup used to acquire wavefields in this research is shown in Figure

2.3. The excitation function, typically but not necessarily a harmonic function, is

generated by a signal generator. The signal generator is an Agilent 33220A which

can generate any arbitrary waveform with a frequency up to 20 MHz. The excitation is

then amplified by a Broadband Power Amplifier 1040L that operates from 10 kHz to 5

MHz with a gain of at least 55 dB with a maximum output power of 500 Watts. The

high voltage excitation is then sent to a transducer in contact with the specimen.

In this research, unless otherwise specified, the transducer is a single broadband

low energy PZT disk bonded to the surface of the specimen operating in thickness

vibration mode. The out-of-plane velocity of the specimen is measured on a grid of

points by the SLDV Polytec PSV-400-M2 and then sent to the Polytec integrated

software for vibration measurement version 8.2. Measurement at one location can
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Figure 2.3: Experimental setup to generate and measure guided wave

be repeated an arbitrary number of times for averaging purposes. This SLDV has

an angular opening of 20 degrees so can measure an area of 1.5 × 1.5 m2 from a

standoff distance of 2 meters, which is an approximate distance used in practice.

The SLDV uses a class 2 Laser and therefore does not require safety glass while

operating. Due to the inertia of the mirrors that direct the Laser beam, the SLDV

can only measure up to 30 points per seconds. The signal generator and the computer

are synchronized so each measurement is started when a trigger is received from

the signal generator. Unless otherwise specified, reflective tape or paint is present

on the surface of the specimen in order to increase the signal-to-noise ratio of the

measurement, especially if the Laser beam is not orthogonal to the specimen, as this

is always the case when scanning large surfaces. Table 2.3 summarizes the range of

the experimental parameters that can be achieved with the system available, as well

as the device limiting the range of the corresponding parameter.
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Table 2.3: Range of experimental parameters

Parameter Range Limiting device
Excitation frequency 10 kHz to 5 MHz Amplifier
Excitation power < 2− 3 Watts PZT transducers
Sample frequency 2.56 MHz SLDV
Point-measurement per second 30 SLDV
Area of inspection 1.5× 1.5 m2 SLDV
Max number of points 40, 000 Software

2.5 Experimental parameters

The choice of each of the parameters described in the previous section is crucial to the

detection of guided wavefields. There exist some criteria such as Nyquist-Shannon

sampling theorem [66] imposing lower bounds on some parameters, but for some, the

choice is arbitrary and based on experience.

Nyquist theorem states that the sampling rate must be at least twice greater than

the inverse of the period of the signal to measure:

Fs

2
≥ f (2.22)

where Fs is the sample frequency and f = 1/T is the frequency to be measured. If

this criteria is not respected, aliasing is observed. In guided wave acquisition, Nyquist

theorem must be applied in both time and space. The application of Nyquist theo-

rem in the time domain requires that the sampling frequency is at least two times the

highest frequency of the waves propagating in the specimen. In the spatial domain,

Nyquist theorem’s provides an upper bound to the spacing between every measure-

ment point. This requires the estimation of the smallest wavelength propagating

in the media, which is done by studying the dispersion relations of the specimens

computed by SAFE.

The typical process to choose the experimental parameters is the following:

1. Compute the dispersion relations of the studied specimen with SAFE;
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2. Select an interrogating frequency below the first cutoff frequency. For a broad-

band transducer, the frequency can be chosen arbitrarily while for a narrow-

band transducer, the excitation frequency must be a resonant frequency fixed

by the transducer;

3. Select the corresponding sampling frequency using Equation (2.22);

4. Using the dispersion relations and the excitation frequency, estimate the small-

est propagating wavelength in the media within the frequency range;

5. Deduce the maximal point spacing using Nyquist’s theorem;

6. Define the region of interest including the features to be measured;

7. Define the duration of the inspection in function of the size of the inspected

area and the group speed given by the dispersion relations.

2.6 Example of guided wavefield

This section presents a guided wavefield measured with the experimental setup de-

tailed in Figure 2.3. The goal is to provide an intuitive understanding of wavefield

measurements and the information they provide.

The studied specimen is a glass fiber quasi-isotropic composite plate of dimensions

600×600×1.6 mm and layup [0, 90,+45,−45]s. A 25.4 mm diameter Teflon disk was

inserted between the second and the third ply during the manufacturing of the plate

to simulate a delamination. This specimen will be used in this entire research for

illustration purposes. The front size of the plate is chosen to be the side on which the

delamination is 2 layers deep. The plate is covered with reflective tape on both sides

and a PZT disc is bonded at the center of the plate on the back side. The delamination

is located 100 mm away from the center of the plate in the direction corresponding

to a fiber angle of 0◦. The excitation is a four-cycle Tone Burst (abbreviated TB4) of
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center frequency 200 kHz. The frequency of excitation is chosen using the dispersion

relations calculated by SAFE so that only the A0 and S0 modes propagate in the

specimen. The area of inspection is 473× 445 mm, discretized in 178× 178 = 31, 684

points. A duration of 3.2 ms is waited between each measurement so that the energy

of the tone burst of the previous measurement completely vanishes due to dissipation

and attenuation so it does not interfere with the following measurement. Furthermore,

each measurement is averaged 10 times to increase the signal-to-noise ratio, so that

300 measurements are taken every second corresponding to the 30 points per seconds

limit of the SLDV. Furthermore, the sample frequency is 2.56 MHz and the duration

of each measurement is 400 µs. Two time snapshots of the wavefield are shown

in Figure 2.4a and 2.4b. The first picture is the wavefield at t = 50 µs after the

excitation. Two waves corresponding to the two propagating modes are visible. Note

that the disturbance of the faster mode (S0) shows the location of the defect. The

second picture is the wavefield at t = 70 µs and shows the standing waves in the

delaminated area and the A0 wave which is about to interact with the defect.

Given the experimental parameters, the theoretical acquisition time is 18 minutes

while the actual measurement time is nearly 2 hours. The difference is due to the

lag induced by the computer recording and averaging the data. The amplitude rep-

resented by the color scale of the wavefields presented in this thesis are not shown,

this is because only the relative values of the displacements are meaningful, while the

absolute values, which are functions of the parameters used for the acquisition by the

SLDV, are not useful to the methods presented herein. This is also due to the fact

that the measurement by the SLDV is actually the out-of-plane velocity instead of

the displacement. However as guided waves are represented by harmonic functions,

no distinction will be made between measured displacement and measured velocity.

The dispersion relations of the wavefield are then presented in Figure 2.5a and

2.5b. The dash lines present the theoretical dispersion relations estimated by SAFE.
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(a)

(b)

Figure 2.4: Two snapshots of the example wavefield at (a): t = 50 µs and (b):
t = 70 µs
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Figure 2.5a shows the two wavenumbers at the excitation frequency 200 kHz and was

obtained by applying a 3D Fast-Fourier Transform (FFT) [67] to the wavefield and

extracting the frequency slice corresponding to the excitation frequency. Note that

in this case the greatest wavenumber is associated to the slower mode (A0) while the

smaller value is the S0 mode. Figure 2.5b shows the dispersion relations as a function

of frequency along a single direction and was obtained by applying the FFT to the

line of the wavefield of direction 00.

2.7 Conclusions

This chapter presented an introduction to GWI. Fundamentals of guided waves were

first summarized along with the calculation of the dispersion relations. The common

practices of the GWI community for the actuation and the sensing of guided waves

were presented next. The experimental setup used in this research for guided wave-

field measurement was presented, followed by guidelines regarding the choice of the

experimental parameters. An illustration of guided wavefield detection was given.

Based on this introduction, the following chapter will attempt to fulfill the first and

the second objective defined in Section 1.5, namely the guided wavefield acquisition

time reduction and defect detection.
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(a)

(b)

Figure 2.5: (a): Frequency slice at 200 kHz of the dispersion relation of the example
wavefield, dash lines: SAFE predictions and (b): Dispersion relation in the direction

0o as a function of frequency, dash lines: SAFE predictions
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CHAPTER III

SPARSE WAVEFIELD RECONSTRUCTION

3.1 Chapter overview

Wavefield acquisition is a time consuming process due to the need for multiple aver-

ages at each measurement location to mitigate the effects of low signal-to-noise ratios,

the waiting time between each measurement and the measurement density required

to avoid spatial aliasing. There is therefore a recognized need to reduce wavefield ac-

quisition time by reducing the number of point-acquisition. This is the focus of recent

papers in which the use of dedicated equipment is explored to speed up acquisitions

by increasing the number of measurements per unit of time. Examples include the

use of a multi-point Laser Doppler Vibrometer (LDV) [68, 69], and of a galvanometer

mirror system acting as a continuously moving LDV [70].

This chapter contributes to this objective by developing a process that reduces

the number of required point-measurements below the limits imposed by Nyquist

sampling theorem. The proposed process is based on the hypothesis that the time

response recorded at one point of the surface of a plate structure can be employed to

infer the response at any other point assuming prior knowledge of dispersion relations,

plate geometry, and location of the excitation. When this knowledge is incomplete

due to the presence of defects for example, this extrapolation is not straightforward

and tools such as Compressed Sensing (CS) must be used [71, 72, 73]. A novel Sparse

Wavefield Reconstruction (SWR) technique, presented in this section implements the

interpolation of sparse guided wavefield measurements to reconstruct a wavefield. As

a by-product, features inside or outside the area of inspection can be also identified.

The SWR uses CS and the dispersion relations of the specimen for interpolation. A
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short background on CS is first provided, followed by an overview of the use of sparse

measurements in GWI. The model used to interpret the sparse measurements is then

presented. The matrix formulation, the implementation of the SWR process and the

choice of the parameters are detailed next. Finally, results of wavefield reconstructions

on anisotropic specimens are presented.

3.2 Introduction to Compressed Sensing

3.2.1 Fundamentals

Compressed Sensing (CS) is a mathematical theory commonly used as a reconstruc-

tion process for data sampled below the Nyquist frequency [66]. Compressed sensing

deals with sparse or compressible signals randomly sampled within the domain of

interest, either time or space. A sparse signal is here intended as a signal with only

a few nonzero coefficients, whereas a signal is compressible if there exist a basis in

which the signal has a sparse representation. Applications of CS include image pro-

cessing [74], magnetic resonance imaging [75, 76], radars [77] or single point cameras

[74].

The fundamental mathematical result of CS states that if a signal x ∈ R
N×1 is

K (K << N) sparse, i.e., only K components of x are non-zero, it can be exactly

reconstructed with an overwhelming probability from few measurements randomly

chosen [71, 72]. The same result holds for compressible signals, which are signals well

approximated by a small number of coefficients in a given basis. The basis in which

a compressible signal is sparse is called a sparsifying basis.

The general under-sampling problem can be expressed as:

y = Φx (3.1)

where y ∈ R
M×1 is the measurement vector, Φ ∈ R

M×N is the down-sampling mea-

surement matrix and x ∈ R
N×1 is the unknown vector to reconstruct. It is assumed
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that M << N , so that Φ is a short and large type of matrix. In other words, the

number of measurements is smaller than the number of unknown variables in x.

For a compressible signal, the problem in Equation (3.1) can be rewritten through

a change of basis as follows:

y = ΦBα = Aα (3.2)

where α ∈ R
P×1 is the sparse representation of x in the basis defined by B ∈ R

N×P ,

i.e., A = ΦB, where A ∈ R
M×P is called the sensing matrix. Thus:

x = Bα (3.3)

with P denoting the number of vectors forming the basis B.

Equation (3.2) defines a CS problem. The objective is the estimation of the basis

coefficients α that provide the best reconstruction of the unknown set of physical

variables x represented through B. Inputs to the problem are the measurements y.

It is important to note that the definition of the sensing matrix is a crucial step in

CS, as it must properly describe the signal to reconstruct [78, 79]

3.2.2 Solutions of Compressed Sensing problems

Several methods have been proposed for the solution of under-determined linear CS

problems as expressed by Equation (3.2). The methods can be separated in three

groups [80]: greedy algorithms, l1-minimizers (or Basis Pursuit), and total varia-

tion algorithms. First, greedy algorithms minimize the l0-norm of the sparse signal.

Greedy algorithms are iterative techniques choosing the best local minimum at each

iteration and are expected to find a satisfying approximation of the global optimum

after several iterations. Even though conceptually simple and quickly converging,

greedy algorithms are unstable and not robust to measurement noise. Specifically,

the solution may not converge if the results of the first iterations are incorrect. The
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most famous greedy algorithm is the Orthogonal Matching Pursuit algorithm pro-

posed in [81, 82, 83], which is most robust than most greedy algorithms [84].

Second, l1-minimization algorithms also called Basis Pursuit (BP) [85, 86], aim

at minimizing the l1-norm of the sparse signal by solving the following minimization

problem:

minimize ‖α‖1 subject to y = Aα (3.4)

In addition to be more stable and more robust to noise than greedy algorithms, Basis

Pursuit algorithms are able to reconstruct not truly sparse signals. Because noise is

expected in the experimental Lamb wave measurements, BP algorithm are considered

good choices for this research.

Finally, Total Variation (TV) algorithms are methods similar to l1-minimization

techniques but assume that the sparse property is carried by the gradient of the signal

instead of the signal itself. Total Variation algorithms are therefore very efficient when

the signal to reconstruct is piecewise constant [87, 88].

3.2.3 Basis Pursuit for Compressed Sensing

Because the Basis Pursuit (BP) methods are commonly robust to measurement noise

and capable of estimating non-truly sparse signals [89], only BP techniques will be

used in this work. The application of BP methods require that the sensing matrix A

verifies the Restricted Isometry Property (RIP) with a RIP constant δs smaller than

unity [89]. This constant is defined for a matrix A by the smallest scalar verifying

the following inequality for all y and for all sub-matrices of A, denoted As:

(1− δs) ‖y‖22 ≤ ‖Asy‖22 ≤ (1 + δs) ‖y‖22

The δs constant is a characterization of the nearly orthogonal matrices operating

on sparse vectors. The case δs ≈ 0 corresponds to a nearly orthonormal matrix, while

δs ≈ 1 indicates that some of the vectors forming the matrix A are nearly identical
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or redundant. This requirement guarantees that the CS problem can be inverted

with an overwhelming probability through BP. There exists a list of candidate ma-

trices A obeying this property. These include the random Gaussian, the Bernoulli

and the partial Fourier matrices [86]. However, computing these RIP constants is a

non-deterministic polynomial-time hard (NP-hard) problem and is not possible for

most matrices [90], meaning that this requirement can not be verified in general. In

practice, this requirement is often replaced by ensuring that matrices B and Φ in

Equation (3.2) are incoherent [91, 89]. This is mathematically verified by checking

that the mutual coherence is smaller than a constant defined in [92], which is equiva-

lent to checking that the matrix A is nearly orthonormal. The mutual coherence MC

of a matrix A is given by the maximum value of the scalar product between all the

columns of the A matrix:

MC(A) = max
1≤i 6=j≤m

|aHi aj| (3.5)

where the column of the matrix A are denoted ai for i = 1 to m, while ( )H denotes

the conjugate transpose operator.

The Basis Pursuit Denoising (BPDN) algorithm [85, 86] is a BP algorithm that

guarantees exact reconstruction [93] by solving the following problem

minimize ‖α‖1 subject to ‖y −Aα‖22 ≤ σ (3.6)

where σ is a constant related to the noise level in the measurements, with σ = 0 in

the absence of noise. The BPDN algorithm used is this work is a Spectral Projected-

Gradient for l1 minimization called SGPL1, which is a solver for large scale sparse

reconstruction that employs convex optimization to find a sparse representation of α

even whenB is an over-complete dictionary of basis functions [94, 95], this is achieved

by solving the Lasso problem [96]:
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minimize ‖y −Aα‖2 subject to ‖α‖1 ≤ σ (3.7)

Accordingly, an estimation of the sparse optimum can be found even if the vectors

in B are coherent with one another. As many of the BPDN solvers, SPGL1 is robust

to measurement noise and takes σ as the only input parameter. The solver SPGL1

is implemented in Matlab [94, 95] and can be executed with three arguments by the

following command:

α = spgl1(A,y, σ) (3.8)

The solver SPGL1 can handle additional options such as starting point for the

minimization or a maximum number of iterations. As the expected solution is sparse

(i.e., few values are non-zero), the starting point of the SPGL1 minimizer is the zero

vector in this research.

3.3 Current developments in wavefield reconstruction

Techniques to efficiently extract relevant information or reconstruct wavefields from

sparse measurements have been explored by several research groups. For example, a

noisy flaw signal can be reconstructed using Bayesian learning as in [97]. Sparse single

mode measurement and baseline subtraction are used in [98] to locate a transducer

in isotropic material. Dispersion compensation techniques, initially developed in [99],

and later in [13, 100, 101, 102, 103] aim at compensating for the effect of the wave

dispersion and have the ability to detect impact locations, relying on the sparse

representation of waves. In practice, dispersion compensation techniques reconstruct

an excitation and its location from the measurement of the dispersed waves. It would

however be of interest to reconstruct guided waves from sparse measurements with

an arbitrary number of modes and without using baseline signals. To this end, prior

work focused on reducing the number of point-measurements to estimate a wavefield
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[104]. In contrast to the work presented here, the methodology presented in [104]

requires no prior knowledge of the physical properties of the medium as described by

the dispersion relations. More recently in [105], a wavefield reconstruction technique

similar to the one presented herein, employs analytical basis functions such as wavelets

[106], Fourier functions or Gabor atoms as bases for wavefield reconstruction. Another

series of papers develops a technique called sparse wavenumber analysis [107, 108] for

reconstructing the dispersion relations of a plate through sparse measurements. This

technique has also been recently applied to pristine wavefield reconstruction [109].

Without attempting to reconstruct wavefields, a technique to locate defects relying

on a sparse representation of the wavefield and dictionary learning is proposed in

[110]. Finally, an approach to overcome aliasing due to under-sampled measurements

by using an iterative interpolation scheme is presented in [111].

This chapter presents a process to reconstruct a wavefield on an oversampled

grid. This work differentiates itself from prior work by performing the reconstruc-

tion upon locating the non-pristine material points interacting with the wavefronts.

The estimated dispersion relations of the medium are then used to extrapolate the

wavefield onto a grid of points of arbitrary size and density. The estimated dispersion

relations form the basis that sparsifies the wavefield, and allows wavefield reconstruc-

tion. Furthermore, this basis locates the features within the specimen that interact

or affect the wavefield, including sources or scatterers such as defects. The process

also reconstructs an arbitrary number of Lamb wave modes. The number of mea-

surements required for the reconstruction is significantly smaller than the number of

measurements required by common sampling requirements. This work was published

in [112].
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3.4 Model: the propagation equation

Reconstruction of compressible signals by CS relies on the definition of a sparsifying

basis. The goal of this section is to establish a model that can be used to obtain a

sparse representation of any wavefield. The model relies on the out-of-plane displace-

ment measured at a distance d from a point source of unit amplitude in an elastic

plate [113, 114]:

Û (µ)(d, ω) ∝ e−ik(µ)(ω)d

√
d

(3.9)

where U (µ)(d, ω) is the out-of-plane displacement of an elastic plate due to the Lamb

wave mode (µ), at frequency ω, at a distance d from a point source of unit am-

plitude and k(µ) denotes the wavenumber of mode (µ). This equation means that

the amplitude received at a distance d from a source evolves with the term 1/
√
d,

which represents the 2D geometric spreading, while the phase is given by the product

k(µ)(ω)d. Similar equations were used in [115, 116, 117].

By superposition, the displacement received at a distance ds from a source s of

arbitrary excitation function V̂
(µ)
s (ω) for mode (µ) is given by:

Û (µ)(ds, ω) = V̂ (µ)
s (ω)

e−ik(µ)(ω)ds

√
ds

(3.10)

In practice, a point-measurement at location m, denoted Ŷm(ω), is the superpo-

sition of the displacements from multiple sources and multiple modes. Let S be the

total number of sources contributing to the displacement received at location m and

N (µ) be the number of Lamb wave modes. By superposition from all the sources and

all the modes, the displacement at location m is given by:

Ŷm(ω) =
N(µ)∑

µ=1

S∑

s=1

e−ik(µ)(ω)dm,s

√
dm,s

V̂ (µ)
s (ω) (3.11)

where dm,s denotes the distance from the source s to the measurement m.
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For an anisotropic material, the wavenumber k(µ)(ω) is a function of the direction

of propagation defined by the line between the measurement and the source, hence is

denoted k
(µ)
m,s(ω) from now on. Application of inverse Fourier Transform leads to the

time evolution at the measurement point ym with m = 1 to M :

ym(t) =
N(µ)∑

µ=1

S∑

s=1

1√
dm,s

F−1
(
F
(
v(µ)s (t)

)
e−ik

(µ)
m,s(ω)dm,s

)
(3.12)

Here S is the number of sources emitting wavefronts, dm,s is the distance between

the source s and the measurement point m, while F and F−1 denote the Fourier

Transform and its inverse, respectively. Furthermore, v
(µ)
s (t) is the excitation function

for mode (µ) at source s, ω = 2πf is the angular frequency, and k
(µ)
m,s(ω) is the

wavenumber of mode (µ) along the line joining the source s to the measurement

point m. Equation (3.12) assumes that amplitude decays solely due to geometrical

spreading, and therefore material dissipation is neglected.

The objective of this chapter is to reconstruct the wavefield with a limited number

of measurements and without prior knowledge of all sources that contribute to the

propagation of guided waves within the plate-like structure under consideration. Sur-

face mounted transducers, boundaries, structural features such as holes, interfaces,

stiffeners, and defects are considered as potential sources. Since their numbers and

locations are initially unknown, all points belonging to the discretized region of inter-

est are treated as potential source locations. In general, the grid of potential sources

is defined to at least satisfy Nyquist criterion for proper sampling of the wavefield,

i.e., two per wavelength.

3.5 Compressed Sensing matrix formulation

Assuming multi-modal wave propagation, Equation (3.11) can be expressed in matrix

form as follows:

ŷ(f) =
N(µ)∑

µ=1

H(µ)(f)v̂(µ)(f) (3.13)
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where ŷ(f) ∈ R
M×1 is the vector containing the M measurements in the frequency

domain:

ŷ(f) = [Ŷ1(f), · · · , ŶM(f)]T

Also, N (µ) is the number of propagating modes, while H(µ)(f) is the matrix of

basis functions whose m, s term is:

ĥ(µ)m,s(f) =
e−ik

(µ)
m,s(f)dm,s

√
dm,s

(3.14)

where s is the index of the source with s ∈ [1, S]. Furthermore, vector v̂(µ)(f) ∈ R
S×1

is given by:

v̂(µ)(f) = [v̂1
(µ)(f), · · · , v̂S(µ)(f)]T

and contains unknown amplitude and phase information for source s at frequency f .

The basis functions are selected upon assumption of the dispersion relations of the

structure, which is based on knowledge of thickness and material properties. Specif-

ically, the wavenumbers k
(µ)
m,s(f) are estimated using SAFE (Section 2.2). Hence, for

every measurement-sources pair, the only unknown in Equation (3.11) is v̂s
(µ)(f). It

is understood that the assumption of the dispersion properties is a source of uncer-

tainty and potential errors, the influence of the usage of inexact dispersion relations

will be studied in Section 3.8.1.

In most of the wavefields investigated in this research, frequencies are below the

A1 and S1 mode cut-off frequencies so that only the A0 and S0 modes propagate

in the specimen. While this choice is made for convenience of experimentation and

computation, it is noted that the formulation can be extended to include a higher

number of modes. Accordingly, for N (µ) = 2, Equation (3.13) can be rewritten as:

ŷ(f) = HS0(f)v̂S0(f) +HA0(f)v̂A0(f) = H(f)v̂(f) (3.15)

where H(f) and v̂(f) are obtained respectively by horizontal and vertical concate-

nations of the corresponding matrices and vectors. The dimensions of H(f) are
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M × SN (µ), where S is the number of potential sources, M the number of measure-

ment and N (µ) = 2 for A0 and S0 only.

Equation (3.15) is in the same form of Equation (3.2), so that the following CS

problem can be solved at a given frequency f :

minimize ‖v̂(f)‖1 subject to ‖ŷ(f)−H(f)v̂(f)‖22 ≤ σ (3.16)

The l1-minimization described in Equation (3.16) estimates amplitude and phase

of each component of the source vector v̂(f), and therefore defines the contribution

of the potential sources to the measured wavefield. It is worthwhile emphasizing that

this source vector includes excitation provided by transducers employed to originate

the wavefield along with any source of scattering resulting from both known structural

features and unknown defects. Of note is also the fact that the contribution to each

mode is evaluated separately. This accounts for the fact that excitation through

surface mounted transducers such as piezoelectric disc and scattering occurs with

different efficiency for each participating mode. Finally, it is noted that the basis

functions (Equation (3.14)) are independent on the direction, meaning that every

source is omni-directional.

The sparsity of the formulation exploited herein relies on the fact that vector v̂(f)

is sparse in space, which is based on the reasonable assumption that the number of

actual sources, either known or unknown, can be considered small compared to the

number of potential sources in the region of interest. Therefore only a few components

of v̂(f) are expected to be non-zero.

3.6 Wavefield reconstruction methodology

3.6.1 Implementation

The wavefield reconstruction process can be described by the two steps process de-

picted in Figure 3.1. The first step consists in the estimation of the excitation function
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spectra for each potential sources and each mode through l1-minimization. The in-

puts of this step are the M measurements and the sensing matrix H(f), created

using the dispersion relations of the media, the location of measurements and po-

tential sources. The measurements are selected in the region of interest following a

predefined distribution. The measurement distribution can be regular, semi random

or fully random. For more details on measurement distribution, refer to section 3.6.3.

The Compression Ratio (CR) of the reconstructed wavefield with respect to Nyquist

theorem is defined by:

CR(%) = 100× (1− M

MNyq

) (3.17)

where MNyq is the number of measurements required by Nyquist theorem to fully

know a wavefield:

MNyq =
2(max(x)−min(x))

λxmin

× 2(max(y)−min(y))

λymin

(3.18)

where x and y are the spatial extend of the inspected window and λxmin and λymin are

the smallest propagating wavelength along the x and the y dimensions respectively.

Equation (3.18) is equivalent to measuring two points per wavelength along each

dimension, as required by Nyquist sampling theorem. The CR expresses the reduction

of the number of measurements to acquire with respect to the full capture of the

wavefield based on sampling criteria. Note that Nyquist theorem only provides the

theoretical lower bound on the number of measurement, in general, it is common

practice to oversample and take more measurements that what is required in order

to ensure the best possible result quality.

Critical to the CS problem solution is the choice of the stopping criteria σ in

Equation (3.6). In practice, relating σ to the norm of the measurement has been

proven to be efficient in [118]. Section 3.6.4 presents more details on the choice of the

parameter σ.
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Figure 3.1: Schematic of the two steps wavefield reconstruction process.

The first step provides as an output the vector v̂(f). This is performed by em-

ploying the Basis Pursuit solver SPGL1 [95] which is used to invert Equation (3.15)

through l1-minimization of Equation (3.6). The vector v̂(f) contains information on

the location of the sources as well as on their amplitudes and phases for each mode

and frequency. As such, v̂(f) may be used to detect and locate defects. Since the

problem is solved at each frequency, and in order to have a visual representation of

the location of the sources that are active contributors to the wavefield, the following

quantity is monitored:

| v(µ)s |= 1

∆f

∫

f

v̂s
(µ)(f)df (3.19)

where ∆f defines the considered frequency bandwidth selected for the reconstruc-

tion. Mapping of the resulting vector | v(µ) |= [| v(µ)1 |, · · · , | v(µ)S |] over the entire

discretized region provides a map of active sources including defects. The points for

which vector | v(µ) | is greater than zero represent the active sources of mode (µ)

and identifies a feature that contributes to the considered modal component of the

wavefield.

The second step consists in the reconstruction of the wavefield, which involves

the forward application of Equation (3.15), by employing the estimated v̂(f) into the

propagation equation (Equation (3.11)). The wavefield is extrapolated to a desired

set of points that may be of arbitrary size and density. In words, the second step

is efficiently an extrapolation of the excitation functions and sources over the region
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of interest using the basis functions. Since the basis functions are valid as long as

the geometry of the specimen does not vary, the wavefields can be reconstructed on a

grid of points of arbitrary size and density. Unless otherwise specified, for comparison

purposes, wavefields will be reconstructed on the grid of the full measurement.

The quality of the reconstruction is evaluated by the magnitude squared coherence

defined as

C(r, f) = |SMs,Rc(r, f)|2
SMs(r, f)SRc(r, f)

(3.20)

where SMs and SRc are the auto-spectral densities of the fully measured and of the

reconstructed wavefield respectively, while SMs,Rc(r, f) is the cross-spectral density

between the two wavefields. The coherence at the excitation frequency f0 may be

averaged over the spatial extent of the region of interest to evaluate the effect of

the number of measurement points M and is denoted < C(f0) >. Alternatively,

the average coherence is estimated as a function of frequency < C(f) > to evaluate

the quality of the reconstruction over the excitation bandwidth. Finally, the spatial

variation of the coherence at the excitation frequency C(r, f0) defines the quality

of the reconstruction over the domain of interest. A coherence value of one means

that the reconstructed wavefield is identical to the true measured wavefield. This

is however not possible as the true measured wavefield contains measurement noise.

In this chapter, a reconstruction coherence value greater than 0.9 is considered as

satisfying. These various metrics are employed to illustrate the performance of the

reconstruction process.

3.6.2 Example of reconstruction

This section presents an example of a reconstruction. The sole purpose of this section

is illustrative, as the choice of parameters along with the discussion on the quality of

the results will be conducted in the following sections. For simplicity, the wavefield

to reconstruct was created using the propagation equation (Equation (3.12)) with the
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following excitation functions for the A0 and S0 modes:

For t ≤ n

f0
:

vA0
s (t) = vS0s (t) =

1

2

(
1− cos(2π

f0
n
t)

)
× sin(2πf0t)× δ(x− x0)× δ(y − y0)

(3.21)

corresponding to the four-cycle sine burst with a Hanning window at 200 kHz for

n = 4 and f0 = 200, 000 Hz shown in Figure 3.2a and applied at (x0, y0) = (50, 50)

mm. The magnitude of the normalized spectrum of the tone burst is shown in Figure

3.2b, the black dash lines represent the frequency limits of the main lobe of the

frequency spectrum, namely fmin = 100 and fmax = 300 kHz. It is assumed that the

frequency content outside this band is negligible, therefore the reconstruction is only

conducted within this range.

The dispersion relations used to create the data are those for a 2 mm thick alu-

minum plate. The reconstruction region is 200×200 mm. Note that for this frequency

range, the smallest propagating wavelength is the one of the A0 mode at fmax = 300

kHz and is equal to 6.9 mm. Hence MNyq = 3, 403 is the theoretical minimum num-

ber of measurements required to properly sample the wavefield according to Equation

(3.18). A snapshot corresponding to the time frame t = 39 µs is shown in Figure

3.3a. Note how the two wavepackets with different wavenumbers are separated in

space due to the different group velocities.

The reconstruction is first attempted with M = 100 measurements regularly

distributed, as represented by the blue triangles in Figure 3.4. Figure 3.3b shows

the Fourier interpolation obtained from the 100 measurements. The Fourier inter-

polation, or trigonometric interpolation, is an interpolation scheme using a sum of

trigonometric functions to interpolate. As expected, this interpolation scheme fails

to reconstruct the waves due to the under-sampling M < MNyq. The reconstruction

is then attempted with the SWR process with 100 measurements at the locations
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Figure 3.2: (a): 4-cycle 200 kHz tone burst and (b): Frequency domain of the
4-cycle 200 kHz tone burst, the dash lines represent the upper and lower frequency

bounds for the reconstruction
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(a)

(b)

Figure 3.3: (a): Snapshot of the analytical wavefield representing a 4-cycle 200 kHz
tone burst propagating in a 2 mm thick aluminum plate and (b): Fourier

interpolation of 100 regular measurements taken from Figure 3.3a
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Figure 3.4: Distribution of sources and measurements used for the analytical
wavefield. Black dots: Potential sources regularly distributed following Nyquist
theorem. Blue triangles: 100 regular measurements used to generate Figure 3.3b.

Red circles: 100 random measurements used for the SWR process.

represented by the blue circles in Figure 3.4, corresponding to a compression ratio of

CR(%) = 97% (Equation (3.17)). This time, the locations of the measurements were

randomly chosen to meet the first CS requirement. A regular distribution of potential

sources is then defined throughout the region of interest, as represented by the black

dots of Figure 3.4. The distribution of potential sources is chosen to follow Nyquist

theorem, i.e two potential sources per wavelength, or S = 3, 403, with a spacing of

∆x = ∆y = 3.45 mm.

The location and the excitation value of each potential source is then estimated

using Equation (3.16). According to [118], it is efficient to define the stopping criteria

σ of the BP solver as a function of the norm of the measurement vector, thus σ(f) =

‖ŷ(f)‖/2 is arbitrary chosen. In practice, and using the SPGL1 solver presented in

Section 3.2.3, the problem is solved by using the SPGL1 Matlab implementation and

running the following command:
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∀f ∈ [fmin, fmax], v̂(f) = spgl1(H(f), ŷ(f),
‖ŷ(f)‖

2
) (3.22)

The resulting active sources distribution calculated using Equation (3.19) is show

in Figure 3.5a and 3.5b for the A0 and S0 mode respectively. These two figures

show that only the point the closer to the location (x0, y0) = (50, 50) mm is an

high amplitude active source, meaning that all the wavepackets propagating in the

inspected area originate from this active source. Note that due to the discretization

of the region of interest in potential source, the actual location of the active source

is estimated to be at (xr, yr) = (51.43, 51.43) mm, which is the closest potential

source to (x0, y0) = (50, 50) mm but is located at a distance of 2.02 mm to the

actual source, which is roughly equal to one third of the smallest wavelength. This

inexact estimation of the main active source location is automatically compensated

by the solver during the minimization by the addition of several secondary sources

to partially correct the wavepackets emitted from the main source to match the

measurements. The reconstructed A0 and S0 excitation signals at the main source

(xr, yr) are shown in Figures 3.6a and 3.6b respectively. Note that the 4-cycle 200 kHz

sine burst is properly reconstructed for both modes, but is shifted in time. Moreover,

non-negligible perturbations are visible in the excitation signal, especially for the S0

mode. These perturbations and the time shift are due to the distance between the

estimated and the actual main source, that is being compensated by adding secondary

sources throughout the area of inspection. Indeed, because the discretization of the

region in potential sources does not allow the reconstruction of the true source at

exactly (x0, y0), a cloud of potential sources is created as close as possible to (x0, y0)

and their excitation functions are calculated by the minimizer to compensate for this

non-exact localization. In this case, the perturbations are greater for the S0 mode

because its wavelength is greater than the one of the A0 mode hence it is easier

for the minimizer to compensate with secondary sources, while for the A0 mode,
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Figure 3.5: (a): Estimated potential source excitation for the A0 mode | v̂sS0 | and
(b) | v̂sA0 |. The true source is located at (x0, y0) = (50, 50) mm.
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the minimizer must find the a correct excitation signal estimation as it is harder to

compensate using the secondary sources because of the smaller wavelength.

The reconstruction operation is then conducted using the estimated active source

distributions and excitation functions previously presented. The reconstructed wave-

packets are shown for the time frame t = 39 µs in Figures 3.7a and 3.7b for the A0

and S0 mode respectively. In these figures, both modes are properly reconstructed

separately and the superposition of these two figures is visibly similar to Figure 3.3a,

meaning that the reconstruction is effective.

In order to quantify the quality of the reconstruction, the coherence metric is

studied. First, the coherence C(x, y, f0) (Equation (3.20)) computed in space at the

dominant frequency f0 is displayed in Figure 3.8a. It is visible in this figure that

the coherence is close to unity throughout the window of interest except periodically

nearby to the main source. This is essentially due to the fact that no potential source

is exactly located at the (x0, y0) location. Indeed, as the main source is located at

(xr, yr) = (51.43, 51.43) mm instead of (x0, y0) = (50, 50) mm, a periodic error is

induced in the reconstruction, which leads to a periodic reduction of the coherence.

Figure 3.8b then presents the value of the coherence of the reconstruction averaged

in space as a function of frequency. Note that the coherence of the reconstruction is

close to unity within the bound of the reconstruction, represented by the dash lines.

Furthermore, it is visible in Figure 3.8b that the coherence decreases as the frequency

increases within the boundary of the reconstruction. This is due to the fact that

the wavelengths decrease as the frequency increases so the effect of the inexact main

source location becomes more critical as the frequency increase.

Now that the process has been illustrated, the following sections will present the

detailed choice of the parameters of the process, including the choice of the distribu-

tions for both the potential sources and the measurements along with the parameters

of solver.
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Figure 3.6: Reconstructed excitation signals at the main source location at
(xr, yr) = (51.43, 51.43) mm (black solid line) and truc excitation signal at

(x0, y0) = (50, 50) mm (red dashed line) for the (a): A0 mode and (b): S0 mode
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(a)

(b)

Figure 3.7: (a): Snapshot of the reconstructed A0-only wavefield from 100
measurements by SWR and (b) Snapshot of the reconstructed S0-only wavefield

from 100 measurements by SWR
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Figure 3.8: (a) Spatial coherence at f0 = 200 kHz between the true wavefield and
the sum of the A0 and S0 wavefields reconstructed from 100 measurements and (b)
Space averaged coherence as a function of frequency for the same reconstruction
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3.6.3 Choice of the measurement locations and the source distributions

This section presents the different sampling schemes for the measurements and the

potential sources that have been considered in this research. The choice of the sam-

pling scheme is a compromise between randomness to fulfill CS low mutual coherence

(Equation (3.5)) requirement and the need to obtain the information necessary to

properly reconstruct the wavefield. Moreover, the measurement distribution must

obey the physical and practical constraints of guided wave measurement.

The different sampling schemes which can be used for the measurement and the

potential source distributions will first be introduced. The distributions will then be

summarized by Table 3.1.

3.6.3.1 Regular sampling

The first and most intuitive choice is to use a regular distribution as it was done for

the potential sources in the example of Section 3.6.2. Regular distributions have the

advantage to be deterministic, purely controlled by the operator and cover the entire

region of interest. However, the randomness requirement of CS, i.e., the fact that the

matrix H(f) must have a low coherence as explained in Section 3.2.3, may not be

meet while using purely regular distributions. The default option of the SLDV is to

scan region discretized on a regular grid, which makes this distribution practical for

the measurements.

3.6.3.2 Random sampling

The other intuitive choice is to use a purely random distribution in order to ensure

that the CS randomness requirement is met (see Section 3.2.3), as it was the case for

the measurements in the example of Section 3.6.2. The downside of purely random

sampling is that entire regions can be ignored by the sampling scheme and point-

measurements can be nearly overlapping, resulting in a high matrix coherence for the

CS matrix. In this context, two points are nearly overlapping if the distance between
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them is small compared to the smallest wavelength of interest. The SLDV does not

provide the option to scan random points.

3.6.3.3 Jittered sampling

Jittered sampling [119] is a compromise between randomness and regularity. A jittered

distribution is built when the region of interest is divided in rectangular cells and one

point is placed randomly within each cell. Figure 3.9 illustrates a jittered sampling

distribution. An important advantage of jittered sampling is that it is guaranteed that

the distribution covers the entire area of interest, while ensuring some randomness

in the process. The downside of this sampling scheme in the context of this research

is that two points may end up arbitrary close. It is not directly possible to define a

jittered distribution with the SLDV.

0 0.5 1
0

0.2

0.4

0.6

0.8

1

x

y

Figure 3.9: Jittered sampling of the measurement region: the region of interest is
split in cells (black lines) and one measurement (red circles) is taken randomly

within each cell. The black dots represent the points required for spatial
discretization according to Nyquist criterion.
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Table 3.1: Combination of potential sources and measurement distributions in term
of randomness, minimal source distance control and practical feasibility

Source Measurement Random Distance control Practical feasibility
Regular Regular x X X

Regular
Random
Jittered

X X x

Random
Jittered

Regular X x X

3.6.3.4 Other potential sources distributions

Other distributions such as Poisson disk [120] and Farthest point [121] samplings have

been studied but will not be presented here. The reason is that these distributions

are more complex and do not significantly improve the results.

3.6.3.5 Choice of distributions

The choice of the measurement and potential source distributions is a compromise

between randomness, measurement distance control and feasibility: First, some de-

gree of randomness is required to meet CS low matrix coherence requirement. Source

distance control is required so that the basis functions created by each measurement-

source pair is unique in order to create a low coherence matrix H(f). Indeed, as

each column of H(f) is the contribution that would be received at all the measure-

ments from one source, it is acceptable to have two nearby measurements. However,

two nearly overlapping potential sources would create two nearly identical vectors

in H(f), resulting in a high matrix coherence. Finally, the process should be fea-

sible in practice. The SLDV is a fully integrated device with a predefined set of

measurement patterns such as grids or circles. Taking measurements according to a

random or semi-random distribution is not feasible as it would require to define every

measurement-point individually.

The initial implementation of the process does not consider the practical feasibil-

ity, hence regular potential sources and jittered measurements distributions are used
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unless otherwise specified. It is important to note that in order to make the process

feasible in practice, the randomness can be artificially embedded in the sources distri-

bution by letting the measurements being regularly distributed in space and defining

the potential sources using a jittered distribution.

3.6.4 Choice of numerical parameters

The dimension of the sensing matrix H(f) is SN (µ) × M where S is the number

of potential sources, N (µ) is the number of modes included in the model and M is

the number of measurements. The minimization must be conducted Lf times, where

Lf is the length of the frequency vector. The dimension of the sensing matrix is

critical since it represents the size of the problem to solve hence is a representation

of the computational time of the minimization operation. The goal of this section is

to discuss how the computational time can be reduced by reducing the size of H(f)

without influencing significantly the quality of the results.

3.6.4.1 Parameter N (µ)

The parameter N (µ) is the number of modes composing the measurements. It is

defined by the number of responding modes within the studied range of frequency,

hence cannot be changed a priori. However, in some cases, the response of a mode is

known to be negligible with respect to another and therefore N (µ) can be reduced by

neglecting a mode. For example when using a SLDV placed perfectly orthogonally

with respect to a flat specimen, the measurements will be greatly dominated by the

A0 response which is mainly out-of-plane, while the S0 response, mainly in-plane,

will be negligible.
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3.6.4.2 Parameter Lf

The parameter Lf is the number of discretized frequencies at which the Equation

(3.15) is inverted. It is a function of the size of the frequency range of the reconstruc-

tion and the spacing between the frequency points. The bounds of the frequency

spectrum are determined by the frequency response of the M measurements, or the

bandwidth of the excitation if known. Because the last step of the reconstruction

involve a Fourier Transform (see Figure 3.1), the spacing between the discrete values

of the frequency vector is chosen according to Nyquist theorem to prevent aliasing.

The parameter Lf is therefore not a variable that can be changed in the process.

However Equation (3.15) is solved for each frequency individually. Hence the l1-

minimization is parallelizable with respect to the frequency parameter.

3.6.4.3 Parameter M

The parameter M is the number of measurements to acquire and to feed to the

reconstruction process. This is the most critical parameter of the process since it

influences both the acquisition and reconstruction time while driving the quantity

of information fed to the system. As far as the author knows, there is no rigorous

technique predicting the minimal value of M to ensure satisfying reconstruction. In

this research, for each reconstruction, several M values, defined as fractions of MNyq,

have been tested until satisfying reconstruction is obtained. The variable M can

be the subject of convergence analyses to determine MMin, the minimum number of

measurements to ensure a reconstruction coherence of at least 0.9. However these

convergence analyses require the knowledge of the wavefield to reconstruct, which

can draw guidelines regarding the choice of this parameter.

3.6.4.4 Parameter S

The parameter S is the number of potential sources used for the reconstruction and is

a purely virtual parameter. The number and the distribution of the potential sources
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are critical for both the quality of the reconstruction and the computational time.

S defines the resolution of the discretization of the region of interest in potential

sources and is a compromise since a value too high would result in a needlessly long

computational time. Using too few sources would also result in potentially missing

features and limit the quality of reconstruction. As shown in Section 3.6.2, not having

a potential source at the exact location of the source impacts negatively the quality

of the reconstruction. Note that for the reconstruction of experimental data, as no

source is truly punctual, it is necessary to ensure that several potential sources are

located inside the excited region to properly represent the area of excitation. Let the

spacing between two sources, ∆s, be given by:

∆s =
λmin

Nλ

(3.23)

where Nλ is the number of potential sources per wavelength. The default value of the

parameter Nλ is chosen such that the potential sources distribution follows Nyquist

theorem in order to ensure that all the potential features of the specimen are included,

meaning that Nλ = 2 unless otherwise specified.

Once this maximum spacing is fixed, several avenues can be considered to reduce

the number of sources without threatening the reconstruction quality. First, poten-

tial sources can be pre-located, meaning that spatial regions are favored during the

repartition of the sources. Source pre-location could be achieved by assuming which

region of space contain defects and which one does not, but by doing so, potential

defect locations are also removed from the problem. Source pre-location could also

be achieved by solving the problem for a single frequency with a uniform source dis-

tribution and then use only the active sources resulting of this computation to define

the potential sources of the entire problem. The shortcoming of this technique is

that there is no guarantee that the true active sources will all be found by the single

frequency solution. Furthermore, each frequency needs a different set of secondary
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active sources in order to compensate for the inexact localization of the main sources

resulting of the discretization of the space, hence this technique would not allow the

solver to compensate for the model mismatch using secondary sources. The other

avenue to consider to reduce the number of potential sources is to define a custom

number of potential sources for each frequency. Indeed, as the required number of po-

tential sources is related to the smallest wavelength, itself a function of the frequency,

potential source distribution can be recomputed for each frequency. Experimentally,

these three processes were found to be ineffective, hence are not reported herein.

3.6.4.5 Parameter σ

The last parameter to choose is σ in Equation (3.16), which can be interpreted as

a stopping criteria. On one hand, a σ parameter too high will result in a trivial or

incomplete solution because the constraint of Equation (3.16) is verified by the zero

solution. On the other hand, a low value of σ will give too much importance to the

noise and will induce unnecessary computation. In general, it is a common practice

to relate σ to the norm of the measurement vector ŷ(f). In this research, σ is defined

as a function of frequency using the following relationship:

σ(f) =
‖ŷ(f)‖2
Nσ

(3.24)

where Nσ is an scalar constant. Nσ must be calibrated in function of the noise and

the quality of the model. In practice, σ is a quantification of the difference between

the reconstructed and the measured signal. Because this difference increases if the

noise increases, a low Nσ value (i.e., a high σ) is required for noisy measurement.

Finally, the l1-minimization of Equation (3.16) becomes:

∀f, minimize ‖v̂(f)‖1 subject to ‖ŷ(f)−H(f)v̂(f)‖22 ≤
‖ŷ(f)‖2
Nσ

(3.25)
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For low noise dataset well-described by their model, i.e., the dispersion relations

used for the reconstruction, such a the analytical example of section 3.6.2, a high

value of Nσ can be used, for example Nσ = 1, 000. However if the measurements are

noisy and/or if it is known that the dispersion relations do not match the experiment

properly, smaller values of Nσ must be used such as Nσ = 2 or 10 to account for the

expected difference between the measured and the reconstructed signals.

3.7 Results

This section presents results of the application of the SWR to various wavefields

measured experimentally. For comparison purposes, full wavefields were recorded, out

of which a subset of points is extracted and utilized for reconstruction. The purpose of

this section is to demonstrate the robustness of the SWR process operating on several

experimental datasets and its ability to identify potential defects as secondary sources.

This section explores some of the limitations of the SWR process.

3.7.1 Aluminum plate with a single notch

For the first application of the SWR process to an experimental dataset, an isotropic

aluminum plate is investigated. The results will be used to illustrate the effect of

parameters [M,Nσ, Nλ]. Finally the reconstruction will be extrapolated to a region

extending beyond the measured area. The dimension of the considered sample is

600× 600× 2 mm. A 1.4 mm deep notch was created in the specimen. Guided waves

are generated in the specimen by a PZT disk transducer bonded to surface of the

plate 170 mm away from the notch, as represented in blue in Figure 3.11a. Wave

measurement are taken over an area of 124×72 mm2 on a grid of 163×105 = 17, 115

points. The excitation is a f0 = 230 kHz 4-cycle sine burst repeated every 2.3 ms. For

each point the duration of the measurement is 120 µs and the sampling frequency 2.56

MHz. Two time snapshots of the fully measured wavefield at t = 54 µs and t = 70 µs

are shown in Figures 3.10a and 3.10b respectively. In the first snapshot, interaction
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of the low amplitude S0 mode with the notch is visible while the disturbance of the

A0 wavepackets by the notch is noticeable in the second snapshot. According to the

dispersion relations computed with SAFE, the smallest propagating wavelength in

this media and within the range of frequencies is 6.44 mm thus the limit number of

measurement by Nyquist theorem is MNyq = 1, 181.

The reconstruction is attempted in the frequency range between fmin = 130 kHz

and fmax = 340 kHz with M = 450 measurements, corresponding to MNyq = 62%.

The potential sources are regularly distributed with Nλ = 2 potential sources per

wavelength. The considered measurement distribution is jittered as represented in

Figure 3.9. In order to ensure that the PZT transducer is included within the potential

sources, which is necessary to reconstruct the incoming waves, the potential sources

distribution is artificially extended to the coordinate y = −200 mm as displayed by

the black dots in Figure 3.11a. This step is necessary as the PZT is located outside

of the scanned area. The parameter σ is fixed at its default value with Nσ = 2. Note

that this choice is arbitrary and the influence of this parameter will be studied in this

section.

The sparse representation of the wavefield for the sum of the A0 and S0 excitations

is shown in Figure 3.11b. This sparse representation shows the distribution of the

quantity | v̂A0
s | + | v̂S0s | (Equation (3.19)), where v̂A0

s and v̂A0
s have been obtained

by solving the l1-minimization of Equation (3.25) with the SPGL1 solver.

The sparse representation in Figure 3.11b shows two mains features: a line of

sparse active sources approximately at the location of the transducer and a cluster

of active sources at the location of the notch, efficiently locating both the transducer

and the notch.

The reconstruction is then conducted on the grid on which the wavefield was

initially measured, leading to the results of Figures 3.12a and 3.12b, representing

the two times snapshots previously shown in Figures 3.10a and 3.10b. These two
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(a)

(b)

Figure 3.10: Snapshot of the wavefield representing a 4-cycle 230 kHz tone burst
interacting with a notch in a 2 mm thick aluminum plate at (a): t = 54 µs and (b):

t = 70 µs
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Figure 3.11: (a): Discretization of the area of interest: black dots: potential sources
(not all are represented), red circles: measurements used for reconstruction (not all
are represented), blue line: notch, blue circle: PZT transducer and (b): Sparse

representation of the wavefield | v̂sA0 | + | v̂sS0 | obtained with the set of parameters
[M,Nσ, Nλ] = [450, 2, 2]
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snapshots show that the main wavepackets, as well as the interaction with the notch

are reconstructed. The coherence between the fully measured and the reconstructed

wavefields in the measurement region is then computed in order to assess the quality

of the reconstruction. The coherence at the dominant frequency and as a function

of space is shown in Figure 3.13a and the coherence averaged in space as a function

of frequency is shown in Figure 3.13b. The spatial distribution of the coherence at

f0 in Figure 3.13a shows that the value of the coherence is equal to one (represented

in red in Figure 3.13a) everywhere except in the vicinity of the notch. This shows

that the scattering of the waves by the notch is difficult to reconstruct, which is due

to the fact that the model assumes that every source is omni-directional. This is

however not the case for a notch and for most defects in general. The frequency

variation of the coherence in Figure 3.13b shows that the averaged coherence of the

reconstruction is close to one within the frequency band of the excitation. This

example demonstrates that the ability of the SWR process to operate with simple

experimental measurements and to locate a notch along with a transducer located

outside the measured region.

3.7.1.1 Influence of the parameters

In order to judge the influence of the parameters [M,Nσ, Nλ] on the quality of the

reconstruction and the computational time, a sensitivity study is conducted for each

of these parameter for the same dataset. The metric to evaluate the quality of the

reconstruction is the coherence at the dominant frequency averaged in space. The

computational time is the duration of the minimization (Equation (3.16)) obtained

with a single 3.40 GHz CPU and is provided in order to show the evolution of the

complexity of the minimization.

First, [Nσ, Nλ] = [2, 2] is fixed while the number of measurements M varies be-

tween Mmin = 10 and Mmax = 900. The corresponding coherence and computational
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(a)

(b)

Figure 3.12: Snapshot of the reconstructed wavefield representing a 4-cycle 230 kHz
tone burst interacting with a notch in a 2 mm thick aluminum plate with the set of

parameters [M,Nσ, Nλ] = [450, 2, 2] at (a): t = 54 µs and (b): t = 70 µs
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Figure 3.13: (a) Spatial coherence at f0 = 230 kHz between the true wavefield and
the wavefield reconstructed with the set [M,Nσ, Nλ] = [450, 2, 2] and (b) Space
averaged coherence as a function of frequency for the same reconstruction, black

dashed line: frequency boundary of the reconstruction
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time are displayed in Figures 3.14a and 3.14b. These figures show that the coher-

ence reaches a plateau value for approximately M > 100 while the computational

cost increases nearly linearly in logarithmic scale with the number of measurements,

meaning that the optimal choice is to select M slightly greater than 100.

Secondly, the parameters M and Nλ are fixed to the values [450, 2] while the

parameter Nσ varies between 10−1 and 103. As a reminder, the parameter Nσ cor-

responds to the constraint of the minimization function and is defined by Equation

(3.24). The coherence and the computational time of the reconstruction are then

plotted in Figure 3.15a and 3.15b respectively. Note that for Nσ = 0, the zero vector

is the trivial solution of Equation (3.25). Indeed, the constraint of Equation (3.25) is

verified for any value of the vector v̂(f). It is therefore expected that the reconstruc-

tion quality will go down with Nσ. From the coherence plot in 3.15a, it is visible that

the value Nσ = 2 previously used does not provide the best possible reconstruction.

In particular Nσ > 10 leads to a reconstruction coherence close to unity while the

computational time increases roughly linearly in logarithmic scale with Nσ. Note that

the optimal value of Nσ is a function of the measurement noise and the inaccuracies

of the model. Indeed as explained in 3.6.4, the parameter Nσ tunes the upper limit

of the constraint ‖ŷ(f)−H(f)v̂(f)‖22 ≤
‖ŷ(f)‖2

Nσ

.

Finally, the parametersM and Nσ are fixed to the values [450, 2] while the param-

eter Nλ varies between 10−1 and 101. As a reminder, the parameter Nλ was defined

in Equation (3.23) and drives the density of the potential sources distribution. The

coherence and the computational time of the reconstruction are then plotted in Figure

3.16a and 3.16b respectively. The coherence plot shows that a plateau value of the

coherence is achieved for Nλ > 1, meaning that there must be at least one potential

source per wavelength in order to properly reconstruct the wavefield. The plot of

the computational time only shows a linear increase in logarithmic scale in the region

Nλ > 1, while a nearly flat region is observed for Nλ < 1. The computational time hits
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Figure 3.14: Convergence of the reconstruction as a function of the measurements
for [Nσ, Nλ] = [2, 2]. The red dashed line represent the theoretical lower bound
MNyq = 1, 181. (a): Coherence averaged in space at the dominant frequency and

(b): Computational time of the minimization
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Figure 3.15: Convergence of the reconstruction as a function of Nσ for
[M,Nλ] = [450, 2]. (a): Coherence averaged in space at the dominant frequency and

(b): Computational time of the minimization
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a minimum for Nλ = 1. The reason is that for Nλ < 1, there are not enough potential

sources to accurately describe the physical system hence the optimization problem

is ill-posed resulting in a difficult convergence. As Nλ increases, the dimensionality

of the objective function increases dramatically resulting in the linear increase for

Nλ > 1.

As a conclusion, for high enough values of each of the parameters [M,Nσ, Nλ], the

coherence of the reconstruction reaches a plateau value. Furthermore, computational

time increases linearly with respect to these three parameters once the coherence

plateau value is reached meaning that, in practice, the best compromise is to find the

beginning of each plateau to define each parameter. As the sensitivity studies are

computationally expensive, it is counterproductive to do these convergence analysis

for every single reconstruction, hence the following lower bounds are chosen for each

parameter:

M ≥ MNyq

10
(3.26)

Nσ ≥ 2 (3.27)

Nλ ≥ 1 (3.28)

In practice, the parameters are initially fixed to the lower bounds and then grad-

ually increased until satisfying reconstruction (< C(f0) > > 0.9) is achieved.

3.7.1.2 Reconstruction on a larger grid

So far, reconstructions were only conducted over the region covered by the initial mea-

sured grid of points. However, the second step of the SWR process can be conducted

on a grid of larger size and density. As demonstrated with the ongoing aluminum

notched plate example, active sources can be detected outside the window of inspec-

tion, as long as waves of non-negligible amplitude originating from outside the mea-

surement region are measured within the inspection region. This section presents the
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Figure 3.16: Convergence of the reconstruction as a function of Nλ for
[M,Nσ] = [450, 2]. (a): Coherence averaged in space at the dominant frequency and

(b): Computational time of the minimization
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results of the reconstruction on a larger region than the measured region. More specif-

ically the reconstruction is achieved in the region used to define the potential sources

drawn in Figure 3.11a. Note that no measurements were taken in this extended area

hence it is not possible to rigorously compare the results. However as the transducer

is supposedly omni-directional and the media isotropic, it is safe to infer that at a

given time step, the wavepackets should be regularly distributed in a circular pat-

tern around the transducer. Figure 3.17a and 3.17a show the reconstructed extended

wavefield at the same time steps as in Figure 3.12 obtained with the parameters set

[M,Nσ, Nλ] = [450, 2, 2]. Note that in these figures, the area above y > 0 indicated

by the black box is the one previously reconstructed. A first observation is that the

wavepackets are not equally distributed around the transducer located approximately

at (50,−150) mm, more specifically, only the wavepackets directly traveling towards

the region of inspection (black box), i.e., in the North direction, are reconstructed.

It is however understood that the true wavefield should be omni-directional, i.e., the

wavepackets should spread from the transducer in circle. However, as no measurement

were taken in the directions East, West and South with respect to the transducer,

there is no need for the minimizer to build wavepackets in these directions. The recon-

structed wavefield presented in Figures 3.17a and 3.17a is not physically feasible, but

is authorized by the model. This directional solution is selected by the l1-minimizer

because it has a smaller objective function that the true solution. From this result, it

can be concluded that there is no guarantee that the solver will properly reconstruct

the wavefield in directions of propagation not covered by the region of inspection, it

is therefore wise to take sparse measurements in all the directions with respect to the

main source when reconstructing outside the region of inspection.

72



(a) (b)

Figure 3.17: Snapshot of the reconstructed wavefield on a large region including the
transducer, representing a 4-cycle 230 kHz tone burst interacting with a notch in a 2
mm thick aluminum plate with the set of parameters [M,Nσ, Nλ] = [450, 2, 2] at (a):

t = 54 µs and (b): t = 70 µs. The black dashed box represent the region of
inspection

73



3.7.2 Aluminum plate with multiple features

This section demonstrates the ability of the SWR to entirely map the geometry of a

specimen containing multiple features. To this effect, an aluminum plate with multiple

notches is studied. The specimen is a 600 × 600 × 2 mm aluminum plate with four

notches of depth 1.2, 1.4, 1.6 and 1.8 mm whose geometry is depicted in Figure 3.18.

The region of inspection is a 432×416 mm2 region discretized in 193×191 points and

includes the four notches. A PZT disk of 25 mm diameter is bonded at the center

of the inspected region, 150 mm away from each notch. Note that the notches are

not located at equal distance from the edges of the plate so that the transducer is

not located at the center of the plate, as displayed in Figure 3.18. The transducer

is excited by a four-cycle tone burst at 200 kHz. The duration of the measurement

is 800 µs and the sampling frequency 2.56 MHz. The duration ensures that the

wavepackets reflected from the edges are included in the measurements. The smallest

propagating wavelength is 7.1 mm resulting in M region
Nyq = 15, 165 for the inspected

region and Mplate
Nyq = 28, 566 for the entire plate. Another PZT transducer is bonded

outside the measurement region as shown in Figure 3.18. This transducer is not

activated in the experiment and behaves as an added mass. The list of features to

reconstruct is therefore the following: one active PZT transducer, four notches of

different depths, one inactive PZT (added mass) and four edges at different distances

from the transducer.

A time snapshot of the fully measured wavefield at t = 62 µs is shown in Figure

3.19a, where the interaction with three of the notches is clearly visible, while the

interaction of the wavepackets with the shallowest notch is hardly noticeable. A

second time snapshot of the wavefield at t = 124 µs shown in Figure 3.19b shows

reflections from the edges of the plate. In order to ensure that all the features are

included in the model, the active sources region is larger than the plate, as depicted in

by the orange box in Figure 3.18. The reconstruction is then conducted with the set
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Figure 3.18: Schematic of an aluminum plate (black contour) with four notches
(pink), two transducers (green, only one is activated), region of measurements

(blue) and potential sources (orange). All dimensions are in millimeters
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of parameters [M,Nσ, Nλ] = [2000, 10, 2] in a frequency range from 110 to 290 kHz.

The map of the active sources given by | v̂sA0 | + | v̂sS0 | is shown in Figure 3.20 and

exhibits numerous features that will be described in detail in the following. First, the

principal source of the wavepackets, the active PZT transducer, is properly located at

the center of the measurement region (inner black dashed square). The notches are

also properly identified as active sources, with the shallowest notch that may easily be

misinterpreted as noise due to its low intensity. The added mass of the inactive PZT,

located approximately at (220,−45) mm is also properly identified. Finally, instead of

identifying the edges, the solver artificially created several clusters of active sources.

Four of these clusters are the reflections of the transducer with respect to each edge,

thus providing the wavepackets with the following travel history: active PZT-edge-

measurement region, while the other clusters outside the measurement region model

the wavepackets after two reflections, hence with the travel history active PZT-edge-

edge-measurement region.

Using this active source map, the wavefield is then reconstructed on the entire

plate, i.e., on a larger area than the measurement region. The resulting reconstructed

wavefield is displayed in Figures 3.21a and 3.21b for the same two time snapshots pre-

viously presented. Due to the fact that the measurement region and the reconstructed

region are not equal, it is not possible to compare the results directly using the coher-

ence metric. This example illustrates the ability of the process to map the geometry

of the inspected specimen even though some features and the physical boundaries of

the specimen are not included within the measurement region.

3.7.3 Glass fiber composite with Teflon insert

Next, the SWR process is applied to an anisotropic panel containing a Teflon insert

simulating a delamination. The goal of this example is to demonstrate the ability of

the SWR process to operate on anisotropic specimen and to successfully reconstruct a
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(a)

(b)

Figure 3.19: Snapshot of the wavefield representing a 4-cycle 200 kHz tone burst
interacting with four notches in a 2 mm thick aluminum plate (a): at t = 62 µs and

(b): at t = 124 µs
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Figure 3.20: Sparse representation of the wavefield | v̂sA0 | + | v̂sS0 | obtained with
the set of parameters [M,Nσ, Nλ] = [2000, 10, 2] showing the active transducer, the
four notch, the added mass and the clusters of active sources emulating the four
edges. The outside black represents the plate while the inner black box represents

the region of inspection.
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(a)

(b)

Figure 3.21: Snapshots of the reconstructed wavefield on the entire aluminum plate
with the set of parameters [M,Nσ, Nλ] = [2000, 10, 2] (a): at t = 62 µs and (b): at

t = 124 µs
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wavefield despite the presence of a larger defect. The specimen is the 600× 600× 1.6

mm glass fiber plate first presented in Section 2.6. The defect is a circular Teflon

insert of 25 mm diameter inserted between the 2nd and the 3rd ply. Guided waves are

generated by a PZT disk transducer bonded at the center of the specimen, 100 mm

away from the center of the defect. The transducer is excited by a four cycle tone burst

at 300 kHz. The area of interest is 111×106 mm2. The duration of the measurement is

120 µs and the sampling frequency 2.56 MHz. A time snapshot of the fully measured

wavefield at t = 50 µs is shown in Figure 3.22a in which the interaction of the faster

mode (S0) with the defect features standing waves and wavenumbers different than

the one of the pristine regions. Given the geometry and the excitation, the lower

measurement bound imposed by Nyquist theorem is MNyq = 77× 74 = 5, 698.

The PZT transducer is located outside the measurement region, which requires a

grid of potential sources to be defined over an 180× 106 mm area. This ensures that

the origin of the wave is determined from the CS problem solution. A representation

of the area used to define the potential sources regions and the region in which the

measurements are taken is shown in Figure 3.22b. In this case, the acquisition time is

limited to avoid the inclusion of edge reflections. Thus, the need to add the boundaries

of the specimen as potential sources is avoided. The l1-minimization is conducted

for the set of parameters [M,Nσ, Nλ] = [2000, 10, 2] (CR = 65%). The resulting

amplitude of source excitation normalized to unity is shown in Figures 3.23a and

3.23b, respectively for the A0 and S0 mode.

In both figures, two clusters of active sources are visible in correspondence to the

location of the PZT at y = 150 mm, as well as in an area that outlines the shape

of the delamination. The sparse representation of the PZT is a line approximately

15 mm long while the actual transducer is a 12 mm diameter disk. In this case, the

sparse representation of the PZT is neither a circle nor a single point because the

measurements are only taken below the transducer, i.e., for y < 106 mm, so that only
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(a)

(b)

Figure 3.22: (a): Snapshot of the wavefield representing a 4-cycle 200 kHz tone
burst interacting with a circular Teflon in glass fiber plate at t = 62 µs and (b):
Schematic of the region of interest and the potential sources region (not to scale)
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(a)

(b)

Figure 3.23: Sparse representation of the wavefield with the set of parameters
[M,Nσ, Nλ] = [2000, 10, 2] (a): A0 sources (| v̂sA0 |) (b): S0 sources (| v̂sS0 |)
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the wavepackets resulting of the elongation of the transducer along the vertical axis are

measured, as it was the case in Section 3.7.1.2. Two main differences between Figure

3.23a and 3.23b are observed. First, the location of the PZT transducer is sharply

identified for the S0, while the identification for A0 appears less defined. This is

attributed to a mismatch observed upon measurement between actual wavenumbers

and those numerically predicted and used in the basis functions. Such mismatch is

approximately 2% for the A0 mode, while it is less than 1% for S0 mode. The lower

definition of the A0 source results from several active sources being identified by the

l1-minimization, which compensates for the mismatch in wavenumber estimations.

Secondly, the excitation amplitude of the active sources in the delaminated area

appears to be much greater for the A0 mode than for the S0. This is due to the fact

the A0 wavenumber is greater than the S0 one, and better matches the wavenumber

observed within the delaminated region. In fact, the employed basis only includes the

two modal components for the undamaged plate, and has therefore limited ability

to fully reconstruct regions of different wavenumber content. In this case, as the

wavenumber of the standing wave in the delaminated area is not present in the basis

functions matrix H(f) (Equation (3.14)), there exist no sparse representation of

the delamination, hence the delamination is represented by a full circle of active

sources instead of a ring and the wavepackets are not successfully reconstructed in

the delaminated region.

The estimated vector v̂(f) is then used for wavefield reconstruction. The result is

shown for each individual mode in Figures 3.24a and 3.24b respectively, at the time

instant (t = 50µs). The reconstructed wavefield matches quite well the measured one,

with the exception of the delaminated region, where a lower wavenumber is observed.

This is expected given the limited basis used, and its corresponding limited ability to

resolve regions of high wavenumber content.

The coherence of the reconstructed wavefield, given by the sum of the A0 and S0
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(a)

(b)

Figure 3.24: Snapshot of the reconstructed wavefield at t = 62 µs using the
individual modes: (a): A0 mode and (b): S0 mode
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wavefields, is then used to quantify the quality of the reconstruction process. The

spatially averaged coherence as a function of frequency is shown in Figure 3.25a, where

it can be seen that the coherence of the reconstruction is close to one within the limits

of the reconstruction represented by the red dashed lines. Furthermore, the spatially

averaged coherence at the excitation frequency (300 kHz) as a function of the number

of measurements M is shown in Figure 3.25b. This highlights that the number of

measurements required for a coherence C > 0.9 is M = 636, corresponding to a

compression ration CR = 89%. Thus, the proposed sparse reconstruction technique

is able to reconstruct this wavefield with a coherence greater than 0.9 from only 1/10th

the number of measurements required by Nyquist theorem, or only one measurement

every 5 wavelengths. For reference, the coherence at the excitation frequency with

M = 2, 000 is C = 0.951. The fact that the coherence does not reach unity can be

explained by the presence of measurement noise in the true wavefield and the non-

modeled standing wave in the delaminated area, which limits the ability to resolve the

wavefield in the delaminated region which occupies 17% of the area of interest. This

is illustrated by mapping the coherence over the measurement region at the dominant

frequency for M = 2000 in Figure 3.26. This last plot shows a value of the coherence

close to unity in the pristine area, while the value of the coherence is very low in the

delaminated region.

3.7.4 Single frequency reconstruction

This section demonstrates the ability of the SWR process to reconstruct single fre-

quency wavefields as defined in Section 4.3. To achieve this, the fundamental equation

of the SWR process must be solved only at the frequency f0 so that Equation (3.25)

becomes:

minimize ‖v(f0)‖1 subject to ‖y(f0)−H(f0)v(f0)‖22 ≤
‖y(f0)‖2
Nσ

(3.29)
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Figure 3.25: Coherence of the reconstructed wavefield (superposition of A0 and S0)
(a): Coherence averaged in space as a function of frequency and (b): Evolution of

the averaged coherence at the dominant frequency f0 = 300 kHz as a function of the
number of measurements M
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Figure 3.26: Coherence of the reconstructed wavefield at the dominant frequency

No further reformulation of the SWR process is required. In practice, instead of

solving for a range of frequency, the problem is solved for a single frequency. The

challenge is that by reconstructing a single frequency, the quantity of information fed

to the solver is much less than when several frequencies are used, potentially leading

to a low signal-to-noise ratio. For comparison, the SWR process was applied to 54

discrete frequency values in Section 3.7.3.

The single frequency wavefield obtained from the wavefield presented in the pre-

vious section is used to illustrate the process. The single frequency wavefield at the

excitation frequency f0 = 300 kHz obtained by the application of a one dimensional

Fourier Transform to the time dependent wavefield of Section 3.7.3 is displayed in

Figure 3.27.

The parameters of this reconstruction are kept similar to the one of the previous

section. The potential sources are defined on a larger grid up to ymax = 200 mm

in order to include the transducer and [M,Nσ, Nλ] = [2000, 10, 2]. The active source

maps for both the A0 and S0 modes are shown in Figures 3.28a and 3.28b respectively.

As previously observed, the active sources map presents two main features: a

87



0 20 40 60 80 100
0

20

40

60

80

100

x (mm)

y
(m

m
)

Figure 3.27: Single frequency wavefield at f0 = 300 kHz

circular cluster of active sources corresponding to the delamination and a line of

active sources for the transducer. The result of the reconstruction at f0 is displayed

in Figure 3.29. The single frequency wavefield is reconstructed and the delamination

properly located.

3.8 Sources of model-experiment mismatches

Despite the successful application of the SWR process to several sets of data, the

author believes that much greater compression ratios could be achieved with this

technique. Furthermore, the reconstructed wavefields are often noisy and secondary

low-amplitude sources are often scattered throughout the active sources maps. In-

tuitively, if the model was perfectly describing the measured physical phenomena,

reconstruction would require fewer measurements. This section identifies five poten-

tial reasons to justify these imperfections. This are five potential avenues to further

improve the performance of the SWR process. These weak points are associated with

model-experiment mismatch. The sensitivity of the quality of reconstruction with

respect to these sources of mismatch are discussed in the next subsections.
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Figure 3.28: Sparse representation of the single frequency wavefield with the set of
parameters [M,Nσ, Nλ] = [2000, 10, 2] (a): A0 sources (| v̂sA0 |) (b): S0 sources

(| v̂sS0 |)
89



Figure 3.29: Reconstructed single frequency wavefield

3.8.1 Wavenumber mismatch

The first model-experiment mismatch comes from an inaccurate estimation of the

wavenumber k
(µ)
m,s(f) used to generate the basis functions in Equation (3.14). There

are several sources of experimental uncertainty that may lead to inexact dispersion

relations estimation. Mainly, the physical and mechanical properties of the studied

specimen are provided by the manufacturer instead of being directly measured. These

properties uncertainties induce errors. This includes, but is not limited to: elasticity

modulus, Poisson ratio, layer thickness and ply orientation of each layer. Another

potentially source of inaccuracy comes from the measure of the grid of inspection by

the operator through the SLDV software. This measure provides location of each point

in space. Understanding that perfectly estimating wavenumbers is incompatible with

scaling up the inspection technique to numerous specimens, this section quantifies the

potential loss of reconstruction quality induced by an inexact wavenumber estimation.

The reconstruction of the wavefield presented in Section 3.7.1 is investigated. This

wavefield is chosen because an extensive analysis of the parameters was presented
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Figure 3.30: Sensitivity of the reconstruction coherence as a function of the
wavenumber scaling parameter γ

in Section 3.7.1.1. Based on these results, the following set of parameters is used

[M,Nσ, Nλ] = [300, 10, 2]. The reconstruction is conducted with the wavenumber

scaled by a parameter γ according to the following equation:

∀µ, k(µ),γm,s (f) = γk(µ)m,s(f) (3.30)

where γ varies between 0.5 and 1.5, representing inexact wavenumber estimation as

important as 50%. The coherence of the reconstruction averaged in space at the

dominant frequency f0 = 230 kHz is recorded, leading to the Figure 3.30. From this

plot, it can be concluded that the SWR process is sensitive to the accuracy of the

wavenumber estimation within ±10% of the exact value of the wavenumber. Outside

this range, the reconstruction decays slowly as γ evolves. In practice, it was observed

that wavenumbers estimated by SAFE is usually 1 to 5% off the measured values,

which bounds the negative consequences of this mismatch. Furthermore, this analysis

shows that using the exact wavenumber can increase the reconstruction quality.
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3.8.2 Amplitude decay mismatch

The second model-experiment mismatch comes from the theoretical energy decay used

to generate the basis functions. In Equation (3.14), the energy decays with the inverse

of the square root of the distance from the source, or 1/
√
dm,s. This assumes that the

amplitude is driven by the geometric spreading only and all the energy dissipation

phenomena [122] are neglected. Even though this assumption may be satisfying for

low attenuation specimens such as aluminum, it may not be the case for glass fiber

specimens for example. It is possible to modify this model by changing the exponent

of the denominator in Equation (3.12). Empirical model or experimental calibration

can be used to determine the value of this exponent. In order to judge the effect of

this mismatch, the amplitude of the mode shapes used in the reconstruction of the

analytical wavefield of Section 3.6.2 is modified according to the following equation:

h(µ),δm,s (f) =
e−ik

(µ)
m,s(f)dm,s

d
1
2
+δ

m,s

(3.31)

where the parameter δ tunes the amplitude decay of the model. By default δ = 0.

Figure 3.31 shows that the coherence of the reconstruction is also sensitive to the

choice of the attenuation parameter, but the error induced by the choice of an inexact

attenuation parameter is bounded in Figure 3.31.

3.8.3 Amplitude directionality

The third model-experiment mismatch comes from the amplitude directionality of the

wavepackets. Amplitude directionality can originate from two physical phenomena:

First, amplitude of wavepackets vary with the direction in anisotropic specimens [123].

Secondly, the transducer and its coupling with the specimen may induce directionality.

It was indeed observed experimentally that the amplitude of wavepackets may be

directional even in isotropic material due to an unequal thickness of the coupling

layer between the specimen and the transducer or an uneven electric field in the
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Figure 3.31: Sensitivity of the reconstruction coherence as a function of the
amplitude decay parameter δ

transducer disk. Moreover, scatterers, interpreted in the model as omni-directional

secondary sources are almost always directional [118]. Due to the fact that this effect

is dependent on multiple parameters, no sensitivity study is conducted for this effect.

3.8.4 Source discretization

Source discretization can induce model-experiment mismatch as well. Indeed, no

physical feature emitting, reflecting or scattering wave is truly punctual. Typically,

the surface of contact between a PZT disk transducer and a specimen is a disk of

10 to 20 mm diameter (depending on the size of the transducer) which will result in

about 1 to 100 potential sources (depending on the value of the ratio λ/Nλ defined in

Equation (3.23)). Furthermore, even if a PZT could be described by a single source,

it would require that this source is exactly located at the center of the transducer

to avoid phase shifts. For example in the reconstruction of the analytical wavefield

presented in section 3.6.2, the main source of error comes from the imperfectly located

source.
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3.8.5 Measurement noise

Finally, the measurement noise is not included in the model and can be a source of

significant mismatch. In the context of this research, the electronic noise is mostly

negligible as most of the noise comes from the quality of the reflection of the laser

beam of the SLDV on the specimen, and can be mitigated through preparation of

the specimen. For example covering the specimen with a reflective paint or tape

will greatly reduce the measurement noise. Moreover, the measurement noise can

be reduced by averaging the measured signal. For time scan, this means measuring

multiple time each point and average the results. A short noise sensitivity study is

conducted here with the analytical wavefield of Section 3.6.2. In order to emulate the

noise, the measurements are artificially modified according to the following equation:

∀m, ∀f,yζ
m(f) = ym(f)× (1 + ζ · rand(−1, 1)) (3.32)

where ζ is a scaling parameter of the random number included between −1 and

1 denoted rand(−1, 1). The evolution of the coherence averaged in space at the

dominant frequency is then displayed in Figure 3.32.

From this result, it can be observed that the reconstruction quality is not signifi-

cantly decreased by the measurement noise as long as the noise is kept below 20% of

the signal strength.

3.9 Conclusions

This chapter presented the Sparse Wavefield Reconstruction (SWR), a technique able

to reconstruct wavefields and identify defect locations from sparse measurements and

the knowledge of the dispersion relations of the specimen. The SWR technique has

been applied to several datasets in order to evaluate its performance. Compression ra-

tios of the order of 90% have been achieved. The influence of the numerical parameters

has been discussed, as well as the sensitivity of the mismatches model-experiment on
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Figure 3.32: Sensitivity of the reconstruction coherence as a function of the noise
scaling parameter ζ

the quality of the reconstruction. These sources of mismatch affect the basis functions

used for the reconstruction. This technique fulfills the second objective and partially

fulfills the first objective described in Section 1.5, namely defect detection and lo-

calization, as well as acquisition time reduction. The following chapter will present

the approach for damage quantification which leads to three-dimensional maps of the

detected defect.
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CHAPTER IV

THE FREQUENCY DOMAIN INSTANTANEOUS

WAVENUMBER

4.1 Chapter overview

Guided wavefields provide an abundance of information regarding the health of the

waveguide. Especially, it has been proven in [124] that the value of the wavenumber

of the Lamb waves changes locally in the presence of a defect. This information was

later exploited in [24] to highlight the change of wavenumber over a delaminated area.

In this chapter, two techniques able to quantify a local wavenumber value, namely

the Instantaneous Wavenumber (IW) and the Frequency Domain Instantaneous Wave-

number (FDIW), are investigated. The IW converts every time frame of a wavefield

into the local quantification of the wavenumber, while the FDIW estimates the local

wavenumber content at a single frequency. Since the FDIW is related to a single

frequency, its result can be used to obtain a local quantitative value representing the

depth of a defect in terms of an Effective Thickness (ET).

The IW technique is first presented along with the FDIW technique. Next, the

process to quantify defect depth from a wavenumber map is presented. A section

is then devoted to the validation of the ability of the FDIW to measure directional

wavenumbers. Finally, results are shown to demonstrate the ability of the technique

to detect and quantify defects.
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4.2 Instantaneous Wavenumber

The IW technique relies on the instantaneous wave vector analysis [125]. The idea to

apply the instantaneous wave vector analysis to quantify the wavenumber of wave-

field was initially described in [126]. This section presents the development of the

IW, shows its application to a multi-modal analytical wavefield and highlights its

limitations.

4.2.1 Model

Given a wavefield function of time and space w(x, y, t), the Instantaneous Wavenum-

ber (IW) is computed by deriving the phase of the analytical signal of the wavefield.

The analytical signal is computed using the Hilbert transform [127, 128]. The Hilbert

transform is a linear operator acting on a function f(x). It can be interpreted as the

convolution between f(x) and the function h(x) = 1/πx. As h(x) is not integrable at

zero, the Hilbert transform is defined as the Cauchy principal value (denoted p.v.) of

the convolution of f(x) and h(x):

H(f)(x) = p.v. (f ∗ h) (x) = p.v.

∞∫

−∞

f(x)h(x− ξ)dξ =
1

π
p.v.

∞∫

−∞

f(x)

x− ξ
dξ (4.1)

The Hilbert transform efficiently shifts the phase of its input by π/2 in the complex

plane. Similarly, the Hilbert transform can operate along three dimensions individu-

ally, as detailed in [129].

Next, the analytical signal of a wavefield w(x, y, t) is defined by [130]:

g(x, y, t) = w(x, y, t) + iH(w(x, y, t)) = A(x, y, t)eiθ(x,y,t) (4.2)

where A(x, y, t) and θ(x, y, t) are the instantaneous amplitude and the instantaneous

phase, and are given by:
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A(x, y, t) =
√
w(x, y, t)2 +H(w(x, y, t))2 (4.3)

tan(θ(x, y, t)) =
H(w(x, y, t))

w(x, y, t)
(4.4)

In the case of a wavefield, A(x, y, t) and θ(x, y, t) provide a local and an instanta-

neous value of the amplitude and the phase of the wavefield.

It is common practice to observe the absolute value of the analytical signal given by

| g(x, y, t) |= A(x, y, t), called envelope, to locate the energy of the wave in space and

time, thus allowing easy measurement of the group speed of the guided waves [131].

For example, Figure 4.1a shows the envelope (dashed line) of a decaying harmonic

signal (solid line), which is directly related to the location of the energy at a given

time instant. Furthermore, by analogy between Equation (4.2) and Equation (2.11),

it can be observed that the instantaneous phase is expressed as a function of the

wavenumber k and the position vector r by:

θ(x, y, t) = k · r − ωt = kxx+ kyy − ωt (4.5)

where kx and ky denote the wavenumber in the direction x and y respectively. The

wavenumbers can then be obtained by the first order derivative of θ(x, y, t):

kx(x, y, t) =
∂θ(x, y, t)

∂x
(4.6)

ky(x, y, t) =
∂θ(x, y, t)

∂y
(4.7)

Hence the first order spatial derivatives of the phase of the analytical signal provide

the wavenumber in the Cartesian directions. The difficulty resides in calculating

the instantaneous phase θ(x, y, t). Indeed, as the phase is defined by an arctangent

function (Equation (4.4)), lies between [−π, π] and is periodically discontinuous with

discontinuities of amplitude 2π as shown by the solid line of Figure 4.1b.
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Figure 4.1: (a) Harmonic signal of decaying amplitude (solid line) and its envelope
computed with Equation (4.3) and (b) corresponding wrapped phase θ(x) (solid

line) and unwrapped phase θu(x) (dashed line)
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A common practice when dealing with this issue is to unwrap the phase, i.e.,

shifting the phase of +2π every time a discontinuity is detected, as illustrated by the

dashed line in Figure 4.1b. The unwrapped phase is denoted θu(x, y, t).

However, unwrapping the phase is not always a straightforward operation, espe-

cially in the presence of measurement noise. To avoid the phase unwrapping operation,

an alternative computation of θ(x, y, t) is proposed by Rogge and Parker in [126]. Let

the natural logarithm of the analytical signal be:

log(g(x, y, t)) = log (A(x, y, t)) + iθ(x, y, t) (4.8)

Then, according to Equations (4.6) and (4.7), the wavenumber kx can be written as:

kx(x, y, t) =
∂θ(x, y, t)

∂x
= I

(
∂

∂x
ln(g(x, y, t))

)
= I

(
1

g(x, y, t)

∂g(x, y, t)

∂x

)
(4.9)

ky(x, y, t) =
∂θ(x, y, t)

∂y
= I

(
∂

∂y
ln(g(x, y, t))

)
= I

(
1

g(x, y, t)

∂g(x, y, t)

∂y

)
(4.10)

where I denotes the imaginary part. Note that, during the calculation of these

quantities, the spatial derivative is achieved by a finite different scheme. With this

formulation, the denominator g(x, y, t) is not equal to zero as long as the envelope

is non-zero, which only happens in regions where no wavepackets are present. In

practice, treating the problem this way shifts the numerical difficulty from unwrapping

the phase to computing a finite difference.

Finally, the Instantaneous Wavenumber, denoted IW (x, y, t), is given by the mag-

nitude of the wavenumber vector:

IW (x, y, t) =
√
kx(x, y, t)2 + ky(x, y, t)2

= I


 1

g(x, y, t)

((
∂g(x, y, t)

∂x

)2

+

(
∂g(x, y, t)

∂y

)2
) 1

2




(4.11)
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In words, IW (x, y, t) is the value of the wavenumber at the location (x, y) of the

wavefield at the time instance t. To smooth the result and attenuate the effect of the

measurement noise, a median filter is applied to the IW map. The median filter is a

nonlinear filtering filter [132] that mitigates the effect of the noise by smoothing the

peak values of a signal.

4.2.2 Results: Analytical wavefield

For illustration purposes, a wavefield is created analytically with two waves of wavenum-

bers 11 and 5 rad/m. A time snapshot of this wavefield is displayed in Figure 4.2a.

The corresponding IW computed using Equation (4.11) is shown in Figure 4.2b. Three

regions are clearly visible in the IW map: the light blue and the orange regions show

the annular regions characterized by wavenumbers of 5 and 11 rad/m respectively.

The third region, located between the other two, exhibits a wavenumber value of zero,

meaning that no wave is present in this region. As this data was created numerically,

i.e., there is no measurement noise, the value of the IW in the non-illuminated region

corresponding to the undetermined case in Equation (4.11), is equal to zero.

4.2.3 Results: Experimental wavefield

The IW process is then applied to an experimental wavefield. The specimen is the

glass fiber specimen introduced in Section 2.4. The excitation function is a four-cycle

tone burst of center frequency 300 kHz and the size of the inspected region is 112×106

mm centered on the delamination. Two time snapshots of the wavefield are shown

in Figure 4.3a and 4.3b, corresponding to t = 39 µs and t = 66 µs after the excita-

tion. The S0 mode interacting with the defect is visible in the first snapshot while

the second snapshot includes both modes plus the standing wave in the delaminated

area. The corresponding IW maps in Figure 4.4a and 4.4b show the regions with no

wave of wavenumber included between 150 to 250 m−1. This is due to the mathe-

matical indetermination in Equation (4.11) and this value has no physical meaning.
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(a)

(b)

Figure 4.2: (a): Snapshot of a wavefield created analytically with wavepackets of 5
and 11 rad/m and (b): Corresponding IW (x, y) at the same time instance

highlighting the wavenumbers of the two wavepackets
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Furthermore, the wavenumber of the S0 is found to be roughly equal to 72 m−1 in

the top half of Figure 4.4a and the wavenumber of the A0 mode to be within 190

and 210 m−1, which is in agreement with the dispersion relations of this specimen

shown in Figure 2.5b. Note that the circular defect is characterized in the two IW

maps by an area of greater wavenumber values. This is due to the fact that there is

a higher wavenumber mode which does not obey the dispersion relation of the pris-

tine specimen in the delaminated region. This confirms the fact that measuring the

wavenumber as a function of space can lead to an efficient defect location and shape

estimation.

Even though the IW quantifies the wavenumber of a wavefield locally and at

every time instant and has the ability to estimate the shape of the defect, it has

two majors shortcomings. First, the IW only provides information if a wavepacket

is present in the inspected region, as visible in Figures 4.2b, 4.4a and 4.4b. Where

no wavepacket is present, no information regarding the health of the specimen is

available. Furthermore, if two wavepackets are superimposed, as it is often the case

with multi-modal dispersive phenomena such as Lamb waves, the value of the IW

fluctuates between the values of the wavenumbers of the modes. This makes the

use of IW impractical as multiple time snapshots must be observed simultaneously in

order to cover the entire inspected region. Secondly, the wavenumber value computed

by IW cannot be analyzed for depth estimation purposes as it is not related to a

single frequency. Indeed, as discussed in Section 2.2, the wavenumber is a function

of frequency. Hence, besides observing relative local values of the wavenumber in

function of time, it is not possible to quantify the depth of a defect using the IW.

4.3 Frequency Domain Instantaneous Wavenumber

Given the intrinsic limitations of the IW described in the previous section, the Fre-

quency Domain Instantaneous Wavenumber (FDIW) is introduced [133] and [134].
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(a)

(b)

Figure 4.3: Application of the IW: (a) and (b): Snapshot of the studied wavefield at
t = 39 µs and t = 66 µ
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(a)

(b)

Figure 4.4: Application of the IW: (a) and (b): IW maps at t = 39 µs and t = 66 µs
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The idea behind the FDIW is to apply to IW to a single frequency wavefield.

Using a single frequency solves the two limitations previously presented: steady state

wavepackets cover the entire region of interest and the estimated wavenumber is

directly related to a single frequency, thus it is a physically meaningful quantity that

can be used for damage quantification. One downside arises when working with steady

state datasets however: the measured wavefield is the superposition of all the Lamb

wave modes responding to the excitation and their reflections from the edges and the

features of the specimen.

Two different manners to obtain single frequency wavefields are presented in this

section along with an illustrative result of the FDIW technique.

4.3.1 Single frequency wavefield from a time scan

The most intuitive method to obtain a single frequency wavefield is to extract the sin-

gle frequency component of a time dependent wavefield. This is achieved by applying

a one-dimensional Fourier Transform (FT) in time to the wavefield and extracting a

frequency component, typically the excitation frequency. This operation is denoted

as:

w(x, y, t)
1D FT−−−−→ Ŵ (x, y, f0) (4.12)

This method provides the possibility to remove the edge reflections by truncating

the time vector before reflections affects the wavefield in the measurement region.

The single frequency wavefield obtained from the time scan presented in the previous

section is shown in Figure 4.5a.

4.3.2 Single frequency wavefield from a Fast Scan

A single frequency wavefield can also be obtained by continuously exciting a specimen

at a given frequency f0. The Polytec SLDV PSV-400 has an option called fast scan

whereby the complex value of the out-of-plane velocity at the frequency of excita-

tion is recorded. Note that even though this method seems similar to the previous
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Figure 4.5: Single frequency wavefield W300 kHz(x, y) obtained by (a): time scan and
(b): fast scan
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one, the two methods are very different in both signal-to-noise ratio and duration of

acquisition. Indeed, as the excitation is a continuous sinusoid, there is no need to

wait for the plate to be at rest in between measurements, hence the acquisition is

much faster. However the measurement is corrupted because of two reasons. First,

the steady state response of the specimen contains the superposition of a very high

number of reflected modes from the boundaries and the other features of the spec-

imen. Even though these reflected waves are small in amplitude compared to the

waves directly incoming from the transducer, they corrupt the interrogating incident

wave. Secondly, the risks of overheating the transducer with a continuous excitation

is greater than with tone burst excitations, hence the amplitude of the excitation

needs to be reduced so the transducer is not damaged. In practice, fast scans acqui-

sitions obtained from traditional PZT transducers are about one order of magnitude

faster than regular time scans but the signal-to-noise ratio is also smaller. A single

frequency wavefield W300 kHz(x, y) obtained from a fast scan at 300 kHz on the same

region as the time scan presented in the previous section is shown in Figure 4.5b.

Note that independently on the method used to obtain it, the single frequency wave-

field is always a complex quantity. For simplicity, only the real parts are displayed in

Figures 4.5a and 4.5b.

4.3.3 Wavenumber map

Even though the excitation frequency is often kept below the cutoff frequency of

the A1 mode, it is crucial to separate the A0 and S0 modes before applying the

wavenumber technique. The technique to filter modes is not specific to the appli-

cations presented in this chapter, but can be used to separate the modes of any

dispersive multi-modal physical phenomena. This mode filtering technique used in

this research was developed in [11, 12]. The resulting A0-only wavefieldWA0
300 kHz(x, y)

obtained from the time scan is shown in Figure 4.6.
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Figure 4.6: Single frequency A0-only wavefield WA0
300 kHz(x, y)

The Frequency Domain Instantaneous Wavenumber (FDIW) is the IW technique

applied to a single frequency wavefield instead of a time dependent wavefield. By

analogy with the IW technique, the local value of the wavenumber is estimated by

deriving the phase of the signal according to the equation:

FDIW (x, y) = ∇∠W
(µ)
f0

(x, y) (4.13)

where ∇ and ∠ represent the first order spatial derivative and the phase function,

respectively. The single mode single frequency wavefield W
(µ)
f0

(x, y) can be obtained

either from a time scan or a fast scan. Note that as W
(µ)
f0

(x, y) is a complex quantity,

therefore there is no need to use the Hilbert transform to compute the phase. The

phase can be similarly computed with integrated unwrapping functions or by using

the alternative technique presented for the IW in Equation (4.11). As a side comment,

2D phase unwrapping techniques such as the ones developed in [135] and [28] can be

used to compute the phase over the region of interest. However, the only advantage

of the 2D unwrapping techniques is to translate the phase of each point by a constant

value with respect to its neighbors to obtain a continuous 2D phase map. Because in
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Figure 4.7: FDIW map of the single frequency A0-only wavefield at 300 kHz

the FDIW process the phase is immediately derived, it is not necessary to estimate

the value of this constant that would be lost in the derivation.

As the derivative operation amplifies the impact of the noise on the quality of the

data, it is wise to smooth the phase with an averaging filter window. In practice,

a average filter window of five points is used to smooth all the phase vectors before

applying the spatial differential.

Figures 4.7 present the application of the FDIW technique to the A0-only single

frequency wavefield presented in Figures 4.6 thus creating the A0 wavenumber map.

This map clearly shows a circular region with a greater wavenumber than the back-

ground. The size and the area of this region matches nicely the known delamination

of the specimen. The FDIW is therefore capable of quantifying the wavenumber of

the entire region of interest by transforming a single picture.

4.4 Depth quantification: Effective Thickness

The goal of this section is to relate the local value of the wavenumber to the depth of

the defect. This section first develops the model to deduce a depth information from
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Figure 4.8: Schematic of the Effective Thickness as a function of the depth of the
defect

a wavenumber value and then presents the application of the model to the wavefield

studied in the previous section.

The model assumes that the delaminated region of a plate obeys the dispersion

relations for the group of layers on either side of the delaminated interface. Figure

4.8 shows the 2D schematic of the 8-layer plate with a delamination under the second

ply. According to the assumption above, at the location of the delamination, two

sub-plates support the propagating wave: a plate made of two layers above and a

plate made of six layers below the delamination. The Effective Thickness (ET) is

the number of layer in each of the sub-plate. In other words, the ET is the number

of ply seen by the guided wave. Note that for a pristine area of a plate, the ET is

equal to the number layers of the plate. If a delamination is present, the ET takes a

local value equal to the number of layers between the delamination and the scanned

surface, thus revealing the depth of the defect.
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The process to convert the wavenumber to an ET value is the following:

• The dispersion relations are computed for each possible sub-plate. See Figure

4.9a for the dispersion relations of the A0 mode of all the sub-plates of the

studied layered specimen.

• For each sub-plate, a single scalar value corresponding to the appropriate direc-

tion of propagation θ, mode µ and frequency f0 is extracted, thus creating the

function k
(µ)
f0,θ

(ET ), which is the unique relationship between the wavenumber

and the ET represented in Figure 4.9b.

• Each point of the FDIW map is then mapped to its corresponding ET value by

finding the closest match in the k
(µ)
f0,θ

(ET ) function.

Figure 4.8 shows which set of ET value would be measured in function of which

surface was inspected: if the top surface is inspected, the ET would take the values

[8, 2, 8] while the ET values would be [8,6,8] if the inspection was made on the opposite

side.

The ET map conversion process is applied to the previous A0 wavenumber map

obtained using the FDIW method at 300 kHz and yields the ET map of Figure 4.10.

Note that as the variation of the A0 wavenumber as a function of the ET is much

greater than the one of the S0 wavenumber (Figure 4.9b). Therefore the A0 mode

appears better suited for depth quantification. This ET map thus quantifies the

in-plane (2D location) and the out-of-plane (depth) of the defect and can also be

represented in 3D as shown in Figure 4.11.

The ET map in Figure 4.10 shows a circular damage of approximate diameter

between 25 and 26 mm (actual diameter is 25.4 mm) and of average ET 2.7 (actual

depth is 2 layers). Note that even if the location and shape of the defect are properly

quantified, the depth quantification is not exactly equal to 2 over the whole delam-

ination. In general, the depth quantification provides an estimation of the depth of

112



−400 −200 0 200 400

−500

−400

−300

−200

−100

0

100

200

300

400

500

kx (1/m)

k
y
(1
/
m
)

(a)

1 2 3 4 5 6 7 8
0

100

200

300

400

500

Effective thickness (number of undamaged ply)

W
av
en
u
m
b
er

(1
/
m
)

(b)

Figure 4.9: (a) Dispersion relation for the A0 mode at 300 kHz (kA0,300 kHz) in the
glass fiber specimen for each set of upper layer, red: layer [0], green: layer [0, 90] etc.
until black: layer [0, 90,+45,−45]s and (b) Wavenumber of the A0 (squares) and S0
(circles) modes at 300 kHz in the vertical direction in the glass fiber specimen as a

function of the Effective Thickness
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Figure 4.10: Effective thickness map obtained from the A0-only wavefield

Figure 4.11: 3D representation of the Effective Thickness map obtained from the
A0-only wavefield
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the defect correct at plus or minus one layer. This inexact estimation may be due to

two factors: First the physical properties used to generate the dispersion relations are

not exact, thus inducing error in the wavenumber versus ET relationship. The second

factor is directly related to the model detailed in Figure 4.8. The two sub-plates of

2 and 6 layers separated by a Teflon disk do not behave as true free plates because

of the contact with the Teflon disk. This contact potentially changes the boundary

conditions thus changing the wavenumber of the modes propagating in the defect

area, eventually resulting in an inexact ET estimation. Hence it is concluded that

the ET map only provides an approximate value of the depth of the defects.

It is important to note that in parallel to the development of the ET metric by

the author, other research groups have obtained similar result such as [136], in which

depths of blind holes in aluminum are estimated through a similar process and [137],

which refine the concept of ET by using several frequency values to obtain a better

depth estimate.

4.5 Validation: Identification of the directional wavenumber

This section validates experimentally the ability of the FDIW to properly measure a

wavenumber as a function of the direction in both isotropic and anisotropic materials.

To this effect, three wavefields measured on three distinct materials are studied.

For each wavefield, the FDIW map is computed and the value of the FDIW at a

distance R = 50 mm from the transducer is extracted as a function of the direction

θ. The result is then compared with the wavenumber estimated by SAFE and the

one obtained by applying a FT to the wavefield. In addition this section evaluates

the accuracy of the wavenumber obtained by the FDIW technique and its ability to

identify potential experimental limitations.
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4.5.1 Aluminum plate

First, a 2 mm thick aluminum plate is studied. Lamb waves are generated by a PZT

disk bonded on the surface of the plate. The region of inspection is a pristine area of

209× 210 mm2 discretized in 94× 97 points. The excitation function is a four-cycle

tone burst of center frequency 190 kHz. The representation of the 190 kHz A0-only

wavefield in the wavenumber domain is shown in Figure 4.12a. As expected, because

the material is isotropic, the dispersion relations are represented by a circular contour.

The FDIW is then applied to the single frequency A0-only wavefield. The value of

the FDIW is then extracted along a 50 mm radius circle centered on the transducer,

leading to the wavenumber-direction relationship displayed in Figure 4.12b by the

solid line. For comparison purposes, the wavenumber obtained by SAFE is shown in

Figure 4.12b by the dashed line.

According to Figure 4.12b, the wavenumber calculated by the FDIW technique is

very close to the theoretical value predicted by SAFE. However, the FDIW wavenum-

ber oscillates around the theoretical value as a function of the direction, which is

mainly due to the experimental noise, but overall, the FDIW accurately predicts the

wavenumber within a ±2% accuracy window for this isotropic specimen.

4.5.2 Carbon fiber reinforced polymer panel

Secondly, a 600×600×1 mm 8-layer Carbon-FiberReinforced Polymer (CFRP) plate

is studied. The layup of the plate is [0o, 90o, 0o, 90o]s. A PZT transducer is bonded at

the center of the plate. The region of inspection is a 183× 171 mm2 region centered

on the transducer and discretized in 79 × 79 points. The transducer is excited by

a four-cycle sine burst at 200 kHz and each point is measured during 400 µs. The

steady state response of the A0 mode is then extracted at the excitation frequency.

The Fourier representation of the A0-wavefield is shown in Figure 4.13a.

The FDIW is then applied to the A0-only single frequency wavefield and the
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Figure 4.12: Aluminum specimen (a): Dispersion relations of the 190 kHz A0-only
wavefield obtained by Fourier Transform and (b): Wavenumber as a function of the
direction at 190 kHz computed by the FDIW technique (solid line) and calculated

by SAFE (dashed line)
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wavenumber values are extracted 50 mm away from the transducer, leading to the

solid line representing the wavenumber as a function of the direction in Figure 4.13b.

The wavenumber predicted by SAFE is shown in Figure 4.13b by the dashed line. The

calculated wavenumber matches properly the SAFE value within an error bounded by

±5%, thus demonstrating the ability of the FDIW to detect directional wavenumber

change.

4.5.3 Glass fiber reinforced polymer panel

Finally, a 600 × 600 × 1 mm 8-layer glass fiber plate is studied. For the purpose of

this example, the time window is truncated before the A0 mode reaches the delami-

nation. This dataset is effectively the one of Section 2.6, truncated in time to prevent

reflections from the defect. The transducer is excited by a four-cycle sine burst at

200 kHz and each point is measured during 75 µs. The Fourier representation of the

200 kHz A0-only wavefield is shown in Figure 4.14a.

The FDIW value is then computed and extracted on a 50 mm radius circle centered

on the transducer. The wavenumbers are then compared in Figure 4.14b. For this

dataset, it is important to highlight that even though the illumination is poor in

the vertical direction, the measured wavenumber fits satisfyingly the predicted value.

Overall, the wavenumber is correctly estimated in every direction within a tolerance

of ±5%.

4.5.4 Discussion

This section validates the ability of the FDIW to measure a directional wavenumber

and quantifies the accuracy of the calculation of the wavenumber. In the cases pre-

sented, the error is bounded by ±5%. In the meantime, the FDIW technique was

successfully applied to three distinct materials. Finally, it is good to notice that the

FDIW is a purely experimental technique that requires a very little amount of data

to compute the wavenumber-direction relationship. In the cases presented here, the
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Figure 4.13: Carbon fiber reinforced polymer specimen (a): Dispersion relations of
the 200 kHz A0-only wavefield obtained by Fourier Transform and (b):

Wavenumber as a function of the direction at 200 kHz computed by the FDIW
technique (solid line) and calculated by SAFE (dashed line)
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Figure 4.14: Glass fiber reinforced polymer specimen (a): Dispersion relations of the
200 kHz A0-only wavefield obtained by Fourier Transform and (b): Wavenumber as
a function of the direction at 200 kHz computed by the FDIW technique (solid line)

and calculated by SAFE (dashed line)
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Figure 4.15: Schematic of the aluminum beam of varying thickness

FDIW could have been computed from the measurement of an annular region of space

around the source while the FT requires to measure a dense and large regular grid of

points.

4.6 Damage quantification results

This section aims at establishing the range of abilities, the functional limitations and

the potential shortcomings of the FDIW technique. To this effect, diverse materials

and structural defects are studied. Critical parameters for each dataset are presented

and conclusions are drawn based on the results shown.

4.6.1 Aluminum beam with varying thickness

The ability of the FDIW technique to measure thickness through the ET metric is

demonstrated. To this end, an aluminum beam of dimension 534 × 45 × 6.4 mm is

studied experimentally. The beam is separated in three sections and the thickness

of the middle section is reduced by a factor of two, as depicted in Figure 4.15. The

resulting beam is a waveguide of varying thickness. A PZT transducer is placed at

one end of the beam and excited by a four-cycle sine burst centered at 117 kHz. This

frequency was selected by interrogating the specimen with a broadband excitation

below the first cut-off frequency and selecting the frequency leading to the greater

amplitude of excitation. The A0-only single frequency wavefield measured at the

middle of the beam is displayed in Figure 4.16 where the coordinate y denotes the

position along the length of the beam.

The FDIW calculation is then applied to the A0-only wavefield leading to the
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Figure 4.16: A0-only wavefield at 117 kHz at the middle of the beam

FDIW plot of Figure 4.17a. The three regions are clearly delimited by different

wavenumbers in the FDIW plot, thus highlighting a change in the thickness of the

structure. Using the computed aluminum wavenumber-thickness relationship, the

FDIW plot is converted to the ET plot in Figure 4.17b to provide an estimate of the

thickness of the beam at each point. The three regions of different thicknesses are

clearly separated in the ET map and the value match the true thicknesses displayed

by the red dashed lines in Figure 4.17b. The ET plot therefore measures the thickness

of the beam with high fidelity in both regions.

4.6.2 Aluminum plate with notch

This section demonstrates that beyond its main application, the FDIW is also an

effective tool to detect wavefield discontinuities with thickness reduction areas of

nearly zero, as in the case of a crack or a thin notch. To this effect, a 10 mm wide, 2

mm long and 1.4 mm deep notch is created in a 2 mm thick aluminum plate. Lamb

waves are generated by a PZT transducer bonded 150 mm away from the notch and

recorded in a 124 × 72 mm2 area discretized in 163 × 105 points centered on the
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Figure 4.17: Aluminum beam of varying thickness (a): FDIW plot, red dashed lines:
SAFE predictions and (b): ET map, red dashed lines: true thickness
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Figure 4.18: Single frequency A0-only wavefield

notch. The A0-only single frequency wavefield is displayed in Figure 4.18. Even

though a change of wavenumber at the location of the notch is not directly visible to

the naked eye, the wavepackets are clearly scattered by the notch as two tails in the

wavefield are observed, characterized by phase discontinuities. The FDIW process

is then applied to this wavefield leading to the map of Figure 4.19. There are three

characteristic features in the FDIW standing out of the background wavenumber

value. First, the notch is represented by a higher wavenumber in an ellipsoidal shape,

roughly estimating the dimensions of the notch. The other two features are the two

tails previously mentioned. These tails do not directly identify a defect location, but

identify a discontinuity in the phase of the propagating wavepackets. In a more general

case, these tails are always observed in the FDIW maps when a sharp discontinuity

is present, hence lead to the location of the discontinuity by following the tail back

to its origin.
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Figure 4.19: FDIW map of an aluminum plate with a notch

4.6.3 Carbon fiber plate with Teflon insert

For the sake of completeness, an anisotropic carbon fiber composite plate made of

unidirectional layers of layup [0o, 90o, 0o, 90o]s is studied. Teflon inserts were inserted

in the plate during the manufacturing. For this plate, Teflon objects with the shape

of a peanut were inserted in between all the inner layers aligned with the direction

of the fiber at the same location, leading to a single helix-shaped defect of about 20

mm diameter located 100 mm away from the center. A PZT transducer is bonded

to the center of the plate and excited by a four-cycle tone burst of center frequency

200 kHz. The wavefield is recorded on a 102× 100 mm2 area discretized in 179× 181

points around the defect. The A0-only wavefield is displayed in Figure 4.20a along

with the corresponding FDIW map in Figure 4.20b. The values of the wavenumber

different than the one in the background displayed in blue, show the spatial extend of

the defect and an estimate its shape. In order to estimate the depth of the defect, it

is necessary to use the wavenumber-ET relationship in the propagation direction (0o

with respect to the scanned layer) computed by SAFE and plotted in Figure 4.21a.
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Note that, the vertical error bars in the wavenumber-ET plot show the ±5% FDIW

accuracy limit quantified in Section 4.5. From this relationship, it can be seen that

the FDIW map has difficulty differentiating some layers. In words, the FDIW may

not differentiate properly the layers 6, 7, 8, the layers 3, 4, 5 and the layers 1, 2, because

the wavenumber corresponding to these sets of layers are too similar. Finally, the ET

map obtained by the application of wavenumber-ET relationship to the FDIW map

is shown in Figure 4.21b. Note that the orange and yellow areas, representing an

ET value of 7 and 6 are likely undamaged but show a thickness reduction due to the

indetermination of the wavenumber-ET relationship previously discussed. Moreover,

at its deepest location, the measured ET value is equal to 2, which may also be equal

to the ET value of 1 due to the wavenumber-ET indetermination.

4.7 Conclusions

This chapter illustrates the Frequency Domain Instantaneous Wavenumber (FDIW),

a technique able to locally quantify the wavenumber of guided waves. Thus provides

location and 2D mapping of any feature modifying the wavenumber of the propagating

waves. These features may include a delamination, a thickness reduction or a notch.

Using the physical properties of the studied specimen, the defect can be entirely

mapped in three dimensions by using the Effective Thickness (ET) concept. Even

though the full defect mapping is only possible if the defect has a non-zero area

in order for the change of wavenumber to be measurable, the FDIW has also been

shown to detect and locate notches by detecting phase discontinuities. Note that,

it is necessary to know the dispersion relations of the specimen to obtain the three

dimensional ET map, but it is not necessary to know the dispersion relations to

obtain the two dimensional defect quantification provided by the FDIW map, which

may be sufficient for some applications. Overall, the FDIW is an efficient and detailed

defect quantification tool for composite inspection, fulfilling the first three objectives
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Figure 4.20: (a): Filtered A0-only single frequency wavefield and (b): corresponding
wavenumber map
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Figure 4.21: (a): Wavenumber in the direction 0o at 200 kHz as a function of the
number of undamaged layers and (b): ET map
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described in Section 1.5. The following chapter will discuss an integration of the

Sparse Wavefield Reconstruction (SWR) and the FDIW.
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CHAPTER V

SWR AND FDIW INTEGRATION AND COMPARISON

AGAINST NDE TECHNIQUES

5.1 Chapter overview

The SWR has the potential to detect and locate defects from sparse measurements

on an entire structure regardless of its size while the FDIW fully maps defects. Even

though these techniques are independent, it is natural to attempt to couple them

in order to be able to fully quantify defects of unknown locations in large composite

specimen. The approach developed in this chapter follows the multiple scans approach

proposed in [138].

This chapter presents the integration of the FDIW and the SWR. The basic idea is

to first identify the locations of the defects using sparse measurements and the SWR,

followed by the application of the FDIW technique in the region of the detected defect

with a steady state scan. The study considers realistic defects obtained through an im-

pactor designed to induce impact-like defects in composites panels. NDE techniques,

namely Pulse Thermography and Air-Coupled C-scan, are employed to validate the

results obtained with the integrated approach.

Another goal to be pursued for increased practicability is to achieve full non-

contact capabilities for both generation and detection of guided wavefields. Acqui-

sition by the SLDV is a one-sided contact-free inspection methodology hence this

objective is met for the acquisition. However, meeting these requirements for the ac-

tuation is less straightforward. So far, PZT disk transducers have been bonded to the

surface of the interrogated specimen. Moreover, PZT transducers are excited at non-

resonant frequencies, which leads to low excitation amplitudes and the requirement
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to add a reflective surface, typically a reflective tape, on the surface of the specimen

in order to get better signal-to-noise ratios. The next sections discusses options con-

sidered to overcome some of these limitations by using a different type of transducer,

as well as a proposed implementation of the integration of the FDIW and the SWR.

5.2 Guided waves generation through non-bonded transduc-

ers

Stacked PZT disks or power transducers have been introduced in Section 2.3.2. The

main advantage of power transducers is the high excitation amplitude achievable.

This leads to high signal-to-noise ratios without the need of a reflective coating on

the specimen. Furthermore, it is possible to hold the power transducer magnetically

on a specimen by inserting a steel set screw in the power transducer and holding it

with a neodymium magnet on the other side of the specimen. This setup was initially

described in [139] and later implemented in the context of this research. A schematic

of the assembly is shown in Figure 5.1a. Shear gel is inserted between the power

transducer and the specimen in order to ensure the quality of coupling between the

transducer and the specimen. This setup however has the major drawback to require

access on both sides of the specimen. The setup in Figure 5.1b is then proposed,

in which the magnet is replaced by a simple support, preventing the transducer to

fall due to gravity. It was found experimentally that there is no noticeable difference

between the two setups in term of results quality because the shear gel ensure the

coupling in both configurations. Note that the shear gel is nonabrasive fluid and is

easily washable with water.

In order to validate the wave generation setup presented in Figures 5.1a and 5.1b,

to find the resonant excitation frequencies and to compare the power transducer to

single PZT disks, the following steps are followed: A power transducer tuned to

resonate at 120 kHz, i.e., the resonant frequency provided by the manufacturer, is

attached to a 2 mm thick aluminum plate using the setup shown in Figure 5.1a. A

131



(a) (b)

Figure 5.1: Schematic of the assembly to hold the power transducer (a):
magnetically and (b): with a support
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Figure 5.2: Frequency response functions of the power transducer (blue) and the
single PZT disk (red) between 50 and 350 kHz

chirp function is then fed to the power transducer in order to inspect a broad fre-

quency range. Guided waves are then measured at a distance of 50 mm from the

power transducer, converted to the frequency domain and normalized by the Fourier

transform of the excitation function in order to obtain the Frequency Response Func-

tion (FRF) of the entire assembly. The same process is repeated with a permanently

bonded PZT disk of resonant frequency 3.4 MHz in order to compare the relative

FRFs and the response amplitudes. The chirp function used to obtain the FRFs is

between f0 = 50 kHz and f1 = 350 kHz, and t1 = 0.5 ms is the duration of the chirp.

The FRF of a material point located 50 mm away from each transducer is displayed

in Figure 5.2 as measured by the SLDV. Note that each FRF includes the unknowns

transfer functions of all the elements used to generate, propagate and measure the

guided waves: signal generator, amplifier, wires, transducer, specimen and SLDV.

However the only parameter changing between the two experiments is the transducer,

hence it is assumed that comparing these FRFs is an effective way to illustrate how

these transducers excite the system. It is observed that the FRF of the single PZT
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disk (red line) is mostly flat in the inspected frequency range, which is expected since

its resonant frequency of 3.4 MHz is far above the studied frequency range. The

FRF of the power transducer however shows several resonances and antiresonances

frequencies, which is expected as it is tuned to resonate at 120 kHz. For the frequency

122.5 kHz for example, the power transducer provides an excitation amplitude 12

times greater than the one of the PZT disk for the same input power. In addition to

providing a greater excitation amplitude, the power transducer has the advantage of

being able to handle more power. Indeed it was found experimentally that the PZT

disks used for this research would heat up and eventually blow up when receiving

more than 1 or 2 Watt of power while, according to the manufacturer, the power

transducer is capable to handle up to 60 Watt, thus allowing much greater excitation

amplitude.

5.3 Fast guided wavefield measurement

Even though the acquisition of a single point measurement is a nearly instantaneous

process, a full wavefield acquisition is a relatively slow process due to the number

of points to measure. The two techniques presented previously address differently

the measurement duration constraint. With the SWR process, the number of points

to measure is reduced and with the FDIW technique, acquisition is accelerated by

measuring the steady state response of the specimen. However the measurement

time is also limited by a physical limitation intrinsic to the SLDV used for this

research: the number of measurements per second. This is directly related to the

fact that the rotating mirrors orienting the Laser beam have non-negligible inertia.

More specifically, the mirrors of the Polytech PSV-400 can only be displaced 30 times

per second [29], hence the maximum measurement speed is 30 points per seconds.

Any processing improvement requiring scans beyond this limit is non-valuable due

to this equipment bottleneck. For example, for a typical fast Scan, i.e., a single
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frequency continuous scan as described in Section 4.3.2, each point only needs to

be measured during approximately 100 µs. Furthermore, there is no waiting time

requirement between each measurement, leading to the theoretical capability of fast

scan to measure 10, 000 points per seconds. With the current experimental setup,

limited at 30 point per second, the measurement time is about 300 times slower than

what it could be with if the equipment could scan 10, 000 points per seconds.

A solution to overcome this limitation is to continuously move the test Laser beam

in a given direction using continuously rotating mirrors, hence eliminating the stop-

and-go problem related to the inertia of the mirrors. This solution is described and

implemented in [139] where measurement capabilities of the order of 10, 000 points

per seconds are demonstrated. Nevertheless, such system is limited to steady state

scans only. The creation of a similar system was not possible in the context of this

research.

5.4 Combination of the SWR and the FDIW

The most direct combination of the FDIW and the SWR techniques would be to

apply the FDIW technique to a wavefield reconstructed on a dense grid using the

SWR process, to conduct both the location and quantification in a single step. Un-

fortunately, the wavefield reconstructed by the SWR cannot be directly used by the

FDIW. This is because the FDIW focuses on local wavenumber quantification while

the SWR process attempts to reconstruct wavefields by constraining the wavenumber

to a finite set of predefined values. Reconstructions are specifically achieved using

the wavenumber values of the pristine specimen, hence applying the FDIW tech-

nique to a reconstructed wavefield will only reveal the wavenumbers that were used

to reconstruct the wavefield. It is therefore required to acquire two distinct sets of

measurements: the first will be used to locate the sources over a large area through

the SWR process, while the second will be a refined scan in a reduced area to fully
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Figure 5.3: Proposed integration of SWR and FDIW
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quantify the sources. A flow chart of this integration is shown in Figure 5.3. First,

the sparse measurement distributed over a large region are fed to the SWR process.

The results of this first step is the location of the transducer and of the potentials

defects. If no defect is detected by the SWR, then the specimen is declared pristine.

However if a defect is detected, its location is used to define a smaller region on which

a fast scan is measured and is then fed to the FDIW technique. This second step has

the potential to yield the location, size, shape and depth of the defect. The accuracy

of these estimations could be further confirmed by follow-on NDE inspections. Some

of these techniques are discussed in the next section along with some results.

5.5 NDE baseline defect imaging

This section presents the generation of impact defects in composites panels. Impact

defects are necessary in order to study the application of the integration previously

presented to realistic flaws. Thermography and C-scan by air coupled transducers

are employed for the purpose of validation.

5.5.1 Creation of defects by weight drop

The impactor depicted in Figure 5.4 was designed especially for the purpose of creating

delamination in composite materials. The impactor is made of a cylindrical steel mass

of mass m = 2.15 kg, dropped from a customizable height 0 < Himpactor < 1.5 m and

guided by a PVC pipe. The PVC pipe is slightly larger than the mass to guide it

with low friction. Air resistance on the mass is neglected in the energy calculation.

The specimen is placed on a cardboard directly placed on the floor of the laboratory.

The cardboard is used to allow local omni-directional deformation, which would be

difficult to obtain on a rigid floor without promoting a specific direction for the defect

creation. Once dropped, the flat bottom of the mass hits a steel sphere prior placed

at the desired impact location. Different steel spheres can be used to customize the

radius of the impact. For the results presented in this research, a steel sphere of 20
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Figure 5.4: Schematic of the impactor used to create impacts in composite materials

mm diameter was used. The steel sphere is embedded in a foam fixture which serves

two purposes: an operator holds the foam until the impact so that the steel sphere

stays at the desire impact location. After the first impact, the mass bounces back and

in order to prevent a second undesired impact, the operator quickly pushes the foam

so that the mass falls on the foam and does not damage the specimen any further

with a second impact.

Two identical Carbon-FiberReinforced Polymer (CFRP) panels of dimensions

Table 5.1: Properties of the CFRP panels used for impact defect creation

Properties Unit Value
Dimension mm 600× 600× 2.54
Layup n/a [0o, 45o, 90o,−45o]s
Density kg/m3 1568
E1 GPa 137.137

E2 = E3 GPa 9.308
G23 GPa 4.206

G12 = G13 GPa 4.551
ν12 = ν13 = ν23 n/a 0.304
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Figure 5.5: Locations of the impacts in the CFRP panels

600 × 600 × 2.54 mm and layup [0o, 45o, 90o,−45o]s were purchased to be impacted.

The properties of the panels [140] are listed in Table 5.1. Four impacts of different

energies were created in each of the two plates. The energy of the impact was con-

trolled by the height of the impactor. Each impact point is located 150 mm away

from the center of the plate in the four cardinal directions as depicted in Picture 5.5.

Table 5.2 lists the different impact heights and the corresponding energies of impact.

The eight resulting defects are barely visible to the naked eye and would be nearly

impossible to detect by visual inspection. Figure 5.6 shows the back side of the panel

(with respect to the impact side), for the defect of 25.7 Joules of energy.

5.5.2 Thermography

5.5.2.1 Introduction

Thermography, also known as thermal imaging or infrared thermography, is an infrared-

based technique finding application in NDE [141, 142, 143]. An infrared camera is

a device measuring the infrared wavelengths of the radiations emitted by a studied
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Table 5.2: Heights and corresponding impact energy for the eight impacts

Plate # Impact Height (in) Height (mm) Eimpact(J)

A

1 48 1219 25.7
2 42 1067 22.5
3 36 914 19.3
4 30 762 16.1

B

1 12 305 6.4
2 18 457 9.6
3 24 610 12.9
4 21 533 11.3

Figure 5.6: Photograph of the resulting surface impact on the back side with respect
to the impact for the 25.7 Joules impact
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body, which can be converted into an absolute temperature scale through calibration.

The source of the temperature gradient separates thermography in two groups: active

and passive thermography.

In passive thermography, the measured quantity is the temperature radiated from

the body, with no external energy source. Passive thermography relies on the as-

sumption that the region of interest has a different temperature than the background

if an anomaly is present. For example, the temperature of any warm-blooded crea-

ture is not the same as the one of its surroundings, hence passive thermography

finds direct application in the detection of humans or animals. In NDE however,

passive thermography has a very limited range of application. Indeed, once created,

most structural defects share the temperature of the surrounding structure and are

therefore thermally invisible without an external energy input.

In active thermography, an external source illuminates the specimen. The tem-

perature radiation is then recorded over time. The set of pictures corresponding to

the time evolution of temperature in the inspected region is called a thermogram.

Active thermography relies on the assumption that a disturbance would be present

in the thermogram if an anomaly exists on or below the surface. The disturbance in

the thermogram locates a discontinuity in the thermal conductivity of the specimen,

which may be due to an inserted object or locally broken material, such as broken

fibers in composites.

Active thermography can be divided into four subcategories: Pulse Thermog-

raphy (PT), Step-Heating Thermography (SHT), Lock-in Thermography (LT) and

VibroThermography (VT). The first three techniques typically use a lamp to heat a

specimen during some duration of time and record the evolution of the temperature

during and/or after heating. The heating functions are (a) a short pulse for PT,

(b) a heavy-side function for SHT and (c) an harmonic function for LT. Figure 5.7

is a schematic of the typical setup used for these three techniques. In VT however,
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Figure 5.7: Active Thermography

flexural waves are generated by periodically flexing the specimen. The flexural energy

is then converted to heat by friction in the specimen at the defects locations, thus

highlighting defects such as cracks. Each of this four techniques has major advantages

and drawbacks, however, only PT, which is better suited for the desired application,

will be presented here.

5.5.2.2 Pulse Thermography

Pulse Thermography is characterized by the emission of a very short pulse of energy

towards the region of inspection followed by the recording of the temperature radi-

ation resulting of this pulse [144]. Pulse Thermography is effective at detecting and

quantifying the depth of flat-bottom holes [145, 146, 147, 148, 149]. Pulse Thermogra-

phy has even shown the ability to quantify the depths of impact defects in composites

[150]. The main limitation of PT is the limited quantity of heat energy penetrating

the specimen, leading to a limited ability of PT to detect deep defects, especially in

materials with low thermal conductivity. A common practice in PT is therefore to

use a very powerful flash light releasing as much energy as possible in a single pulse,

and in an homogeneous manner over the region of inspection [151]. For this research,

the infrared camera used is a FLIR ThermoVision SC6000 Series, with the ability to
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acquire up to 126 frames of 640 × 512 points per second, from 0.4 to 9 µm on the

electromagnetic spectrum. The flash is emitted by two flash lamp of 1 kJ each and

during 10 ms.

The following development presents the equations used to quantify depth of defects

using PT [152, 153]. Let us consider the heating of a semi-infinite plate. The evolution

of the temperature obeys the unidimensional diffusion equation:

∂2T (z, t)

∂z2
− 1

α

∂T (z, t)

∂t
= 0 (5.1)

where T (z, t) denotes the temperature, z the spatial variable along the thickness

dimension, t denotes the time variable and α denotes the thermal diffusivity of the

specimen. The thermal diffusivity α is given by:

α =
ǫ2

ρ2c2
(5.2)

where q is the energy of the flash pulse per unit area, ǫ is the thermal effusivity and c

is the heat capacity per mass. The solution of Equation (5.1) at the surface (z = 0)

for a semi-infinite sample is:

T (z = 0, t) = T0 +
q

ǫ
√

(πt)
(5.3)

where T0 = T (z = 0, 0) is the room temperature before the experiment.

Let ∆T be the difference of the surface temperature with respect to the initial

room temperature:

∆T (t) = T (z = 0, t)− T0 =
q

ǫ
√
πt

(5.4)

It can now be observed that, in the logarithmic domain, the evolution of the

surface temperature evolves linearly:

log (∆T (t)) = C − 0.5log(t) (5.5)
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where C = q

ǫ
√
π
is a constant.

Therefore in the logarithmic domain, the evolution of the surface temperature

evolves linearly, as long as the studied object can be considered semi-infinite, i.e.,

before the arrival of the first reflection of the heat wave. For a sample of finite depth,

the end of the linear regime, called break time and denoted tb, is the instant at which,

from a surface measurement perspective, the sample is not semi-infinite. In words,

this is the time instant at which the first reflection of the heat diffusion is observable

on the surface of the specimen. It was proven in [154] that tb could be related to the

distance from the measurement surface to the object reflecting the heat energy by:

∆T (tb) =
q

ǫ
√
πt

=
q

ρc× depth
(5.6)

where ρ and c are the density and the heat capacity per mass of the specimen, re-

spectively, and depth is the distance of the feature reflecting the heat, with respect

to the measurement surface. Note that in this equation it is assumed that the ob-

ject reflecting the heat energy is an adiabatically isolated wall. The combination of

Equation (5.2) and Equation (5.6) provides the expression of the depth:

depth =
√
tbπα (5.7)

In practice, the scalar depth can be computed at every point and represent the

distance between the scanned surface and the depth of the main feature reflecting the

heat energy, which could either be the back wall of the plate or an internal defect.

In this equation, the parameter tb can be measured experimentally as the first time

instant the slope of ∆T is greater than −0.5 in the logarithmic domain, according to

Equation (5.5).

The thermal diffusivity α, can be measured experimentally by measuring the depth

parameter in a pristine region of the specimen which must be equal to the thickness of

the specimen as the reflecting feature is the back wall of the specimen. For the CFRP
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Figure 5.8: Mapping of the 25.7 J impact defect by Pulse Thermography

composites studied in this section, α = 11.5× 10−6 m2/s was measured, which is co-

herent with typical values of thermal diffusivity for carbon fiber specimens [155, 156].

Note that there exist other techniques for depth retrieval from pulse thermography

such pulsed phase thermography [157, 158, 159, 160, 161] but require more advanced

signal processing and for this reason are not reported herein.

5.5.2.3 Example

For illustration purposes, PT in applied to the defect created by the impact of 25.7 J

energy. The evolution of the temperature is recorded on a 204× 163 mm area during

2 seconds after the flash. After extraction of the break time at each point, the depth

plot of Figure 5.8 is obtained. Note that the depth values have been converted to

the number of undamaged layer in order to compare it more readily to the FDIW

results. In Figure 5.8, beside the pristine regions, two major depths are observed. The

first depth of 2 (blue) corresponds to a defect seemingly located between the 2nd and

the 3rd layer, and is mainly horizontal, which correspond to the direction 0o in this

picture (the 90o direction being vertical in this picture). The second depth is between
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the 5th and 6th layers and is oriented in the direction +45. Because the layup of the

plate is [0, 45, 90,−45,−45, 90, 45, 0], it can be observed that the defect is extended

mainly across the fiber directions. It is important to highlight that since this depth

quantification relies on the measure of a change of slope and on the assumption that

the reflecting feature presents an adiabatic surface, some features may not be seen by

this process, especially smoother discontinuities (i.e., partially broken lamina). Hence

it is expected that the discontinuities resulting of the lower energy impacts may not

be visible using this technique. Moreover, the superposition of several discontinuities

at a single point cannot be interpreted with this technique.

5.5.3 Air coupled Cscan

5.5.3.1 Introduction

In addition to thermographic imaging, air coupled transducer are used to generate

2D reference maps of the impact defects. The setup and the air coupled transducer

equipment presented in this section belong to the QUEST laboratory at Georgia Tech.

The schematic of the setup is displayed in Figure 5.9. The setup consists of two air

coupled transducers located on either side of the inspected specimen. The transmit-

ter (AS400TI by QMI INC) emits a predefined harmonic signal while the receiver

(AS400ARI by QMI INC) measures the signal transmitted through the specimen in

the form of displacement. This setup relies on the assumption that the transmitted

signal will be somewhat different between a pristine and a damaged region of a spec-

imen [162]. The transducers are essentially membranes vibrating in the ultrasonic

range and are similar to regular speakers. The distance from the transducers to the

specimen is equal to their focal distances, provided by the manufacturer, so that the

area of effect of each transducer is close to a single point.
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Figure 5.9: Schematic of the air-coupled C-scan measurement setup

5.5.3.2 Example

This setup is now applied to the 25.7 J impact. For each point-measurement, a

sine sweep from 50 to 500 kHz is generated and amplified before being sent to the

transmitter. The transmitter then excites the plate locally while the receiver measures

the transmitted displacement on the other side of the plate. An acquisition system

then sends the measurement sampled at 20 MHz to a computer. In addition to

handling the synchronization of all the devices, the computers controls the position

of the transducer pair, allowed to move in a 2D plane at a fixed distance from the

plate at a speed of 50 mm/s. One measurement is taken every 0.76 mm in a 76× 76

mm2 region. The duration of the measurement at each point is from 200 to 900 µs

with respect to the beginning of the frequency sweep. The total measurement time

is of the order of a few minutes. The root mean square of the transmitted signal over

the frequency range is displayed in Figure 5.10.

This C-scan shows that the transmitted energy decreases of several decibels over
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Figure 5.10: Root mean square of the transmitted energy between 50 to 500 kHz
through the 25.7 Joules impact

the defect and provides the overall shape and dimensions of the delamination, match-

ing the dimensions and the overall shape of the damage measured by Pulse Thermog-

raphy in the previous section.

5.6 Application of the integrated approach

This section illustrates the application of the technique shown in Figure 5.3. The goal

is to compare the results to C-scan and PT in order to characterize the accuracy of the

proposed process when applied to the eight impacts described in previous sections.

5.6.1 Defect detection and localization by SWR

First, a wavefield is measured on plate A (plate with the four impacts of greater

energy) over a region including a PZT disk transducer bonded at the center of the

plate and the four impact defects. The area is a rectangle of 401×391 mm2 discretized

in 137×141 = 19, 317 points. The surface is not covered with reflective tape, therefore

a low signal-to-noise ratio of the measurements is expected. The transducer is excited

by 4-cycle tone burst of center frequency equal to 100 kHz. Each point measurement
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is averaged 10 times. Two snapshots of the wavefield are shown in Figures 5.11a and

5.11b. As visible in these pictures, the signal-to-noise ratio is very low, especially

in the lower part of the scanned region. The noise is not constant throughout the

region of inspection, which is due to the fact that the amplitude of the measured

signal depends on the quality of the reflection of the SLDV Laser beam on the plate,

which is a function of the angle between the test beam and the plate. The dispersion

relations at 100 kHz, obtained by the application of a Fourier transform, are shown

in Figure 5.12. In this picture, the dashed lines represent the wavenumbers used for

the reconstruction, derived from SAFE predictions. Note that the S0 mode (mode

of lower wavenumber) is barely visible in the measurements but nevertheless is used

in the reconstruction. Wavefield reconstruction is then conducted with the set of

parameters [M,Nσ, Nλ] = [5000, 10, 2] within the frequency range 50 to 150 kHz.

The estimated active sources map for the A0 and S0 modes are shown in Figure

5.13a and Figure 5.13b respectively.

The transducer, located at the center, is properly located by both modes. Fur-

thermore, the four impact regions are clearly visible in both pictures, which means

that even the S0 mode that has been barely measured, has the ability to locate the

defects. It must be noticed, however, that the A0 active source map is very noisy,

especially in the North-East and North-West directions. This is mainly due to both

wavenumber mismatch in these directions and measurement noise. It is however pos-

sible to avoid the false alarms by combining the information from both maps, thus

efficiently locating the four impact defects. This results demonstrates both the ability

of the SWR process to work with low signal-to-noise ratio data (no reflective tape on

the surface) and to detect multiple impact defects.

The same parameters are used to measure and locate the defects using the SWR on

plate B (plate with the four impact of lower energy). Two snapshots of the wavefields

are visible in Figures 5.14a and 5.14b. Note that, unlike with plate A, the interaction
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(a)

(b)

Figure 5.11: Snapshots of the wavefield in plate A representing a 4-cycle 100 kHz
tone burst interacting with four impact defects (a): at t = 78 µs and (b): at

t = 156 µs
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Figure 5.12: Measured dispersion relations on plate A at 100 kHz (dashed lines:
SAFE predictions)

of the wavepackets with the defects are not visible in these snapshots, meaning that

it is unlikely that the SWR will succeed to locate the defects.

The results of the reconstruction conducted with the parameters [M,Nσ, Nλ] =

[5000, 10, 2] within the frequency range 50 to 150 kHz shown in Figure 5.15a for mode

A0 and in Figure 5.15b for mode S0. As visible in the active sources maps of Figure

5.15, the SWR fails to locate the four impacts of lower energy with both modes.

5.6.2 Defect quantification by FDIW

Next, the FDIW process is applied. The case of the 25.7 J impact is presented here

first. A fast scan is measured over the region of the detected defects provided by

the SWR process in the preceding section for the 25.7 J impact. The guided wave

excitation is a continuous sine function at 122 kHz generated by a power transducer

tuned to resonate at this frequency and placed 10 mm away from each impact. Note

that because it is allowed by the experimental setup of Figure 5.1b, the position of the

power transducer is customized for each defect to ensure proper illumination. There

is still no reflective coating on the surface of the specimen. The A0 wavenumber -
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Figure 5.13: Sparse representation of the wavefield on plate A with the set of
parameters [M,Nσ, Nλ] = [5000, 10, 2] (a): A0 sources (| v̂A0

s |) (b): S0 sources
(| v̂S0s |)
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(a)

(b)

Figure 5.14: Snapshots of the wavefield in plate B representing a 4-cycle 100 kHz
tone burst interacting with four impact defects (a): at t = 78 µs and (b): at

t = 156 µs
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Figure 5.15: Sparse representation of the wavefield on plate B with the set of
parameters [M,Nσ, Nλ] = [5000, 10, 2] (a): A0 sources (| v̂A0

s |) (b): S0 sources
(| v̂S0s |)
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Figure 5.16: Wavenumber and error bars of ±5% of the A0 mode at 122 kHz in the
CFRP specimen as a function of the Effective Thickness (black squares: direction

0o, red circles: direction 90o)

Effective Thickness relationship of the CFRP specimen is plotted in Figure 5.16 in

which the black squares represent the evolution of the wavenumber in the direction 0o

and the red circles in the direction 90o. In addition, error bars shown correspond to

the ±5% accuracy of the FDIW technique established in Section 4.5. These error bars

show that for some values of the wavenumber, it is not possible to determine precisely

the number of undamaged layers. More specifically according to this plot, it is not

possible to differentiate the wavenumber for the group of layers [1, 2, 3], [4, 5, 6] and

[7, 8] in the direction 00 (black square) and between the layers [3, 4, 5] and [6, 7, 8] in

the direction 90o (red circles). Note that this indetermination is an intrinsic property

of the specimen and of the accuracy of the technique. Because of this indetermination,

the groups of layers previously stated are considered indistinguishable during the

conversion of the FDIW map to the ET map.

The FDIW map of the A0-only wavefield measured in the region of the 25.7

Joules impact defect and illuminated from the North direction, is shown in Figure
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5.17a and then converted into the ET map in Figure 5.17b. In addition to the

apparent ellipsoidal shape of the defect that was already observed in both the Pulse

thermography (Figure 5.8) and the C-scan (Figure 5.10), three tails are observed in

both of these plots. As explained in Section 4.6.2, these tails are due to a discontinuity

of the phase induced by the scattering of the wave, and as expected, are located on

the opposite direction of the main source. To ensure that the tails observed in Figure

5.17b are not material defects, the same experiment is conducted by placing the power

transducer West with respect to the impact location in order to obtain the FDIW

map in Figure 5.18a and the ET map of Figure 5.18b of the defect illuminated from

the West. Two new tails are visible in the ET map illuminated from the West while

the three previously described tails have disappeared. This proves that the defect

is only the ellipsoidal shape visible at the center of both ET maps. Moreover, the

indetermination of the layer is not the same in both plots since the direction of the

illumination differs. Combining the information from both ET maps, it is concluded

that the impact defect is an ellipsoidal delamination between the second and the third

layer.

Results of the application of the integrated approach to the remaining seven im-

pacts are discussed next along with comparisons results obtained with Pulse Thermog-

raphy and air-coupled transmitted C-scan. The application of the SWR successfully

located the four defects in plate A (see Figure 5.13). The result of the application of

the FDIW process for the 25.7 J impact is shown in Figure 5.19b (same picture as

Figure 5.17b, replicated here for comparison), the 22.5 J impact in Figure 5.20b, the

19.3 J impact in Figure 5.21b and the 16.1 J impact in Figure 5.22b. For all these

cases, the transducer is located 100 mm away from the impact location in the North

direction. Overall for these four impacts, the delamination shape obtained by the

FDIW technique matches the one provided by the C-scan but hardly matches the PT

results. This is explained by the fact that the PT technique measures changes in the
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Figure 5.17: Result for the 25.7 J impact defect illuminated from the North (a):
FDIW map and (b): ET map
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Figure 5.18: Result for the 25.7 J impact defect illuminated from the West (a):
FDIW map and (b): ET map
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thermal diffusivity of the material while both the C-scan and the FDIW technique

measure a local stiffness loss, which may not overlap with the lower thermal diffu-

sivity regions. However, the orientations of the defects are consistent in the three

techniques.

Next, plate B with the four impacts of lesser energy is studied. The application

of the SWR leads to the Figure 5.15 and as previously explained, does not succeed to

locate the defects. Nonetheless, the FDIW technique is applied to four known impact

regions, leading to Figures 5.23b, 5.24b, 5.25b and 5.26b. Unlike for the previous

plate, both the FDIW technique and the PT fail to detect the defects. However, the

defect are slightly visible in the C-scan, leading to the conclusion that there exist some

defect at these locations, but these defects are not important enough to be picked up

by the FDIW technique.

5.7 Conclusions

This chapter presented a methodology for the integration of the Frequency Domain

Instantaneous Wavenumber (FDIW) and the Sparse Wavefield Reconstruction (SWR)

technique. The SWR is first used to locate the defects on a large area and the FDIW

is used to refine the scan and quantify the detected defects. To judge the effectiveness

of the proposed methodology, the process has been compared to Pulse Thermography

and air-coupled C-scan. Results were obtained for multiple impact defects of various

impact energies in CFRP panels. Results show that the proposed methodology is

able to appropriately locate and quantify the defects of higher impact energy. Lower

impact energy defects remain nearly invisible to the guided wave techniques leading

to the conclusion that the FDIW and the SWR have an accuracy slightly inferior,

but comparable to the one of the air-coupled C-scan and the Pulse Thermography.
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Figure 5.19: Imaging of the 25.7 J impact illuminated from the North (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.20: Imaging of the 22.5 J impact illuminated from the North (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.21: Imaging of the 19.3 J impact illuminated from the North (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.22: Imaging of the 16.1 J impact illuminated from the North (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.23: Imaging of the 12.9 J impact illuminated from the North (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.24: Imaging of the 11.3 J impact illuminated from the West (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.25: Imaging of the 9.6 J impact illuminated from the West (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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Figure 5.26: Imaging of the 6.4 J impact illuminated from the North (a): Pulse
Thermography, (b): FDIW and (b): Air-coupled C-scan
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CHAPTER VI

CONSTITUTIVE DAMAGE PARAMETERS DETECTION

AND ANALYSIS

6.1 Chapter overview

Assessing the health of a structure is crucial in regular maintenance operations but

must be followed by a diagnosis step to facilitate the decision making process. Once

a defect has been properly identified and quantified, one must be able to determine

whether this defect is critical, or how soon the defect will start being a threat to the

operation of the structure. Several approaches have been developed during the past

decades to estimate the residual structural properties of a damaged specimen. For

example, fracture mechanics theory has a very rich literature, based on theoretical,

empirical and phenomenological models [163]. For more than a decade, research

groups have attempted to come up with efficient and reliable numerical models able

to predict damage onset and growth for all the possible failure modes individually and

simultaneously in composite materials [164]. These models require prior knowledge of

the initial structural properties of the studied specimen, which often require extensive

testing.

Among these techniques, Continuum Damage Mechanics (CDM) is a non-linear

fracture mechanics theory whose goal is to estimate the residual structural properties

of a composite specimen with minimal experimental testing, privileging numerical

methods instead. In CDM, damage modes are represented by a local stiffness reduc-

tion [165]. CDM denotes a very mature group of techniques and is implemented in

various commercial finite element codes. CDM efficiently predicts the mixed-mode

failure characteristics either of a pristine specimen or a standard test specimen, such
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as the double cantilever beam [166]. However, estimating the initial constitutive dam-

age parameters is a difficult operation for non-standard test samples. To the author’s

knowledge, no work aiming at estimating the initial constitutive damage parameters

of a damaged specimen using guided waves has been attempted.

Combining the defect information obtained with the imaging techniques devel-

oped in this dissertation with CDM methods may provide a quantitative estimate of

the remaining structural life for a specimen containing a specific defect from a guided

wave non-destructive measurement. This work is necessary as it closes the NDE loop

by providing the failure characteristics for a specific flawed sample without the need

to do multiple failure experiments. Therefore the goal of this chapter is to establish

a relationship between guided wave characteristics and the constitutive damage pa-

rameters. This relationship will then be used to obtain a mapping of the damage

parameters distribution. Because the FDIW technique presented in Chapter 4 is a

measure of the wavenumber at every location of space, a relationship between the

wavenumber and the damage parameter will be sought.

In this chapter, cohesive zone methods are first presented and illustrated, then

the process to estimate the constitutive damage parameters using guided waves is

introduced. Finally, the application of the proposed process to simulated specimens

is presented. Note that the work presented in this chapter has no intent to pro-

vide quantitative results, but instead aims at drawing the guidelines of a process to

estimate failure characteristics of a non-pristine composite by using finite elements

methods in combination with Guided Wave Imaging techniques.

6.2 Cohesive zone model

Cohesive Zone Model (CZM) is a damage mechanics method widely used to simulate

the onset and the growth of defects in materials [167]. The main idea behind CZM

is to create a special finite element that is susceptible to deform elasticity until a
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Figure 6.1: Schematic of a cohesive layer between two lamina. The lamina and the
cohesive layer are discretized in finite elements to illustrate the relative element

sizes.

damage initiation criterion is met, followed by a plastic deformation described by a

damage evolution criterion. Cohesive zone methods are commonly used in composites

to simulate breakable interfaces between the layers as depicted in Figure 6.1. By using

CZM to simulate layer interfaces, the damage initiation and growth is constrained to

spread only within the cohesive zones, which is an appropriate assumption in many

cases as it is accepted that the interfaces between layers are the more susceptible

regions to fail first. Cohesive zones have the advantage to be able predict both the

onset and growth of defects, even when starting with an initially pristine geometry. A

schematic of the inclusion of a cohesive layer between two lamina is shown in Figure

6.1.

In addition to interface failure, there exist multiple models for lamina failure, such

as the Hashin failure criteria for unidirectional composites [168]. For more details

regarding the multiple failure methodologies in composites, the reader is invited to

refer to [169]. In this chapter and the rest of this dissertation, defects are assumed to

exist only at the interface between layers, so only CZM will be presented and used.

6.2.1 Governing equations

The Cohesive Zone Method relies on the assumption that the stress transfer between

the two faces of a discontinuity does not immediately plunges to zero at damage

initiation. Instead, damage evolution is a progressive event during which the stiffness

of the cohesive element decreases as the faces of the discontinuity separate further

until the total failure of the element is observed, and the stiffness of the element
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Figure 6.2: Schematic of the eight-node cohesive element of zero thickness for the
three failure modes

becomes zero [170]. Unless modeling interfaces of considerable thickness, cohesive

elements have a zero thicknesses and are governed by a traction separation behavior.

6.2.1.1 Single mode model

Consider the eight-node rectangular cohesive element of zero thickness depicted in

Figure 6.2 obeying the stress-traction law of Figure 6.3. For a single failure mode i,

with i = I, II or III, where I, II and III denote the three crack separation modes

of fracture mechanics [163], the traction separation rule for the cohesive element is

given by:

σi = Kiδi (6.1)

where σi is the surface traction for mode i, Ki is the stiffness of the element and δi

is the separation distance between the two faces of the cohesive element. Note that

this equation is the analogy of the well-known linear elastic relationship σ = Eǫ.

However, to model interfaces with cohesive elements, it is required that the thickness

of the element is zero at rest, therefore it is necessary to replaces the dimensionless

strain ǫ by the traction separation distance δi. Because the separation distance δi

is not dimensionless, the unit of the stiffness Ki is in [Pa/m]. The stiffness of the

cohesive element is then determined by the following equation:
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Figure 6.3: Schematic of the bilinear traction separation law for failure mode i for a
cohesive element.

Ki = (1−Di)K
p
i (6.2)

where Kp
i denotes the pristine value of the stiffness of the cohesive element before

damage occurs and Di is the damage variable. The damage variable Di is a crucial

parameter that assesses the health of the cohesive element.

A common practice to model the evolution of the damage variable is to use a

bilinear traction separation law, represented in Figure 6.3. Note that the bilinear

traction law, initially defined in [171], is a good compromise between result accu-

racy and computational costs. However, there exist other laws such as exponential,

trapezoidal and linear parabolic [172] with various characteristics, such as degree of

accuracy of the results or numerical performance.

According to the bilinear traction law of Figure 6.3, the cohesive element deforms

172



elastically (segment OA) until the damage initiation criteria at point A. When the

stress in the cohesive element reaches the maximum value σ0
i at point A, the damage

variable Di increases as the element quality degrades, until complete failure is reached

when the separation reaches the critical value of δci . Point A in Figure 6.3 represents

the damage onset, while the orange segment AC represents the linear damage evo-

lution. Note that if the element is unloaded during the damage evolution, at point

B for example, the separation δi returns to zero. The damage state of the element

is stored in the damage variable Di so that the re-loading curve is the segment OB.

The damage evolution is then irreversible, even though no permanent deformation

remains after unloading.

The slope of the elastic zone (segment OA in Figure 6.3) is fixed by the pristine

stiffness Kp
i of the cohesive element. The slope of the damage evolution curve (seg-

ment OC) is calculated by imposing that the area under the curve must be equal

to the critical energy release rate Gic according to Griffith’s principle [173]. The

separation fracture is then given by:

δci =
2Gic

σ0
i

(6.3)

The damage variable is then directly related to the separation of the faces of the

cohesive elements by the following equation [170]:

Di =
δci (δi − δ0i )

δi(δci − δ0i )
(6.4)

At this point, it is important to recall that these equations are valid for the

individual failure modes i = I, II or III. However in practice, failure often occurs

under mixed-mode conditions. In order to take into account mixed-mode failure, the

damage initiation criterion and the damage evolution criterion must be adapted to

include the three failure modes.

173



6.2.1.2 Mixed-mode model

There exist multiple mixed-mode damage initiation and evolution criteria. For sim-

plicity, this paragraph only presents the criteria used in this research which are widely

accepted within the research community [174]. First, it is assumed that the properties

of the interfaces between the lamina is dominated by the matrix of the composite,

which is isotropic, hence the stiffness of the cohesive element is identical along the

three failure modes, i.e., K = KI = KII = KIII . The quadratic stress criterion is

given by:

(
σI
σ0
I

)2

+

(
σII
σ0
II

)2

+

(
σIII
σ0
III

)2

= 1 (6.5)

where σi is the stress in the element along mode i and σ0
i is the maximum value

of the stress in the element along mode i. Equation (6.5) is the damage initiation

criteria, represented by point A in Figure 6.3. The mixed mode separation, i.e., the

cumulated separation of the three failure modes, is given by the quadratic norm of

the separation of the three failure modes:

δm = δ2I + δ2II + δ2III (6.6)

where δi is the separation of the element along mode i and δm is the mixed mode

separation. Similarly, δ0m, i.e., the mixed mode separation at damage initiation (point

A in Figure 6.3) and δcm, i.e., the mixed mode separation at the failure (point C in

Figure 6.3) are computed by:

δ0m = (δ0I )
2 + (δ0II)

2 + (δ0III)
2 (6.7)

δcm = (δcI)
2 + (δcII)

2 + (δcIII)
2 (6.8)

Finally, the damage variables of each failure mode can be combined in a single

mixed-mode variable Dm assessing the health of the structure at a given location of

space by:
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Table 6.1: Constitutive damage parameters of a cohesive element

Parameters Unit Description
K [Pa/m] Pristine stiffness of the cohesive elements

σI , σII , σIII [Pa] Strengths required for the damage initiation
GIc, GIIc, GIIIc [J/m2] Critical energy release rates for the damage evolution

η [ ] B-K exponent
Dm [ ] Damage variable assessing the current health

Dm =
δcm(δm − δ0m)

δm(δcm − δ0m)
(6.9)

For the damage evolution, i.e., segment AC in Figure 6.3, the energy based

Benzeggagh-Kenane (B-K) [175] is commonly used in practice and implemented in

most commercial finite element codes and is given by:

Gc = GIc + (GIIc −GIc)

(
GII +GIII

GI +GII +GIII

)η

(6.10)

where Gic and Gi denote the critical fracture energies and the energy release rates

respectively and Gc is the mixed mode fracture energy of the material. Damage

propagation occurs when the sum of the energy release rates is equal to Gc. The

dimensionless parameter η is a parameter sets to fit experimental data.

6.2.2 Constitutive damage parameters

Table 6.1 is the list of the constitutive damage parameters required for CZMs. First,

the stiffness of the cohesive elements K, also called penalty stiffness, is a numerical

parameter that must be carefully chosen to ensure convergence. The penalty stiffness

K must be much large enough so that the interface separation at failure initiation

is small with respect to the thickness of the individual layer, i.e., the segment OA is

nearly vertical in Figure 6.3. However the value of K must remain bounded in order

to avoid numerical instabilities. Multiple papers [174, 172, 170, 176, 167] propose

guidelines regarding the choice of this parameter within the range of 1014 to 1015

Pa/m.
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Second, the strengths σi and fracture toughnesses Gic are parameters that depend

on the quality of the bonding at the interfaces. These parameters must be measured

experimentally, or estimated by referring to similar materials. The B-K exponent η

is also measured experimentally [167].

Finally, the mixed-mode damage variable Dm (simply denoted D from now on),

assesses the health of the interfaces of the structure. Unlike the other parameters,

D is a state variable and not a material variable. Most commonly in simulations, D

will be equal to zero (undamaged) at the beginning configuration of each numerical

simulation, except in an area of space to simulate a pre-existing debonding where

D = 1. To the author’s knowledge, no numerical simulation has been conducted with

an initial configuration containing a region where 0 < D < 1.

6.2.3 Length of the cohesive zone

The cohesive zone is the region in which 0 < D < 1, i.e., this is the region in which the

elements are in the damage propagation stage. In order to ensure convergence, it is

crucial to have more than one cohesive element inside the cohesive zone. Because there

is only one cohesive element across the thickness of the cohesive layer, the number of

elements in the cohesive zone is measured along the length of the interface, i.e., along

axis x in Figure 6.1. It is demonstrated in [166] that placing 3 to 5 elements inside

the cohesive zone is good practice. However, cohesive zones are typically very small,

leading to fine meshes and sometimes intractable simulations. Indeed, the length of

the cohesive zone is the structural property approximated by [174, 177]:

li,cz ≈ E2
Gic

(σ0
i )

2
(6.11)

where E2 is the transverse modulus of the lamina, i.e along axis y in Figure 6.1. Very

commonly, the length of the cohesive zone is close to or below one millimeter, leading

to a fine meshing of the cohesive regions.
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6.2.4 Example - Double Cantilever beam

For illustration purposes, this section presents the case of a Double Cantilever Beam

(DCB). This example is greatly inspired from the Chapter 10 of [170], especially,

the material and inter-facial properties are directly imported from this book. The

commercial software Abaqus 6.14 is used for this simulation with the built-in cohesive

elements options. The DCB is made of two beams of layup [0o] of dimensions 100×

20× 1.5 mm whose properties are given in Table 6.2.

Table 6.2: Engineering properties of the laminas of the DCB

Parameters Unit Value
E1 [GPa] 135.5

E2 = E3 [GPa] 9
ν23 [ ] 0.46

ν12 = ν13 [ ] 0.23
G23 [GPa] 3.3

G12 = G13 [GPa] 4.5

The direction of the fibers is aligned with the longest dimension of the beams,

i.e., direction x as depicted in Figure 6.4. Due to the symmetry of the system, the

model is simplified to a 2D problem, in which the beams are modeled by plain strain

elements. The right end of the beam is fixed, all the other faces are free. Two initial

configurations are considered: (a) the interface between the layers is intact and (b)

a pre-existing crack of 30 mm starting from the left extremity is present between the

two layers. Note that according to this description, the only difference between the

two configurations is the distribution of the damage state variable D in the initial

configuration. In both cases, cohesive elements of zero thickness are inserted between

the two beams, with the properties presented Table 6.3. However in case (b), the

cohesive elements are removed in the initially cracked region to simulate a region

in which D = 1. According to the properties of Table 6.3 and equation (6.11), the

length of the cohesive zone is 0.78 mm. Hence the element size is 0.25 mm in order to

ensure three elements in the cohesive zone. Imposed displacements of opposite signs
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Table 6.3: Properties of the cohesive zone of the DCB beam

Parameters Unit Value
KI = KII = KIII [GPa/m] 57× 104

σI = σII = σIII [MPa] 57
GIc = GIIc = GIIIc [J/m2] 280

η [ ] 2.284

D [ ]
(a): D = 0 for 0 < x < 100 mm

(b): D = 1 for 0 < x < 30 mm, D = 0 otherwise

are applied at the nodes of the free extremity, as displayed in Figures 6.4.

Figure 6.5 shows the vertical displacement computed by Abaqus as well as the

corresponding deformed geometry of the initially pre-cracked beam for an imposed

displacement of 3 mm for illustration purposes. The evolution of the imposed load as

a function of the imposed displacement is then plotted in Figures 6.6a and 6.6b. As

expected, the behaviors of the initially pristine and the pre-cracked DCBs are quite

different in term of maximum imposed load. Indeed, it appears that the imposed force

jumps to its maximum value as soon as a displacement is imposed in configuration (a),

while the effect is more progressive for configuration (b), due to the bending of the two

separated beams in the pre-cracked region. Damage initiation occurs immediately in

configuration (a) and around 1 mm of imposed displacement in configuration (b). The

maximum load that can be carried by the pristine beam is nearly 1000 N while the

pre-cracked beam can only carry 65 N of load before damage growth. The progress

of the crack tip with respect to the left edge of the beams is then represented by

studying the number of failed elements, leading to Figure 6.7.

The evolution of the crack tip plotted in Figure 6.7 measures the length of the crack

tip starting from the left extremity of the beam. For the pre-cracked configuration,

the initial crack length is 30 mm. This plot demonstrates that the same configuration

is achieved as soon as both beam started failing (approximately at 1 mm of imposed

displacement).
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(a)

(b)

Figure 6.4: Schematic of the pre-cracked double cantilever beam (not to scale) for
configuration (a): Initially pristine and (b): pre-cracked. The blue layer represents
the pristine (D = 0) cohesive layer. The red layer indicate the absence (D = 1) of

the cohesive layer.

Figure 6.5: Displacement norm distribution in the pre-cracked DCB for an imposed
displacement of 3 mm
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Figure 6.6: Imposed load versus imposed displacement (a): Initially pristine
configuration and (b): Pre-cracked configuration.
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Figure 6.7: Evolution of the length of the crack VS imposed displacement. Dashed
line: configuration (a) and solid line: configuration (b)

Figure 6.8: Process to estimate the residual strength of a structure based on a
Guided Wavefield

6.3 Estimation of the damage variable using guided waves

The distribution of the state variable D assesses the current health of the structure at

every point of space. Being able measure the distribution of the damage variable D

through an experiment would therefore be a milestone allowing to build customized

numerical models of non-pristine real specimen. Figure 6.8 depicts the process that

could be used to estimate the residual strengths of a structure based on a guided

wavefield. The first step of this process is to convert the guided wavefield into a dam-

age variable distribution estimate. This estimate is then fed to CZMs to calculate the

desired residual properties, such as strengths. Being able to achieve these estimates
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using guided waves provides a fast and reliable bridging technique between experi-

mental defect measurement and numerical properties estimate. This section focuses

on numerically establishing a relationship between the guided wave characteristics

and the value of the damage variable. In other words, this section defines the model

that will be used in the first step of Figure 6.8. All results presented in this section

are numerical.

6.3.1 Guided wave propagation in composites with cohesive interfaces

In order to establish the link between guided wave and damage variable correspond-

ing to the first step of Figure 6.8, it is necessary to combine guided wave and CZM.

However, current implementations of CZMs are not adapted to numerical wave prop-

agation. This section focuses on adapting current CZM implementation to model

guided waves. Indeed, as explained in Section 6.2, cohesive zones are modeled nu-

merically by zero-thickness regions located at the interface between layers. Numerical

simulations involving CZM are most often the static response of a test sample to a

specific loading. Due to the fine mesh requirement (see Section 6.2.3) and the compli-

cated behavior of the cohesive zones, computational times may be significant even for

simple 2D simulations. On the other hand, the numerical propagation of guided waves

require a time-dependent simulation with a very fine time step. It is therefore nec-

essary to adapt the CZM in order to model the dynamic wave propagation response

while using pristine and non-pristine cohesive zones with reasonable computational

duration.

In CZM, zero-thickness cohesive layer are commonly modeled using the cohesive

properties of Table 6.3 for example. To combine cohesive zones and guided wave prop-

agation, it is required to replace the cohesive zones by very-thin (but finite thickness)

inter-facial layers. The thickness of these layers must be negligible with respect to the

thickness of the lamina. In practice, for the results presented herein obtained with
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Abaqus, the thickness of the inter-facial layers is two orders of magnitude smaller than

the thickness of the lamina. Finer interfaces could be used but are counter-productive

as they require finer meshes.

First, the elastic properties of the inter-facial layer are derived from the properties

of the zero-thickness cohesive zones. As shown in Table 6.3, the penalty stiffness of

the cohesive zones is given in Pa/m. As inter-facial layers of finite thickness are now

used to simulate guided wave propagation, the following formula is used to calculate

the elastic properties of the inter-facial layer:

Kinter−facial layer
i = Kcohesive zone

i × L0 (6.12)

where L0 is the thickness of the inter-facial layer. Next, because guided wave prop-

agation is a non-destructive phenomenon, it is safe to remove the damage evolution

and initiation criteria. In words, because guided waves are harmless for the structures

they are propagating into, there is no need to check at each iteration whether the

damage initiation criterion is met or not, as it must be done with CZM. It is therefore

assumed that the inter-facial layer is linearly elastic for any range of stress or strain

value. In other words, the elements constituting the inter-facial layer only follow the

segment OA of Figure 6.3. This is an important simplification of the problem as no

equivalent value for the maximum strength or energy release rate must be calculated

as they are not part of the model anymore. Moreover, not checking these criteria for

each element at each iteration speeds up the simulation significantly.

As a summary, the model consists of stacked lamina and isotropic linearly elastic

and inter-facial layers of thickness L0 whose modulus of elasticity is given by Equation

(6.12). A schematic of the model is shown for a 3-layer 3-mm thick lamina in Figure

6.9. The model can then be solved in the time domain to study wave propagation

or in the frequency domain to study the steady state response of the specimen at a

given frequency.
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Figure 6.9: Model of a 3-layer 3-mm thick lamina with finite-thickness inter-facial
layers. The green layer is kept pristine (D = 0) while the damage variable of the red

layer takes multiple non-zero values.

6.3.2 Guided wave wavenumber as a function of the damage variable

The goal of this section is to establish the relationship between guided wave char-

acteristics and the damage variable, corresponding to the first step of the process

depicted in Figure 6.8. This relationship will then be used in the following sections to

obtain a mapping of the damage variable distribution. Because the FDIW technique

presented in Chapter 4 is a measure of the wavenumber at every location of space,

this section focuses in determining a relationship between the wavenumber and the

damage variable. To achieve this, the model presented in the previous section is first

modeled with SAFE for the 3-layer 3-mm thick aluminum beam depicted in Figure

6.9.

In SAFE, inter-facial layers of thickness 1 nm are inserted between each aluminum

layer. By analogy with the cohesive zone properties of Table 6.3 and according to

Equation (6.12), the pristine stiffness of the inter-facial layer is K0
SAFE = 0.57 MPa.

This value is based on the model presented in the previous section and the value of the

penalty stiffness found in the literature. Each layer, including the 2 inter-facial layers

are discretized by 3 3-node elements. In order to study the variation of the guided

waves characteristics as a function the damage variable, the dispersion relations of

the specimen of Figure 6.9 are computed for various initial values of D for the lower

inter-facial layer (red layer). By conducting these operations for multiple initial values

of D for a single layer, dispersion relations are calculated for non-pristine specimens.

Since there exist no damage variable in the SAFE implementation, changing the value

of D is done through changing the stiffness of the inter-facial layer through equation
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(6.2).

The results displayed by the black dots in Figure 6.10 shows the evolution of the

A0-wavenumber at 200 kHz as a function of the logarithm of D′ = 1−D. Note that

D′ = 1 means that the inter-facial layer is pristine while D′ = 0 means that the lower

layer (red layer in Figure 6.9) has completely failed. It can be seen in Figure 6.10

that the wavenumber of the A0 mode is sensitive to D′ in the range D′ ∈ [10−4, 100].

It is important to notice that a new mode appears at approximately D′ = 102.7. This

mode exists due to the debonding between the upper two aluminum layers and the

lower aluminum layer that occurs when D′ converges to zero. In words, there exist

two modes in the region D′ < 102.7 because the groups of layers on either side of the

damaged interface are not bonded and because of their different thickness, different

wavenumbers are present. The red lines in Figure 6.10 shows the theoretical A0-

wavenumber at 200 kHz of 1, 2 and 3 mm thick pristine aluminum samples. This

confirms that for D′ < 102.7, the wavenumbers converge towards the wavenumber of

a 1 mm and a 2 mm thick aluminum sample. In the region 10−4 < D′ < 102.7 the

wavenumber is still a function of D′ despite the occurrence of the new mode. This

is due to the fact that the upper and lower group of layers still interact through the

damaged inter-facial layer.

In order to validate these results, the same model is implemented in Abaqus. The

inter-facial layer thickness is fixed at L0 = 10−5 m, leading to K0
Abaqus = 5.7GPa

according to Equation (6.12). Frequency analyses at 200 kHz are then conducted for

different values of D′ for the lower inter-facial interface. The studied beam is 100

mm long and discretized in 2D plain strain elements. The wavenumber of the A0

mode is then extracted and represented in Figure 6.10 by the blue crosses. This vali-

dation demonstrates a good agreement between the wavenumber evolution predicted

by SAFE and the results from Abaqus. In addition, the A0 mode shapes at 200 kHz

are plotted in Figures 6.11, 6.12 and 6.13 for D′ = 100 (pristine), D′ = 10−2 and
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Figure 6.10: Evolution of the A0-wavenumber at 200 kHz in the geometry
represented in Figure 6.9 as a function of D′ = 1−D. Black dots: SAFE prediction,
blue crosses: Abaqus verification. Red line show the theoretical wavenumber of 1, 2

and 3 mm thick pristine aluminum samples

D′ = 10−4. In these figures, the color-scale indicates the normalized value of the

vertical deformation.

First in Figure 6.11, only the antisymmetric mode A0 of the 3-mm pristine beam

is visible as expected. Secondly, in Figure 6.12 it is clear that there is some abnor-

mal interaction between the second and third layer due to the weak bonding at the

lower interface. According to Figure 6.10 this interaction leads to an increase of the

wavenumber of about 25%. Finally in Figure 6.13, the mode shapes are completely

separated due to the failed interface.

6.3.3 Maximum load as a function of the damage variable

The relationship between the wavenumber and the damage variable has been eval-

uated numerically in Figure 6.10. However from this picture, it is visible that

the guided waves are nearly insensitive to a change of the damage variable within

10−1 < D′ < 100 corresponding to 0 < D < 0.9. More specifically, the wavenumber
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Figure 6.11: Mode shape of the A0 mode at 200 kHz for D′ = 100 (pristine) for both
interfaces

Figure 6.12: Mode shape of the A0 mode at 200 kHz for D′ = 10−2 for the lower
interface

(a)

(b)

Figure 6.13: Mode shape of the A0 mode at 200 kHz for D′ = 10−4 for the lower
interface (a): motion of the upper two layers and (b): motion of the lower layer
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increase between D = 0 and D = 0.75 is of the order of 5%. Moreover, it was proven

in Section 4.5 that the sensitivity of the FDIW technique is of the order of ±5%

meaning that it is impossible with such technique to measure the damage variable

accurately in the range 0 < D < 0.75.

This section focuses on providing an estimate of the evolution of the maximum

carrying load of a composite test sample for a damage variable evolving between

D = 0 and D = 0.9. This is an important analysis because, as the FDIW technique

is unlikely to be able to accurately map the damage variable in this range, it is

necessary to know the maximum carrying load loss that won’t be measured by this

technique. Even though specific numbers are used in this section, the sole goal of this

section is qualitative.

To quantify the loss of maximum carrying load as a function of D, a Double

Cantilever Beam (DCB) similar to the one presented in Section 6.2.4 is studied.

The beam is made of two 1-mm thick aluminum layers joined by an interface with

the properties used in the previous section. Peeling tests are then conducted for

different values of the damage variable. For example D(initial) = 0.5 corresponds to

a reduction of the stiffness Kinter−facial layer and the strength σinter−facial layer of the

inter-facial layer by a factor of two prior to loading. The evolution of the imposed

force on the DCB as a function of the imposed displacement is plotted in Figure 6.14a

for various initial values of the damage variable. For these results, damage initiation

occurs when the imposed force reaches its maximum; the rest of the curve represent

the damage propagation.

The load at damage initiation, i.e., the maximum carrying load of the structure, is

plotted in Figure 6.14b as a function of the initial damage variable. This figure shows

that the stress at damage initiation reduces significantly for decreasing values of the

damage variable. More specifically for a damage variable of D = 0.9, i.e., D′ = 0.1,

the maximum load is reduced by about 50%.
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Figure 6.14: Result for a DCB made of two 1-mm thick aluminum layers (a):
Imposed force VS imposed displacement for various initial value of the damage

variable and (b): Maximum force imposed to the DCB before damage propagation
as a function of the initial value of the damage variable
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Figure 6.15: Model of a 3-layer 3-mm thick lamina. The green layers are pristine
(D = 0) while the red layer represents D = 0.9.

In conclusion, due to their lack of sensitivity in the range 0 < D < 0.75, guided

waves have a limited ability to measure defect that reduce significantly the maximum

carrying load of a structure. However it is important to notice that in the analysis

presented in this section, the entire interface was weakened by a constant value of

the damage variable. In reality, it is expected that the region in which an interface

is weakened is limited in size. Therefore as long as guided waves have the ability to

locally quantify the damage variable, minor property losses can be measured.

6.3.4 Application to damage mapping

In this section, guided waves are used to map damages of varying damage variable.

First, the geometry with varying damage variables is created in Abaqus. Then guided

waves are simulated in the geometry. The FDIW technique is then used to measure

the wavenumber at every point of space. Finally, the wavenumber map is converted

to a damage variable map using the relationship between the wavenumber and the

damage variable showed in Figure 6.10.

First, the two-dimensional model of Figure 6.15 is modeled in Abaqus. This model

is a 100-mm long beam made of three 1-mm aluminum layers. The interfaces between

the layers are considered pristine, i.e., D = 0, except in half of the lower interface,

in which the damage variable is D = 0.9. The thickness of the inter-facial layer is

10−5 m, i.e., two orders of magnitude smaller than the thickness of the aluminum

layers.
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Figure 6.16: Mode shape of the A0 mode at 200 kHz for the model of Figure 6.15

A frequency analysis is then conducted at 200 kHz leading to the deformed con-

figuration of Figure 6.16. Note that in this picture, it is nearly impossible to see that

the wavenumber is slightly different in the right half with respect to the wavenumber

in the left half.

The vertical displacement of the upper layer is then extracted and fed to the

FDIW technique leading to the wavenumber map of Figure 6.17a. In this picture, an

increase in wavenumber is clearly visible at x = 50 mm. The wavenumber is then

converted into the damage variable using Figure 6.10 leading to Figure 6.17b.

In Figure 6.17b, the black line represents the damage variable measured using

the FDIW and the red line represent the true damage variable of the model. First,

it must be noted that the measured damage variable in the pristine region (left) is

inaccurate, which is due to the 5% inaccuracy of the FDIW. In the damage region

(right) however, the damage variable is appropriately measured. In order to take

into account the fact that the accuracy of the FDIW technique is of the order of 5%,

the region of wavenumber less than 5% greater than the pristine wavenumber can be

replaced by the value of the pristine wavenumber. This artificial filtering leads to the

much clearer damage mapping of Figure 6.18.

Even though using the limit of the accuracy of the FDIW technique provides

much better damage maps, one must recall that all the features leading to a change

of wavenumber of less than 5% with respect to the pristine value will not be detected

by this technique. In practice, this means that any damage variable value in the range

0 < D < 0.75 are automatically mapped to zero, hence weakened interfaces may be

missed.

191



20 40 60 80
60

80

100

120

140

A
0
-W

av
en
u
m
b
er

(1
/
m
)
@

2
0
0
k
H
z

x (mm)

(a)

20 40 60 80
0

0.2

0.4

0.6

0.8

1

D
m
ea
su
re
d

x (mm)

(b)

Figure 6.17: (a) Wavenumber measured by the FDIW technique on the upper layer
of Figure 6.16 and (b): Corresponding damage variable measure, black line:

measurement and red line: true damage variable
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Figure 6.18: Damage variable measured with the FDIW technique with the accuracy
threshold of 5%, black line: measurement and red line: true damage variable

Finally, the same process is applied to the three-dimensional model displayed in

Figure 6.19. The specimen is a 150 × 50 × 3 mm three layer aluminum beam. One

end of the specimen is pinned while an out-of-plane four-cycle tone burst of centered

frequency 200 kHz is imposed to the other. Symmetry conditions are imposed to

the side of the specimen and the out-of-plane displacement is measured on the upper

layer. The interfaces of the lamina are pristine (D = 0) except in the circular region

of radius 20 mm depicted in red in Figure 6.19 in which D = 0.9. After extraction

from Abaqus to Matlab, the dataset is mirrored with respect to the plane located at

the middle of the defect so that the defect becomes a circle.

The wavenumber map obtained by the FDIW technique is shown in Figure 6.20a

in which the circular region corresponding to the defect is clearly visible by an increase

of the wavenumber. The wavenumber is then converted to the damage variable of

Figure 6.20b using the relationship obtained in Section 6.3.2. The location and the

value of the damage variable is correctly measured. Note that an indetermination

about the localization of the defect through the thickness remains. In order words,
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Figure 6.19: Model of a 3-layer 150× 50× 3 mm3 lamina. The interface are pristine
(D = 0) except in the red region (D = 0.9)

it is impossible to determine the depth of the weakened interface with the technique

presented in this section.

Based on this measurement, it is possible to implement this geometry and the

damage variable distribution in a CZM software to estimate the residual properties.

6.4 Conclusions

This section suggested guidelines for the use of guided waves to quantify the consti-

tutive damage variable of composites samples in order to obtain residual properties

estimation with cohesive zone methods. This chapter contributes to the fourth ob-

jectives listed in Section 1.5. After an introduction to the cohesive zone methods,

the fundamental relationship between guided waves characteristics and the damage

variable was presented and then used to measure the damage variable for simple nu-

merical cases. The techniques presented in this chapter are imperfect as they only

have the capability to detect severe interface weakening (D > 0.75 approximately).

This chapter is the foundation of future techniques that would enable the use of CZMs

for customized residual properties estimate.
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(a)

(b)

Figure 6.20: (a) Wavenumber measured by the FDIW technique on the upper layer
of Figure 6.19 and (b): Corresponding damage variable measure, black line: true

defect
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CHAPTER VII

CONCLUSIONS AND FUTURE WORK

7.1 Summary

This thesis presents the study of novel guided wave-based techniques that locate,

quantify and analyze defects in composite materials and metals. These techniques

find themselves at the intersection of Structural Health Monitoring (SHM) and Non

Destructive Evaluation (NDE) due to their use of both guided wave methods and

Guided Wavefield Imaging (GWI) techniques. The primary goals of NDE are limited

to the local detection and the evaluation of damages. NDE is often characterized

by off-line inspection requiring a cumbersome equipment. On the other hand, SHM

generally aims at monitoring the condition of the structure during its regular op-

erating cycle, ideally with embedded sensors. Guided wave methods are commonly

considered to be part of SHM methodologies and are widely used for the detection of

flaws in plate-like structures. Guided Wavefield Imaging is a technique that relies on

the detection of images corresponding to the time evolution guided waves propaga-

tion in the structure. Due to the high sensibility of guided waves to internal defects

and the amount of information they include, wavefields have the potential to provide

extensive information regarding the structural component under consideration. How-

ever the main limitation of GWI is the time consuming guided wavefield acquisition

process.

The objectives of this dissertation is to develop novel GWI techniques able to

detect, locate and quantify defects in metals and composite materials while reducing

the acquisition time. In addition, the work attempts to link guided wave signatures

to damage parameters in order to provide strength estimates. Two complimentary
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techniques are developed to achieve the objectives. The first technique, namely the

Sparse Wavefield Reconstruction (SWR) reduces the acquisition time required to

detect a wavefield. The approach employs sparse measurements, i.e., fewer measure-

ments than required by the traditional sampling criteria, scattered within the region

of inspection. The SWR technique is applied for the reconstruction of various exper-

imental wavefields with compression ratios of about 90%, where compression ratio

denotes the reduction of point measurement with the SWR technique with respect

to traditional sampling criteria. The second technique, namely the Frequency Do-

main Instantaneous Wavenumber (FDIW), focuses on the quantification of a defect

through local measurement of the wavenumber. The FDIW is applied to multiple

defects and provides and estimation of the three-dimensional shape of the defects. .

The combination of these two techniques provides an inspection methodology that re-

duces the inspection time and provides detailed defect quantification. Finally, a novel

methodology bridging guided wave measurements and residual life prediction is pre-

sented. This study measures the constitutive damage parameters of composite panels

in order to obtain residual properties estimates through damage mechanics numeri-

cal models. This methodology is used to measure the constitutive damage variable

of a numerically simulated damage and show promising results for an experimental

application.

7.2 Sources of errors, uncertainties and inaccuracies

There exist multiple potential sources of errors, uncertainties and inaccuracies that

may affect the detection and quantification of damages with the Sparse Wavefield Re-

construction (SWR) and the Frequency Domain Instantaneous Wavenumber (FDIW).

In the case of the SWR process, the errors on the reconstruction are driven by

the quality of the model used to reconstruct the sparse measurements. Section 3.8
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quantifies the error induced by multiple model-experiment mismatches in term of re-

construction coherence. First, the dispersion relations used for the reconstruction of

sparse measurements are corrupted by a scaling factor in Section 3.8.1. The quality

of the reconstruction is then evaluated for multiple values of the scaling parameter.

This parametric study concluded that using inaccurate dispersion relations decreases

significantly the quality of the reconstruction. In this thesis, the dispersion relations

used for the reconstructions were obtained by means of a Semi Analytical Finite Ele-

ment (SAFE) method [41], leading to an error due to the inaccuracy of the estimate

of the material properties. A calibration experiment could be conducted prior to the

reconstruction to measure the dispersion relations in a pristine region of the studied

specimen to ensure the use of the appropriate dispersion relations and maximize the

reconstruction coherence. Second, the influence of the amplitude decay exponent on

the reconstruction quality is quantified in Section 3.8.2. This study shows that the

impact of the use of an inaccurate amplitude decay exponent is bonded. However,

in the model used in the reconstruction, the energy dissipation phenomena are ne-

glected. It would therefore be valuable to use an empirical model to better model

the amplitude decay exponent. Finally, the impact of the measurement noise on

the quality of the reconstruction was studied in Section 3.8.5 by numerically adding

noise to a noise-free numerical dataset. It was concluded that the measurement noise

could have a major impact on the quality of the reconstruction. Obtaining a com-

plete parametric study to quantify the effect of each model-experiment mismatch on

the quality of the reconstruction could be achieved by attempting reconstruction on

various specimens, followed by parametric studies similar to the ones presented in

Section 3.8. This process would have to be repeated for a large number of specimens

in order to use statistical analysis to quantify the effect of each parameter. In order

to isolate each individual parameters, numerical models could be used. The combined

effect of multiple parameters could then be studied with the experimental inspection
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of pristine specimens.

In the case of the FDIW, the inaccuracies on the damage quantification originate

primarily from two sources. First, the measurement noise corrupts the measured

wavefield, hence decreases the quality of the wavenumber estimate. In order to ensure

a sufficient signal-to-noise ratio of the measurements and to reduce the effect of noise,

reflective tape is used to increase the quality of the reflection of the SDLV from the

specimen. In addition, power transducers are used to increase the amplitude of the

excited waves. Second, the estimate of the through-the-thickness defect location is

achieved by using the model described in Section 4.4. In this model, it is assumed that

the interaction between the sub-plates on either side of a delamination is negligible.

This assumption is however a source of uncertainty for the depth estimate. Indeed,

the contact between either sides of a delamination may corrupt the wavenumber

measured in the delaminated region. Moreover, the disbond in a delaminated region

may not be a clear discontinuity. In order to judge the quality of the depth estimation,

it is necessary to compare the results obtained with the FDIW technique to truth

measurements. Truth measurements could be obtained by NDE X-ray technique for

example. The difference between the true defect and the measured defect is detailed

in the case of the Teflon disk insert presented in Section 4.4 and is less than one layer.

In order to fully assess the impact of the inaccuracies of the damage quantification, the

FDIW should be applied to a statistically significant number of specimens for which

truth measurements are available. More specifically, the estimation of the size, in-

plane coordinates and depth of a large number of known defects should be compared

with the true geometry of the corresponding defects. This analysis could be conducted

numerically first by designing a set of models with defects of increasing complexity,

followed by experimentations by manufacturing samples with known-defects. The

variance value of the difference between the true and the measured dimensions would

indicate the typical error of the FDIW technique.
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7.3 Contributions

The following contributions to Guided Wavefield Imaging (GWI) are made:

1. The Sparse Wavefield Reconstruction (SWR). The methodology employs Com-

pressed Sensing and the physics of Lamb waves to extrapolate the information

embedded in sparse measurements to reconstruct a wavefield. The formulation

relies on the use of the fundamental propagation equation (Section 3.4) to in-

terpret sparse measurements (Section 3.5). An implementation of the process

to reconstruct wavefields, reducing drastically the acquisition time of guided

waves is provided (Section 3.6). The proposed methodology is applied to mul-

tiple specimens with various defects which demonstrate the ability to resolve

complex geometries (Section 3.7). The proposed technique presents the unique

feature to use prior knowledge of the inspected specimen, thus allowing dam-

age localization in addition to wavefield reconstruction along with compression

ratios up to 90% with respect to Nyquist sampling criteria.

2. The Frequency Domain Instantaneous Wavenumber (FDIW). This is an efficient

tool for damage mapping in composite materials (Section 4.3). An approach

to relate a wavenumber map to a three-dimensional defect map is introduced

(Section 4.4). This approach leads to an efficient 3D damage characterization

process in both isotropic and anisotropic materials. The accuracy of the process

is quantified (Section 4.5) and results are shown for multiple specimens with

various defects (Section 4.6).

3. SWR and FDIW integration and comparison against NDE techniques. An

approach integrating the SWR and the FDIW is proposed (Section 5.4), im-

plemented and applied to realistic impact delamination in composites (Section

5.6). Results are compared to existing NDE methodologies (Section 5.5). Dis-

cussion to improve the guided waves excitation-measurement setup commonly
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used within the GWI research community are proposed with non-bonded exci-

tation (Section 5.2) and continuously scanning Laser vibrometer (Section 5.3).

4. Constitutive damage parameters detection and analysis. The Cohesive Zone

Model (CZM) are introduced (Section 6.2). The model to obtain a relation-

ship between GWI and the damage parameter of CZM is presented (Section

6.3.2). This model is then used to map partially weakened bonds using GWI

(Section 6.3.4). This study presents the guidelines to obtain residual properties

estimate from GWI hence facilitating the decision making process once a defect

is detected and quantified.

7.4 Future work

This section lists the proposed avenues to further advance the work presented in this

dissertation.

7.4.1 Non-contact excitation

As described in Section 5.1, the use of a contact-free excitation device, such as a pulsed

laser or an air-coupled transducer, is highly desirable to improve the feasibility of the

presented integrated approach and the quality of the results. Aside from making

the experimental setup simpler, it would also remove the need to permanently bond

transducers on the structure, which is a concern in the aerospace industry for exam-

ple. Moreover, a movable source would easily enable the possibility to automatically

illuminate a defect from multiple directions.

7.4.2 Improvements of the FDIW and SWR

This section lists three suggestions to improve the FDIW and the SWR techniques

presented in this research. First, the inspection of multiple frequencies with the

FDIW technique would lead to a more accurate defect size and depth estimate. A

201



process similar to the one presented in [137], which studies the wavenumber at various

frequencies to obtain a robust depth estimate, could be considered.

Second, solving of the model-experiment mismatches issues of the SWR process

described in Section 3.8 could crucially improve the performances of the reconstruc-

tion. The mismatches could be reduced by performing a calibration experiment prior

to the sparse measurement of a given group of identical specimen. Another avenue to

reduce the influence of these mismatches is to use additional information regarding

the expected wavefield represented by the sparse measurements, such as the location

of the transducer or the excitation function. Finally, the influence of mismatches

could be reduced by letting the parameters driving the reconstruction, such as the

wavenumber, to fluctuate within a finite range. Compressed Sensing could then be

used to find the optimal set of parameters while reconstructing the wavefield.

Finally, an intelligent sampling scheme could be used to minimize the number

of sparse measurements and improve the overall results of the SWR process. An

intelligent sampling scheme means that the reconstruction would be attempted with

very few sparse measurements at first, leading to an information regarding the optimal

area in which further measurements should be measured next. This process could then

be iterated until appropriate reconstruction and feature resolution is obtained. To

achieve this intelligent sampling scheme, it would be required to resolve the SWR

process in real time in parallel to the measurements.

7.4.3 Promising application areas

Chapter 5 presents the integration of the Guided Wavefield Imaging (GWI) techniques

developed in this document. This integration minimizes the inspection duration by

using sparse measurements to detect and locate defects and dense measurements to

quantify the defects. This technique requires the optical access to the inspected

structure. Indeed, the area of inspection to be measured by the Scanning Laser
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Doppler Vibrometer (SLDV) must be accessible to the laser beam. This limits the

application of the technique to external structures only. For example, the inspection

of internal human tissue, or the inspection of buried pipes would not be possible using

GWI techniques. Similarly, the internal components of a structure would have to be

disassembled to be inspected using GWI. The other limitation is related to the thin

plate-like assumption required for the application of the GWI techniques. Based on

this constraint, thick structure such as load-carrying walls are not good candidates

to be inspected with GWI.

Multiple applications of the techniques presented in this document can be found

in external structure inspection for example, aircraft or rotorcraft fuselage, the body

of a car or the haul of a ship. Defects detected by the techniques presented in this

dissertation could include impact defects, corrosion, fatigue cracks, manufacturing

defects such as foreign object inserts or external pipe erosion. Other applications

includes the monitoring of thin 3D-printed parts. Quality inspection of thin structures

with multiple thicknesses could also be achieved with these techniques. Damage

quantification obtained with the GWI techniques could be coupled with ultrasonic

techniques such as pulse-echo to achieve finer defect resolutions.

7.4.4 Damage variable measurement

Chapter 6 only presents preliminary investigations towards the use of guided waves for

strength estimations. The methodology presented in this document has been proven

to be efficient for severe defects only. Other guided wave damage quantification tech-

niques such as phase-based techniques [27] for example could be more sensitive to

non-severe interface weakening. Moreover, other NDE techniques, such as thermog-

raphy, may also provide a damage variable assessment by relating the heat radiation

reflected by partially weakened interfaces to the damage variable.

203



REFERENCES

[1] Boris Muravin, Gregory Muravin, and Ludmila Lezvinsky. The fundamentals of
structural health monitoring by the acoustic emission method. In Proceedings
of the 20th International Acoustic Emission Symposium, pages 253–258, 2010.

[2] Hoon Sohn, Charles R Farrar, Francois M Hemez, Devin D Shunk, Daniel W
Stinemates, Brett R Nadler, and Jerry J Czarnecki. A review of structural
health monitoring literature: 1996-2001. Los Alamos National Laboratory Los
Alamos, NM, 2004.

[3] Charles R Farrar and Keith Worden. An introduction to structural health mon-
itoring. Philosophical Transactions of the Royal Society of London A: Mathe-
matical, Physical and Engineering Sciences, 365(1851):303–315, 2007.

[4] Donald O Thompson and Dale E Chimenti. Review of progress in quantitative
nondestructive evaluation, volume 18. Springer Science & Business Media, 2012.

[5] NASA; Preferred Reliability Practices. Ultrasonic testing of aerospace materi-
als. Practice No. PT-TE-1422, pages 1–6.

[6] David N Alleyne and Peter Cawley. Optimization of lamb wave inspection
techniques. Ndt & E International, 25(1):11–22, 1992.

[7] P Cawley. The rapid non-destructive inspection of large composite structures.
Composites, 25(5):351–357, 1994.

[8] Sergio H Diaz Valdes and Costas Soutis. Real-time nondestructive evaluation
of fiber composite laminates using low-frequency lamb waves. The Journal of
the Acoustical Society of America, 111:2026, 2002.

[9] Seth S Kessler, S Mark Spearing, and Constantinos Soutis. Damage detection in
composite materials using lamb wave methods. Smart Materials and Structures,
11(2):269, 2002.

[10] A Demma, D Alleyne, and B Pavlakovic. Testing of buried pipelines using
guided waves. In 3rd Middle East Nondestructive Testing Conference & Exhi-
bition, 2005.

[11] Massimo Ruzzene. Frequency–wavenumber domain filtering for improved dam-
age visualization. Smart materials and structures, 16(6):2116, 2007.

[12] Thomas E Michaels, Jennifer E Michaels, and Massimo Ruzzene. Frequency–
wavenumber domain analysis of guided wavefields. Ultrasonics, 51(4):452–466,
2011.

204



[13] Luca de Marchi, Alessandro Marzani, Nicolo Speciale, and Viola E. A passive
monitoring technique based on dispersion compensation to locate impacts in
plate-like structures. Smart Materials and Structures, 20(3), 2011.

[14] AJ Croxford, PD Wilcox, BW Drinkwater, and G Konstantinidis. Strategies for
guided-wave structural health monitoring. Proceedings of the Royal Society A:
Mathematical, Physical and Engineering Science, 463(2087):2961–2981, 2007.

[15] Jennifer E Michaels. Detection, localization and characterization of damage in
plates with an in situ array of spatially distributed ultrasonic sensors. Smart
Materials and Structures, 17(3):035035, 2008.

[16] Thomas Clarke, Peter Cawley, Paul David Wilcox, and Anthony John Crox-
ford. Evaluation of the damage detection capability of a sparse-array guided-
wave shm system applied to a complex structure under varying thermal con-
ditions. Ultrasonics, Ferroelectrics and Frequency Control, IEEE Transactions
on, 56(12):2666–2678, 2009.

[17] Fei Yan, Roger L Royer, and Joseph L Rose. Ultrasonic guided wave imag-
ing techniques in structural health monitoring. Journal of Intelligent Material
Systems and Structures, 21(3):377–384, 2010.

[18] Z Sharif-Khodaei and MH Aliabadi. Assessment of delay-and-sum algorithms
for damage detection in aluminium and composite plates. Smart Materials and
Structures, 23(7):075007, 2014.

[19] H Sohn, D Dutta, JY Yang, M DeSimio, S Olson, and E Swenson. Automated
detection of delamination and disbond from wavefield images obtained using a
scanning laser vibrometer. Smart Materials and Structures, 20(4):045017, 2011.

[20] MJ Sundaresan, PF Pai, A Ghoshal, MJ Schulz, F Ferguson, and JH Chung.
Methods of distributed sensing for health monitoring of composite material
structures. Composites Part A: Applied Science and Manufacturing, 32:1357–
1374, 2001.

[21] WJ Staszewski, BC Lee, and R Traynor. Fatigue crack detection in metallic
structures with lamb waves and 3d laser vibrometry. Measurement Science and
Technology, 18(3):727, 2007.

[22] Lingyu Yu, Cara AC Leckey, and Zhenhua Tian. Study on crack scattering
in aluminum plates with lamb wave frequency–wavenumber analysis. Smart
Materials and Structures, 22(6):065019, 2013.

[23] Yun-Kyu An, Byeongjin Park, and Hoon Sohn. Complete noncontact laser
ultrasonic imaging for automated crack visualization in a plate. Smart Materials
and Structures, 22(2):025022, 2013.

205



[24] Matthew D Rogge and Cara AC Leckey. Characterization of impact damage
in composite laminates using guided wavefield imaging and local wavenumber
domain analysis. Ultrasonics, 53(7):1217–1226, 2013.

[25] MD Rogge and CAC Leckey. Local guided wavefield analysis for characteriza-
tion of delaminations in composites. In REVIEW OF PROGRESS IN QUAN-
TITATIVE NONDESTRUCTIVE EVALUATION: VOLUME 32, volume 1511,
pages 963–970. AIP Publishing, 2013.

[26] Matthew D Rogge and PH Johnston. Wavenumber imaging for damage detec-
tion and measurement. 1430:761, 2012.

[27] Aaron Darnton and Massimo Ruzzene. Phase congruency for damage mapping
in composites. In Review of Progress in Quantitative Non-Destructive Engi-
neering, 2015.

[28] Aaron Darnton and Massimo Ruzzene. Damage mapping in composites with
phase gradient. In ASME 2014 Conference on Smart Materials, Adaptive Struc-
tures and Intelligent Systems. American Society of Mechanical Engineers, 2014.

[29] Polytec. PSV-400 Scanning Vibrometer, 2011.

[30] Joseph L Rose. Ultrasonic guided waves in solid media. Cambridge university
press, 2014.

[31] Zhongqing Su, Lin Ye, and Ye Lu. Guided lamb waves for identification of
damage in composite structures: A review. Journal of sound and vibration,
295(3):753–780, 2006.

[32] Joseph L Rose. A baseline and vision of ultrasonic guided wave inspection
potential. Journal of pressure vessel technology, 124(3):273–282, 2002.

[33] Ajay Raghavan and Carlos ES Cesnik. Review of guided-wave structural health
monitoring. Shock and Vibration Digest, 39(2):91–116, 2007.

[34] Horace Lamb. On waves in an elastic plate. Proceedings of the Royal Society of
London. Series A, 93(648):114–128, 1917.

[35] DC Worlton. Experimental confirmation of lamb waves at megacycle frequen-
cies. Journal of Applied Physics, 32(6):967–971, 1961.

[36] Karl F Graff. Wave motion in elastic solids. Courier Corporation, 2012.
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