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Abstract. Hyperspectral imaging is an important visual modality with
growing interest and range of applications. The latter, however, is hin-
dered by the fact that existing devices are limited in either spatial, spec-
tral, and/or temporal resolution, while yet being both complicated and
expensive. We present a low cost and fast method to recover high qual-
ity hyperspectral images directly from RGB. Our approach first lever-
ages hyperspectral prior in order to create a sparse dictionary of hyper-
spectral signatures and their corresponding RGB projections. Describing
novel RGB images via the latter then facilitates reconstruction of the
hyperspectral image via the former. A novel, larger-than-ever database
of hyperspectral images serves as a hyperspectral prior. This database
further allows for evaluation of our methodology at an unprecedented
scale, and is provided for the benefit of the research community. Our
approach is fast, accurate, and provides high resolution hyperspectral
cubes despite using RGB-only input.

1 Introduction

Hyperspectral imagery has been an active area of research since modern acquisi-
tion technology became available in the late 1970s [1]. Unlike RGB or multispec-
tral acquisition devices, the goal of hyperspectral imaging is the acquisition of the
complete spectral signature reflected from each observable point. The richness of
this information facilitates numerous applications, but it also comes with a price
– a significant decrease in spatial or temporal resolution (Note that in this sense
a typical RGB or other multispectral cameras compromise the third dimension
of hyperspectral data, namely the spectral resolution.). As a result, the use of
Hyperspectral Imaging Systems (HISs) has been limited to those domains and
applications in which these aspects of the signal (either spatial, but mostly tem-
poral resolution) were not central – remote sensing (cf. [2]), agriculture (cf. [3]),
geology (cf. [4]), astronomy (cf. [5]), earth sciences (cf. [6]), and others. Even
in these cases the HIS is often used for the preliminary analysis of observable
signals in order to characterize the parts of the spectrum that carries valuable
information for the application. This information is then used to design multi-
spectral devices (cameras with few spectral bands) that are optimized for that
application.
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Fig. 1. The estimation process: a rich hyperspectral prior is collected, a correspond-
ing hyperspectral dictionary is produced and projected to RGB. Once produced, the
dictionary may be used to reconstruct novel images without additional hyperspectral
input.

Unlike their use in niche or dedicated applications such as the above, the use
of HISs in general computer vision, and in particular in the analysis of natural
images, is still in its infancy. The main obstacles are not only the reduced resolu-
tion in one of the acquisition “axes” (i.e. spatial, temporal, or spectral), but also
the cost of the hyperspectral devices. Both problems result from the attempt
to record three dimensional data I(x, y, λ) using two dimensional sensors, which
typically require elaborate setups involving some sort of scanning (either spectral
or spatial). Ideally, one should obtain a hyperspectral image at high resolution
both spatially and spectrally, and do so both quickly (as dictated by the frame
rate requirement of the application) and at low cost. While various approxima-
tions have been proposed in recent years (see Sect. 2), most require hybrid (and
costly) hardware involving both RGB and low resolution hyperspectral measure-
ments. In contrast, here we present a low cost and fast approach requiring only
an RGB camera. To address the severely underconstrained nature of the prob-
lem (recovering hyperspectral signatures from RGB measurements) we exploit
hyperspectral prior which is collected and pre-processed only once using tools
from the sparse representation literature. As we show, despite the inferior mea-
surements (RGB only vs. RGB endowed with low resolution spectral data), our
approach is able to estimate a high quality hyperspectral image, thereby mak-
ing a significant step toward truly low cost real-time HISs and numerous new
scientific and commercial applications.

2 Related Work

Acquisition of full spectral signatures has evolved greatly in the last several
decades. Originating with spectrometers, nowadays these devices can measure
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the intensity of light across a wide range of wavelengths and spectral resolutions
(up to picometres) but they lack any form of spatial resolution. Early HISs such
as NASA’s AVIRIS [7] produced images with high spatial/spectral resolution
using “whisk broom” scanning where mirrors and fiber optics are used to collect
incoming electromagnetic signals into a bank of spectrometers pixel by pixel.
Newer systems employ “push broom” scanning [8] and utilize dispersive opti-
cal elements and light sensitive (e.g., CCD) sensors in order to acquire images
line by line. Other systems, often used in microscopy or other lab applications,
employ full 2D acquisition through interchangeable filters thus obviating the
need for relative motion between the camera and scene at the expense of tempo-
ral resolution and high sensitivity to corruption by scene motion. Since purely
physical solutions have yet to produce a method for fast acquisition with high
spatial and spectral resolution, various methods have been proposed to augment
hyperspectral acquisition computationally.

Computed tomography imaging spectrometers (CTIS) [9–11] utilize a spe-
cial diffraction grating to ‘project’ the 3D hyperspectral data cube onto different
areas of the 2D imaging sensor. The multiplexed two dimensional data can later
be used to reconstruct the hyperspectral cube computationally, but the method
as a whole requires both specialized acquisition equipment and significant post
processing. Moreover, spatial and spectral resolution is severely limited in rela-
tion to sensor size. Building upon advances in the field of compressed sensing,
coded aperture HISs [12,13] and other compressive HS imaging techniques [14]
improve upon CTIS in terms of sensor utilization, but still require complex
acquisition equipment as well as significant post processing to recover full spec-
tral signatures.

Systems capable of real time acquisition without incurring heavy computa-
tional costs have been proposed as well. For example, “Hyperspectral fovea”
systems [15,16] can acquire high resolution RGB data, endowed with hyper-
spectral data over a small central region of the scene. These systems are mostly
useful for applications that require occasional hyperspectral sampling of specific
areas rather than a full hyperspectral cube. Du et al. [17] proposed a simple
prism based system for the acquisition of multispectral video. Unfortunately,
this system mandates a direct trade-off between spatial and spectral resolution.

Seeking to improve the spectral and spatial resolution of images acquired from
HISs that sample the hyperspectral cube sparsely, Kawakami et al. [18] suggested
a matrix factorization method in order to obtain high resolution hyperspectral
data from input that constitutes both a low resolution hyperspectral image and
a high resolution RGB image. Although this method provides high estimation
accuracy, it is also extremely computationally intensive, with computational time
per image reported in the hours. Assuming the same type of input (high reso-
lution RGB + low resolution spectral image) but replacing some of the exten-
sive matrix factorization computations with simpler propagation methods, Cao
et al. [19] proposed a specialized hybrid acquisition system capable of producing
hyperspectral video at several frames per second.
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In more recent studies researchers have increasingly attempted estimation
of hypespectral information using only RGB cameras. By illuminating a tar-
get scene with several narrow-band light sources, a process known as “time-
multiplexed illumination”, scene reflectance can be estimated across a number
of wavelengths. Goel et al. [20] proposed such a system capable of estimating
17 spectral bands at 9 fps using time multiplexed illumination, while Parmar
et al. [21] demonstrated the recovery of 31 spectral bands using 5 narrow-band
LED sources. This approach seemingly removes computational and temporal
hurdles faced by previous efforts but introduces a new constraint of controlled
lighting, thus rendering itself ineffective in outdoor conditions, large scale envi-
ronments or conditions where illumination changes are prohibited.

While single-shot hyperspectral acquisition and hyperspectral video seems
within reach, existing systems still require special acquisition hardware and/or
complex and costly computations for each frame acquired. The approach we
present in this paper improves upon previous work in that the acquisition sys-
tem that results from it is fast, requires only RGB but no hyperspectral input
(and therefore no hyperspectral equipment) whatsoever, and has the bulk of the
necessary computations done only once prior to acquisitions.

3 Hyperspectral Prior for Natural Images

Key in our work is the exploitation of prior on the distribution of hyperspectral
signatures in natural images. In practical terms this prior must be sampled from
the real world by acquiring a range of hyperspectral images using a genuine HIS,
but this process should be done only once. Naturally, one can use existing collec-
tions of hyperspectral images for this purpose. Indeed, databases of reflectance
color spectra [22] and images collected from airborne platforms are abundant
and readily available for research (NASA’s AVIRIS collection [23] alone contains
thousands of images and continues to grows daily). Unfortunately, the former
are typically small or limited to specific types of materials while the latter are
ill-suited as a prior for ground-level natural images. In the same spirit, however,
a collection of ground-level hyperspectral images could serve as a prior. To our
knowledge only a handful of such data sets have been published to date, with
notable examples including those by Brelstaff et al. [24] in 1995 (29 images of
rural scenes/plant life), by Foster et al. [25] in 2002 and 2004 (16 urban/rural
scenes), by Yasuma et al. [26] (32 studio images of various objects), and by
Chakrabarti and Zickler [27] (50 mostly urban outdoor scenes and 27 indoor
scenes).

Since collecting hyperspectral image datasets is laborious, most of the above
databases are limited in scope (if nothing else, then by the mere number scenes
imaged). At the same time, some of the available data also lacks spatial res-
olution (for example, the images in the Brelstaff data set are 256× 256 pixels
in size) and all have spectral resolution of 33 channels or less. To allow better
collection of hyperspectral prior, and to provide better tools to advance nat-
ural hyperspectral imagery research in general, here we provide new and larger
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Fig. 2. The experimental setup used for the acquisition of our database includes a
Specim hyperspectral camera, a computer control rotary stage mounted on a heavy
duty tripod, and acquisition computer.

hyperspectral database of natural images captured at high spatial and spectral
resolution [28].

Our database of hyperspectral natural images is acquired using a Specim
PS Kappa DX4 hyperspectral camera and a rotary stage for spatial scanning
(Fig. 2). At this time 100 images were captured from a variety of urban (resi-
dential/commercial), suburban, rural, indoor and plant-life scenes (see selected
RGB depictions in Fig. 3) but the database is designed to grow progressively.
All images are 1392 × 1300 in spatial resolution and 519 spectral bands (400–
1,000 nm at roughly 1.25 nm increments). For comparison purposes, and when-
ever possible, we also compared results using previously published datasets and
benchmarks.

4 Hyperspectral from RGB

The goal of our research is the reconstruction of the hyperspectral data from
natural images from their (single) RGB image. Prima facie, this appears a futile
task. Spectral signatures, even in compact subsets of the spectrum, are very
high (and in the theoretical continuum, infinite) dimensional objects while RGB
signals are three dimensional. The back-projection from RGB to hyperspectral
is thus severely underconstrained and reversal of the many-to-one mapping per-
formed by the eye or the RGB camera is rather unlikely. This problem is perhaps
expressed best by what is known as metamerism [29] – the phenomenon of lights
that elicit the same response from the sensory system but having different power
distributions over the sensed spectral segment.

Given this, can one hope to obtain good approximations of hyperspectral
signals from RGB data only? We argue that under certain conditions this other-
wise ill-posed transformation is indeed possible; First, it is needed that the set of
hyperspectral signals that the sensory system can ever encounter is confined to a
relatively low dimensional manifold within the high or even infinite-dimensional
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Fig. 3. RGB depictions of few samples from our acquired hyperspectral database.

space of all hyperspectral signals. Second, it is required that the frequency of
metamers within this low dimensional manifold is relatively low. If both condi-
tions hold, the response of the RGB sensor may in fact reveal much more on
the spectral signature than first appears and the mapping from the latter to the
former may be achievable.

Interestingly enough, the relative frequency of metameric pairs in natural

scenes has been found to be as low as 10−6 to 10−4 [25]. This very low rate
suggests that at least in this domain spectra that are different enough produce
distinct sensor responses with high probability. Additionally, repeated findings
have been reported to suggest that the effective dimension of visual spectrum
luminance is indeed relatively low. Several early studies [30–32] attempted to
accurately represent data sets of empirically measured reflectance spectra with
a small amount of principal components. While results vary, most agree that 3–8
components suffice to reliably reconstruct the spectral luminance of measured
samples. Similar exploration by Hardeberg [33] on several datasets of differ-
ent pigments and color samples concluded an effective dimension that varies
between 13 to 23. Most recently, a similar PCA analysis, though this time on
8× 8 tiles from the Chakrabarti dataset, found that the first 20 principle compo-
nents account for 99 % of the sample variance [27]. This last result is of additional
interest since it implies that hyperspectral data in the visual spectrum is sparse
both spectrally and spatially.

One may argue that the sparsity of natural hyperspectral signatures is to
be expected. Indeed, the spectral reflectance of an object is determined by two
main factors: its material composition and the spectral properties of the illu-
mination. While many factors may affect the spectrum reflected by a material
sample in subtle ways, it can be generally viewed as a linear combination of
the reflected spectra produced by the different materials composing the sam-
ple [34]. Although the range of possible materials in nature may be large, it is
conceivable to assume that only few contribute to the spectrum measured at each
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particular pixel in the hyperspectral image. Hence, a natural way to represent
spectra observed in natural images is a sparse combination of basis spectra stored
in a dictionary. Indeed, among several methods proposed in the field of color sci-
ence for reflectance estimation from RGB images [35], regression estimation sug-
gests the use of a dictionary containing a collection of reflectance/measurement
pairs in order to estimate the underlying reflectance of new measurements. While
previous studies [21,36,37] have attempted to apply the regression estimation
method for reflection estimation, most of them were limited to theoretical studies
on small datasets of known “generic” spectra (such as the Munsell color chip set)
or to domain specific tasks [36]. Despite their limited scope, these studies indi-
cate that accurate spectral recovery may be achieved from RGB data. Further
optimism may be garnered from the recent work of Xing et al. [38] demonstrat-
ing noise reduction and data recovery in hyperspectral images based on a sparse
spatio-spectral dictionary. Although based upon aerial imagery, Xing’s results
demonstrate the power of sparse representations and over-complete dictionaries
in hyperspectral vision.

4.1 Spectra Estimation via Sparse Dictionary Prior

Building upon the observed sparsity of natural hyperspectral images, we suggest
a sparse dictionary reconstruction approach based on a rich hyperspectral prior
for reconstruction of hyperspectral data from RGB measurements. First, a rich
hyperspectral prior is collected, preferably (but not necessarily) from a set of
domain specific scenes. This prior is then reduced computationally to an over-
complete dictionary of hyperspectral signatures. Let Dh be such an overcomplete
dictionary hi (expressed as column vectors) in natural images:

Dh = {h1,h2, ...,hn}. (1)

Once obtained, the dictionary is projected to the sensor space via the receptor
spectral absorbance functions. While this formulation is general and suits dif-
ferent types of sensors, here we focus on RGB sensors and the RGB response
profiles. If d = dim(hi) is the dimension of the spectral signatures after quantiza-
tion to the desired resolution, these projections are expressed as inner products
with matrix R of dimensions 3×d which yields a corresponding RGB dictionary
Drgb

Drgb = {c1, c2, ..., cn} = R · Dh. (2)

of three dimensional vectors ci = (ri, gi, bi)
T such that

ci = R · hi ∀ci ∈ Drgb. (3)

The correspondence between each RGB vector ci and its hyperspectral originator
hi is maintained for the later mapping from RGB to hyperspectral signatures.
This also completes the pre-processing stage which is done only once.

Given an RGB image, the following steps are used to estimate the corre-
sponding hyperspectral image of the scene. For each pixel query cq = (rq, gq, bq)

T

encountered in the RGB image, a weight vector w is found such that:
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Drgb · w = cq. (4)

The weight vector w must adhere to the same degree of sparsity imposed on Dh

at the time of its creation. Once w is found, the spectrum hq underlying cq is
estimated by the same linear combination, this time applied on the hyperspectral
dictionary:

hq = Dh · w. (5)

Since Drgb was generated from Dh it follows (from Eqs. 2 and 4) that the recon-
structed spectrum is consistent with the dictionary:

cq = R · hq. (6)

but whether or not hq is indeed an accurate representation of the hyperspec-
tral data that generated the pixel cq depends on the representational power of
the dictionary and must be tested empirically. As is demonstrated in Sect. 5,
reconstruction quality is directly affected by the scope and specificity of the
hyperspectral prior.

5 Implementation and Results

Our hyperspectral recovery method was tested using images from our newly
acquired hyperspectral database (cf. Sect. 3). The spectral range used from each
image was limited roughly to the visual spectrum and computationally reduced
via proper binning of the original narrow bands to 31 bands of roughly 10 nm
in the range 400–700 nm. This was done both to reduce computational cost
but mostly to facilitate comparisons to previous benchmarks that employ such
representation.

To test the proposed algorithm we selected a test image from the database
and mapped it to RGB using CIE 1964 color matching functions. 1000 random
samples from each of the remaining images were then combined to create the
over complete hyperspectral dictionary Dh using the K-SVD algorithm [39].
The dictionary size was limited to 500 atoms, under a sparsity constraint of 28
non-zero weights per atom. These parameters were determined to be ideal via
exploration of the parameter space. Figure 6b depicts performance over variable
parameters, demonstrating the robustness of our method to parameter selection.

The resulting dictionary was then projected to RGB to form Drgb. Once
all these components have been obtained, the hyperspectral signature of each
pixel of the test image was estimated as described above, where the dictionary
representation of each RGB pixel was computed with the Orthogonal Match
Pursuit (OMP) [40] algorithm.

The process just described was repeated until each image had been selected
for testing and independently reconstructed several times to discount the sto-
chastic aspect of the dictionary. The reconstructed hyperspectral images were
compared to ground-truth data from the database and RMSE errors were com-
puted. Additionally, we repeated the same process for specific image subsets in
the database (urban scenes, rural scenes, etc.) in order to explore the effect of
domain-specific prior on reconstruction performance.
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5.1 Experimental Results

Figure 5 exemplifies the quality of spectra reconstruction obtained with our app-
roach (recall that the only input during reconstruction is the RGB signal). This
type of results, that represent not only qualitative but also very accurate quan-
titative reconstructions, characterizes the vast majority of pixels in all images
in the database. Figure 4 shows a comparison of the reconstructed and ground
truth spectral bands for two selected images. Notice the relatively shallow error
maps (using the same scale as used in Kawakami et al. [18] for comparison).
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Fig. 4. Comparison of reconstructed luminance to ground truth luminance in selected
spectral bands of two images (cf. Fig. 3). Luminance error presented on a scale of ±255
(as presented in Kawakami et al. [18]).

Estimation errors were reported in terms of luminance error divided by
ground truth luminance, thus preventing a bias towards low errors in low-
luminace pixels. Additionally, absolute RMSE values were reported on a scale
of 0–255 in order to facilitate comparison to results reported in previous work.
Table 1 presents pooled results from the evaluation process described above while
Fig. 6a displays the average RMSE per spectral channel of reconstructed images.
On average across our entire database, hyperspectral images were reconstructed
with a relarive RMSE error of 0.0756. Errors were mostly pronounced in chan-
nels near the edge of the visible spectrum. As the table further shows, when
both dictionary construction and the reconstruction procedures are restricted
to specific domains, performance typically improves even further since images
from a certain category are more likely to share hyperspectral prior. It is there-
fore expected that the suggested methodology will perform especially well in
restricted domain tasks. Conversely, cross-domain tests (i.e. reconstruction of
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images from the “Park” set using a dictionary generated from the “Rural” set)
produced comparable RMSE values to the reconstructions with a general prior,
indicative that such dictionaries my be useful across various domains.

400 450 500 550 600 650 700
200

400

600

800

1000

1200

1400

400 450 500 550 600 650 700
300

400

500

600

700

800

900

1000

1100

400 450 500 550 600 650 700
200

400

600

800

1000

1200

400 450 500 550 600 650 700
200

400

600

800

1000

1200

1400

400 450 500 550 600 650 700
0

500

1000

1500

2000

2500

Fig. 5. A sample failure case (right) and 4 random samples (left) of spectra reconstruc-
tion (blue, dashed) vs. ground truth data (red). (Color figure online)

Finally, we applied our approach to the hyperspectral database acquired by
Chakrabarti and Zickler [27]. Dividing the set to indoor and outdoor images,
average RMSE over each of these subsets is reported at the bottom of Table 1.
Compared to results on our database, performance is degraded. The indoor sub-
set exhibited low absolute RMSE values, alongside high relative RMSE values -
indicating that reconstruction errors were largely constrained to low-luminance
pixels, which are indeed abundant in the subset. Degraded performance is fur-
ther explained by the fact that the Chakrabarti database was sampled in the
420–720 nm range, outside the 400–700 nm effective range of the CIE color
response function. Additionally some hyperspectral blurring was found to con-
taminate the data. Indeed, while Chakrabarti and Zickler [27] provided motion
masks for scene segments suspected with extensive motion, more subtle motions
that are not captured by these masks are observable and may affect the results.
Note that even in the case of the indoor subset, absolute RMSE values are com-
parable to previous reported results (e.g. Kawakami et al. [18]).

5.2 Comparison to Prior Art

Since previous work on hyperspectral evaluation differs either in input (RBG+HS
vs. RGB only) or evaluation scale (ranging between 102 pixels in Parmar
et al. [21] and 106 pixels in Kawakami et al. [18] vs. over 108 reconstructed
pixels presented here) it may be difficult to make an equal-ground compar-
ison. Nevertheless, we have compared our approach to results presented by
Kawakami et al. [18] and tested our algorithm on the Yasuma data set [26]. Sadly,
while the method presented by Parmar et al. [21] (cf. Sect. 4) may be applied to
three-channel input, their paper only presented two data-points reconstructed
from 8-channel input thus rendering comparison impossible.

As noted earlier, the Yasuma data set constitutes 32 studio images, many
of which contain large dark background areas. Naive acquisition of our hyper-
spectral prior by randomly sampling these images is likely to produce a biased
dictionary where the genuine hyperspectral information is severely underrepre-
sented. Additionally, being an indoor collection of different random objects, it is
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Table 1. Average relative/absolute root mean square error of reconstruction over dif-
ferent image sets. Absolute RMSE values are shown in the range of 8-bit images (0–255).

Data Set Relative RMSE Absolute RMSE

Complete data set 0.0756 2.633

Park subset 0.0589 2.105

Indoor subset 0.0507 1.417

Urban subset 0.0617 2.260

Rural subset 0.0354 1.582

Plant-life subset 0.0469 1.816

Cross domain

Park subset from rural prior 0.0801 2.693

Rural subset from park prior 0.0592 3.121

Chakrabarti data set

Outdoor subset 0.1231 3.466

Indoor subset 0.5207 5.685
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Fig. 6. (a) Average relative RMSE per channel across reconstructions (black). CIE
1964 color matching functions, displayed at an arbitrary scale, overlaid for reference
(red, green, blue). (b) Reconstruction RMSE over a subset of reconstructed images as a
function of parameter selection. Note that performance peaks quickly for sparsity target
around 30 and dictionary size around 500 (and remain relatively stable thereafter).
(Color figure online)

unlikely that a prior collected from one could be used successfully to reconstruct
spectral signatures for others. To overcome these limitations, a hyperspectral
prior was sampled from each image separately before reconstruction. 10,000 pix-
els (3.8 % of each image) were sampled either randomly from the entire image
or from a central region of the image to avoid the dark (hyperspectrally poor)
background (if existed). These were then reduced computationally to a hyper-
spectral dictionary. Additionally, initial atoms for the K-SVD algorithm were
selected either randomly from the sampled prior, or via maximization of the
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distance between their projected RGB values. Reconstructions were performed
using each of the resulting dictionaries and the results are reported in Table 2.

Table 2. Numerical comparison of root mean squared error between methods. The
numbers are shown in the range of 8-bit images (0–255) in order to match results
presented by Kawakami et al. [18]. Note the comparable results of our method despite
using much inferior image data (RGB+hyperspectral prior vs. RGB+low resolution
hyperspectral of each image) during the reconstruction.

Ours Kawakami [18]

Dataset Avg 5.4 not reported

Balloons 5.2 3.0

Beads 5.3 9.2

Sponges 3.1 3.7

Oil Painting 3.3 4.7

Flowers 4.2 5.4

CD 8.7 8.2

Fake/Real Peppers 5.7 4.7

Photo and Face 3.3 3.3

As can be observed in the table, despite using only RGB for reconstruction,
results are comparable (note that Kawakami et al. [18] reported results only on
8 images out of the entire database). Importantly, while Kawakami et al. [18]
reported computation of several hours for factorization and reconstruction of
a 4008× 2672 image on an eight-core CPU, our algorithm completed both dic-
tionary construction and image reconstruction in seconds (timed on a modest
four-core desktop using Matlab implementation). Needless to say that our app-
roach can be massively parallelized in a trivial way since the reconstruction of
each pixel is independent of the others. Video rate reconstruction is therefore
well within reach.

5.3 Reconstruction from Consumer RGB Camera

The eventual goal of our research is the ability to turn consumer grade RGB
cameras into a hyperspectral acquisition devices, thus permitting truly low cost
and fast HISs.

To demonstrate the feasibility of our methodology, spectra from a color cal-
ibration target (X-Rite ColorChecker Digital SG c.f. Fig. 7c) was reconstructed
using RAW sensor output recorded from an unmodified consumer camera (Canon
40D). Since a calibrated hypespectral prior is key in successful reconstruction,
the camera filter response profiles must be known. While most manufacturers
do not provide this information, Jiang et al. [41] have estimated the response
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Fig. 7. (a) Reconstructed color-checker swatches. (b) Average per-channel error for all
colorchecker swatches, scaled to ground truth luminance. (c) Colorchecker legend.

Table 3. Average relative root mean square over all colorchecker swatches. Real-
world/simulated camera data reconstructed using a domain specific (sampled from
HS colorchecker image) and global (sampled from many natural images) dictionary.

Camera Global prior Domain specific prior

Canon 40D 0.0757 0.557

Simulated Canon 40D 0.0596 0.0149

profile of several cameras empirically. Using these experimental response func-
tions we created dictionaries with the prior being either the entire database
(dubbed “global” in Table 3) or just a hyperspectral image of the calibration
target (representing “domain-specific” prior). Spectra were reconstructed from
both the real 40D camera and a simulated one (whose response was computed
by applying the experimental response functions to the hyperspectral image).

Prior to reconstruction, some disagreement was found between actual camera
response and the response predicted by applying the empirical response function
to acquired HS information. Average relative RMSE error of empirical camera
response vs. expected response was 0.0474. Several factors may contribute to
these discrepancies including: chromatic aberrations induced by the camera lens,
noise or non-linearity in the camera sensor, and manufacturing variability of the
sensor and/or Bayer filters. Selected results are presented in Fig. 7a. Although
the reconstruction dictionary was based on an imperfect response function, the
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average reconstruction error across all color-checker swatches was comparable to
simulated results (c.f. Table 3) with most errors constrained to the far ends of
the visible spectrum (c.f. Fig. 7b) where, again, typical RGB filters provide little
to no information.

6 Implications and Summary

As is evident from the method and results we just introduced, both RGB sam-
ples and their corresponding reconstructed spectra, are almost always well repre-
sented by 3 dictionary atoms. This may seem expected when it comes to the RGB
samples themselves1. But why this works so well for the hyperspectral signatures
may be a far greater surprise. This largely empirical finding may in fact explain
the disagreement between previous works regarding the effective dimensionality
of natural image spectra (c.f. Sect. 4), as one may conclude that the dimension-
ality of this spectral space relies heavily on basis selection. While the stability of
RGB-spectra mapping may depend on the low abundance of metamers in both
training and test images (and indeed, in nature itself), our experimental results
show that it is robust across variable outdoor illumination conditions and scenes.
Clearly, the issue of metamers deserves a deeper look that is outside the scope
of this paper, and is part of extensive past and future research.

In summary, we have presented a computational approach for the reconstruc-
tion of high resolution hyperspectral images from RGB-only signals. Our method
is based on collecting hyperspectral prior (either general or domain specific) for
the construction of sparse hyperspectral dictionary, whose projection into RGB
provides a mapping between RGB atoms to hyperspectral atoms. Describing
an arbitrary RGB signal as a combination of RGB atoms then facilitates the
reconstruction of the hyperspectral source by applying the same combination
on the corresponding hyperspectral atoms. Experimental evaluation, unprece-
dented in its scope, has demonstrated how our approach provides comparable
results to hybrid HS-RGB systems despite relying on significantly inferior data
for each image (RGB only vs RGB + low resolution hyperspectral in previous
approaches) during the construction phase, thus leading the way for turning con-
sumer grade RGB cameras into full fledged HIS. Towards this end we have also
provided a progressively growing large scale database of high resolution (both
spatially and spectrally) images for the use of the research community.
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36. López-Álvarez, M.A., Hernández-Andrés, J., Romero, J., Olmo, F., Cazorla, A.,
Alados-Arboledas, L.: Using a trichromatic CCD camera for spectral skylight esti-
mation. Appl. Opt. 47, 31–38 (2008)
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