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Spatial and Temporal Error Concealment Techniques
for Video Transmission Over Noisy Channels

Wei-Ying Kung, Member, IEEE, Chang-Su Kim, Senior Member, IEEE, and C.-C. Jay Kuo, Fellow, IEEE

Abstract—Two novel error concealment techniques are pro-
posed for video transmission over noisy channels in this work.
First, we present a spatial error concealment method to compen-
sate a lost macroblock in intra-coded frames, in which no useful
temporal information is available. Based on selective directional
interpolation, our method can recover both smooth and edge
areas efficiently. Second, we examine a dynamic mode-weighted
error concealment method for replenishing missing pixels in a
lost macroblock of inter-coded frames. Our method adopts a
decoder-based error tracking model and combines several con-
cealment modes adaptively to minimize the mean square error of
each pixel. The method is capable of concealing lost packets as well
as reducing the error propagation effect. Extensive simulations
have been performed to demonstrate the performance of the
proposed methods in error-prone environments.

Index Terms—Directional interpolation, minimum mean square
error (MMSE) decoding, robust video transmission, spatial error
concealment, temporal error concealment.

I. INTRODUCTION

V
IDEO compression technologies have been extensively

studied in recent years. The basic concept of video

compression is to reduce the amount of bits for video represen-

tation by exploiting spatial and temporal correlations in image

sequences. In general, the discrete cosine transform (DCT)

is employed to transform time domain signals to frequency

domain coefficients so that signal energies are concentrated in

low frequency regions. Then, those frequency components can

be effectively encoded with quantization and variable length

coding (VLC) due to energy compaction and long consecutive

zeros. Moreover, the compression performance can be further

enhanced by employing motion-compensated prediction, which

predicts each frame blockwise from the previous frame. The

prediction error can be more effectively compressed than the

original frame data.
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Unfortunately, most channels such as wireless channels and

the Internet are not reliable enough to guarantee error-free trans-

mission. Wireless channels have the path loss, long-term fading

effects, and short-term fading effects which result in fast fluctua-

tion and unreliability. Also, packet loss and delay are inevitable

in the Internet. Compressed video signals are very sensitive to

transmission errors. In VLC, synchronization between the en-

coder and the decoder is required for correct decoding. Even a

single bit error may cause the loss of synchronization so that

the remaining bit stream cannot be decoded properly. The mo-

tion compensated prediction scheme is also vulnerable, since

transmission errors in a frame tend to propagate to subsequent

frames.

Error resilience is needed to achieve robust video transmis-

sion [1], [2]. One strategy is to use a feedback channel to request

retransmission or adjust encoding modes according to channel

conditions [3]. It is efficient in stopping error propagation but in-

troduces extra delay, which is not acceptable in many interactive

applications. Another way to achieve robustness is to insert re-

dundant information systematically into compressed video sig-

nals so that the decoder can compensate transmission errors. The

redundant information can be error correction codes [4], [5] or

multiple descriptions [6], [7]. The former one combined with

layered coding can provide good performance in prioritized net-

works while the latter is suitable for delivery over multiple chan-

nels to enhance reliability. However, error resilience is achieved

at the expense of coding efficiency in both methods.

Error concealment techniques at the decoder attempt to con-

ceal erroneous blocks using the correctly decoded information

without modifying source and channel coding schemes [8],

[9]. They are hence suitable for a wide range of applications.

Depending on the available information, different error con-

cealment methods can be developed to exploit the information

effectively. Typical video codecs, such as MPEG-4, H.263

and H.264, classify video frames into three types: the intra (I),

the predictive (P) and the bidirectional (B) frames. Erroneous

B-frames can be simply dropped, since they are not referenced

by subsequent frames. In contrast, erroneous I- or P-frames

may result in error propagation to subsequent frames and have

to be concealed in some way.

In this work, we propose novel spatial and temporal error

concealment algorithms for I- and P-frames. The algorithm for

I-frame concealment can restore edge components as well as

low frequency information by employing edge detection and

directional interpolation. The algorithm for P-frame conceal-

ment adaptively fills in erroneous blocks with the information

in previous frames based on a dynamic error tracking model.
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It is demonstrated by simulation results that the proposed algo-

rithms can suppress error propagation as well as conceal erro-

neous blocks effectively.

The rest of this paper is organized as follows. Previous work

on error concealment is reviewed in Section II. An error con-

cealment algorithm for the I-frame is presented in Section III

while another error concealment algorithm for the P-frame is

discussed in Sections IV and V. A few implementation issues

are examined in Section VI, and experimental results are pre-

sented in Section VII. Finally, concluding remarks are given in

Section VIII.

II. PREVIOUS WORK ON ERROR CONCEALMENT

A. I-Frame Concealment

In many low bitrate applications, the I-frame mode is used

only for the frames at the beginning of a sequence or a scene

cut, for which no temporal information can be exploited to re-

duce the bit rate. Various algorithms have been proposed for the

concealment of errors in I-frames based on the spatial informa-

tion.

A typical method is to interpolate each pixel in a lost mac-

roblock (MB) from intact pixels in adjacent MBs [10], [11]. Let

( ) denote the closest pixel to in the upper,

lower, left, and right MBs, respectively. Then, the reconstruc-

tion value of is given by

(1)

where is the horizontal or vertical size of an MB, and is

the distance between and . This linear interpolation scheme

is a simple yet effective method for smooth images. Note that

the weighting coefficient is selected to be inversely

proportional to distance . In [12], [13], a more advanced tech-

nique was proposed to perform the interpolation adaptively to

achieve the maximum smoothness. Generally speaking, these

methods attempt to reconstruct a lost MB as a smooth interpo-

lated surface from its neighbors. However, they may result in a

blurred image if the lost MB contains high frequency compo-

nents such as object edges.

The fuzzy logic reasoning approach [14], [15] uses a vague

similarity relationship between a lost MB and its neighbors to

recover high as well as low frequency information. It first re-

covers the low frequency information with surface fitting. Then,

it uses fuzzy logic reasoning to coarsely interpret high frequency

information such as complicated textures and edges. Finally, a

sliding window iteration is performed to integrate results in the

previous two steps to get the optimal output in terms of surface

continuity and a set of inference rules. In [16], another iterative

error concealment algorithm was proposed. It uses a block clas-

sifier to determine edge directions based on the gradient data.

Then, instead of imposing a smoothness constraint only, an iter-

ative procedure called “projections onto convex sets (POCS)”

is adopted to restore lost MBs with an additional directional

constraint. This approach provides satisfactory results when the

missing MB is characterized by a single dominant edge direc-

tion. In [17], the coarse-to-fine block replenishment (CFBR) al-

gorithm was proposed, which first recovers a smooth large-scale

pattern, then a large-scale structure, and finally local edges in a

lost MB. The fuzzy logic, POCS, and CFBR approaches are,

however, computationally expensive for real-time applications

because of the use of iterative procedures.

In [18], a computationally efficient algorithm was proposed

based on directional interpolation. First, it infers the geometric

structure of a lost MB from the surrounding intact pixels. Specif-

ically, the surrounding pixels are converted into a binary pattern

and one or more edges are retrieved by connecting transition

points within the binary pattern. Then, the lost MB is direc-

tionally interpolated along edge directions so that it is smoothly

connected to its neighbors with consistent edges. However, the

transition points are selected heuristically and connected using

only the angle information. Thus, the retrieved edges may not

be faithful to the original ones. In Section III, we will propose

an algorithm for I-frame concealment, which is computationally

as efficient as [18] but employs a more robust edge detection

scheme.

B. P-Frame Concealment

For the error concealment of P-frames, temporal, as well as

spatial, information is available. In fact, temporal correlation

is much higher than spatial correlation in real world image se-

quences so that P-frames can be more effectively concealed than

I-frames. In P-frames, the compressed data for an MB consist

of one or more motion vectors and residual DCT coefficients. If

only DCT coefficients are lost, a motion-compensated MB still

provides acceptable visual quality. However, if both the motion

vector and DCT coefficients are lost, the motion vector is recov-

ered using the information in adjacent MBs, and the lost MB is

motion-compensated using the recovered motion vector. There

are several approaches to recover lost motion vectors.

1) Set the lost motion vector to zero. Thus, this approach re-

places a lost MB by the MB at the same spatial location in

the previous frame.

2) Use the motion vector of one of the spatially or temporally

adjacent MBs.

3) Use the average or median of motion vectors of adjacent

MBs.

4) Choose the motion vector based on the side matching cri-

terion [19], [20]. Among the set of candidate motion vec-

tors, this approach selects the vector minimizing the side

matching distortion so that the concealed MB is smoothly

connected to the surrounding pixels.

5) Estimate the motion vector with block matching [21]–[23].

This approach estimates the motion vector for the set of the

surrounding pixels, and applies that vector to the lost MB.

It was shown that the error concealment performance can be

improved by employing advanced motion compensation tech-

niques such as the overlapped block motion compensation [20]

and the affine motion compensation [24] after motion vector re-

covery.

Another method for P-frame concealment [25] interpolates

damaged regions adaptively to achieve the maximum smooth-

ness in the spatial, temporal and frequency domains. Statistical

methods [26]–[28] model image pixels or motion fields as

Markov random fields, and then estimate the lost content
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Fig. 1. Edge recovery process. (a) Edge detection on boundary pixels. (b) De-
tected edge points. (c) Obtaining representative edge points. (d) Edge matching
and linking.

using maximum a posteriori (MAP) estimators. Alternatively,

a model-based method [29] builds a model for the region of

interest (e.g. the face) during the decoding of image sequences

and recover the corrupted data by projecting it onto the model.

Lee et al. [30] proposed a hybrid method that models video as a

mixture of Markov processes and conceals erroneous blocks by

combining both spatial and temporal information seamlessly.

All the above methods focus on the concealment of erroneous

blocks only. However, the concealment effect is not complete,

and concealment errors tend to propagate to subsequent frames

because of motion compensated prediction. In Sections IV and

V, we will propose a novel P-frame error concealment method,

which attempts not only to conceal erroneous blocks but also to

suppress the error propagation phenomenon.

III. DIRECTIONAL INTERPOLATION FOR I-FRAME

CONCEALMENT

In this section, we propose an algorithm for I-frame con-

cealment, which can restore edge components as well as low

frequency information. The proposed algorithm first detects

edges components in neighboring boundary pixels, and con-

nects broken edges in the lost MB via linear approximation.

Then, the lost MB is partitioned into segments based on the

recovered edge information. Finally, each pixel in a segment

is directionally interpolated from the boundary pixels that are

adjacent to the segment.

A. Edge Recovery

Edges, which mean sharp changes or discontinuities in lu-

minance values, play an important role in human perception of

images. Generally, an image with blurred edges is annoying to

human eyes. In this work, edges in missing MBs are recovered

by the scheme illustrated in Fig. 1.

Suppose that a missing MB is surrounded by four correctly

decoded MBs. First, edges are detected by calculating the gra-

dient field on the boundary pixels in neighboring MBs. The gra-

dient at pixel , denoted by , can be

computed by the convolution of the image with row and

column impulse arrays as

(2)

(3)

The following Sobel operator is adopted in this work:

(4)

Note that if the Sobel operators are directly applied to boundary

pixels, the gradient calculation involves corrupted pixel values,

which leads to inaccurate edge detection. Instead, we apply

the Sobel operators to the second boundary lines from the top,

bottom, left and right of the corrupted MB. The amplitude and

angle of the gradient are then defined as

(5)

(6)

If the amplitude is larger than a pre-specified threshold,

pixel is said to lie on an edge. The threshold is set to

the variance of pixel values here. Several consecutive pixels are

often detected as edge points as shown in Fig. 1(b). Among

them, only one pixel with the largest gradient amplitude is se-

lected as the true edge point as shown in Fig. 1(c).

It is assumed that there are two cases when an edge enters a

lost MB through an edge point. The first case is that the edge

exits the MB via another edge point. The second case is that the

edge meets another edge within the MB and, as a result, does

not exit the MB. Based on this assumption, we should compare

the edge points to find the matched pairs. The attribute vector of

an edge point at is defined as

(7)

Each element in gives similar contribution for an edge

point. So, by setting the normalized factor to be 1, a simple

attribute distance between two edge points can be calculated via

(8)

where is the slant angle of the line connecting

and . A pair of edge points is deemed to be a match if
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Fig. 2. Selective directional interpolation: p = (p =d + p =d )=(1=d +
1=d ). (a) A lost MB with two edges linked. (b) Two reference pixels are de-
termined along each edge direction. (c) Select reference pixels within the same
region of p.

their attribute distance is the smallest among all. Thus, we will

label them as a pair and treat the remaining edge points as a

new group. The same matching process is performed iteratively

until all points are matched or the attribute distance between

two edge points is still above a certain threshold. Finally, each

matched pair is linked together to recover a broken edge. After

edge linking of all pairs, if there is still some unmatched edge

point, it is extended into the lost MB along its gradient until it

reaches an edge line.

B. Selective Directional Interpolation

After edges are recovered in a missing MB, the resulting edge

lines partition the 2-D plane into several regions. As shown in

Fig. 2, pixel in the missing MB is interpolated using only

boundary pixels in the same region to smoothly recover the lost

information in that region.

Let us assume that there are edges in a missing MB. Each

edge can be represented by a line equation

(9)

where is the edge slope and is the coordinate of an

edge point of the th edge. If this edge is recovered by a matching

pair of edge points and ,

. Otherwise, . That is, it is

determined by the gradient of the unmatched edge point.

For each lost pixel , we find its reference pixels to be used in

the interpolation process. Along each edge direction, the ref-

erence pixels in neighboring MBs are obtained as shown in

Fig. 2(b). Note that only those reference pixels within the same

region as are reliable due to discontinuities caused by edges.

Thus, sign tests are performed for the line equation of each edge

to eliminate unreliable reference pixels. Specifically, let

denote the coordinate of the lost pixel , and the co-

ordinate of a reference pixel. The reference pixel is within the

same region as , if and only if and

have the same sign for each .

After eliminating unreliable reference pixels, the missing

pixel can be directionally interpolated via

(10)

where is the th reliable reference pixel, and is the dis-

tance between and . Fig. 2(c) shows an example when two

reference pixels are available. If a lost pixel is enclosed by edges,

then no reference pixel is available. In such a case, is interpo-

lated from the nearest pixels along those edges.

IV. MMSE DECODING FOR P-FRAME CONCEALMENT

In this section, we propose a novel error concealment algo-

rithm based on the minimum mean square error (MMSE) crite-

rion by improving the original scheme presented in [31]. This

algorithm attempts to conceal erroneous blocks as well as to

suppress the error propagation effect. To be more specific, the

decoder adopts an error propagation model to estimate and track

the mean square error (MSE) of each reconstructed pixel value.

Several modes are developed to conceal erroneous MBs, where

each mode has its strength and weakness. The decoder combines

these modes adaptively to minimize the MSE of each concealed

pixel based on the error propagation model.

A. Error Tracking Model

The error tracking model and the general MMSE decoding

procedure are reviewed in this section. For more details, readers

are referred to [31]. Two specific concealment modes for

P-frames will be described in the next section.

In packet video transmission, erroneous packets are detected

and discarded by the channel receiver, and only correctly re-

ceived packets are passed to the video decoder. Consequently,

the decoder knows the error locations but has no information

about the error magnitudes. Let us define a pixel error as the

difference between its decoded value and error-free reconstruc-

tion. It is natural to treat each pixel error as a zero mean random

variable with a certain variance. Here, we would like to estimate

and track the variance of each pixel error. To achieve this goal,

we maintain an extra frame buffer called the error variance map.

Each element in the error variance map records the error vari-

ance of the corresponding pixel in the reconstructed video

frame .

Suppose that the decoder reconstructs pixel in by mo-

tion-compensating it from a pixel in the previous frame .
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Then, the pixel error of is affected only by the propagation

error. On the other hand, suppose that the value of is lost so

that is replaced by a pixel in using a temporal conceal-

ment method. Then, the pixel error of is given by the sum of

the concealment error and the propagation error [31]. The con-

cealment error is caused by the loss of the motion vector and the

DCT-encoded residual, and it is defined as the pixel error when

the referenced pixel is not corrupted. The propagation error is

caused by the corruption of the referenced pixel . It is assumed

that the concealment error and the propagation error are inde-

pendent of each other. Thus, we have

(11)

where and denote the variances of the conceal-

ment error and the propagation error, respectively. Note that

when the data for are not lost, and when

the referenced pixel is not corrupted. The concealment error

variance can be obtained from training sequences using

various error patterns.

The propagation error variance in (11) is calculated

based on the accuracy of the motion vector of . Fig. 3 illustrates

the interpolation scheme for the half-pixel motion compensa-

tion in H.263 or MPEG-4, where ordinary pixels are depicted

by black circles and virtual interpolated pixels are depicted by

‘ ’ or ‘ .’ Let us consider three cases according to the accu-

racy of motion vector as discussed below.

• Both and are of integer-pixel accuracy.

The current pixel is predicted from an ordinary pixel ,

specified by motion vector . Then, the error in prop-

agates to without attenuation, and the propagation error

variance is given by

(12)

• is of half-pixel accuracy while is of integer-pixel

accuracy (and vice versa).

The motion vector specifies a virtual pixel. For instance,

suppose that the current pixel is predicted from the virtual

pixel in Fig. 3. Let and denote

errors in and , respectively. Then, is corrupted by

. Consequently, we have

(13)

where

is called a leaky factor with its value in [0,1].

• Both and are of half pixel accuracy.

The current pixel is predicted from the virtual pixel

as shown in Fig. 3. Let denotes the

error of for ,2,3,4. Then, we have

(14)

Fig. 3. Interpolation schemes for half-pixel motion compensation.

where

is another leaky factor with its value in .

Note that due to half-pixel motion compensation, errors atten-

uate as they propagate. The leaky factors and are obtained

from training sequences. Typical values of and are 0.8 and

0.65, respectively.

To summarize, the propagation error variance can be

calculated from (12)–(14) according to motion vector accuracy.

After obtaining , the error variance of pixel is up-

dated by , where depends on the conceal-

ment method for . As mentioned previously, if the value for

is not lost, we have . In this way, the decoder can es-

timate and track the error variance of each pixel recursively.

B. MMSE Decoding With Two Concealment Modes

Let us consider multiple concealment methods for a lost

pixel simultaneously, where each concealment is called a mode.

Based on the error tracking model, we can conceal pixel values

by combining several concealment modes. The combination

rule is dynamically determined to minimize the MSE of each

pixel. Let us describe and analyze the MMSE decoding mecha-

nism in more detail.

Suppose a lost pixel with unknown value can be concealed

by two modes. The first mode replaces the pixel with value ,

and the second mode replaces it with value . Then, instead of

using one of the two modes directly, can be concealed by a

weighted sum of and , given by

(15)

where is a weighting coefficient. Let and denote the

error variances of and , respectively. Then, the error vari-

ance of can be written as
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where denotes the correlation coefficient between

and . The optimal that minimizes is given by

(16)

and the minimum value of is given by

(17)

It can be shown that has an upper bound, i.e.,

This indicates that the weighted sum results in a lower error

variance than the two modes applied individually, if the decoder

selects the optimal weighting coefficient in (16). However, in

real applications, we do not know the accurate values of ,

and . The weighting coefficient obtained with inaccurate

statistical measurements may result in a huge amount of distor-

tion, especially when or . Therefore, to be conser-

vative, we impose the following restriction:

(18)

such that the absolute error of is limited by

By substituting (16) into (18), we have the following condi-

tion:

(19)

When this condition is satisfied, in (17) is an increasing

function of since its derivative is nonnegative:

This suggests that the smaller the correlation coefficient is, the

lower the error variance will be. Note that achieves

the minimum value of while the maximum occurs when

the equality holds in (19). However, is higher than zero in

most cases, since any concealment method exploits similar spa-

tial and temporal information. For example, adjacent MBs and

previous reconstructed frames are commonly used to conceal

the lost MB, even though specific methods may be different.

One simple way to lower the correlation coefficient is to

select different reference frames in the two concealment modes.

Let us examine the following variance ratio:

(20)

This can be interpreted as the gain of the weighted MMSE

decoding method, compared with the decoding method that

chooses the better one between the two concealment modes.

By substituting (17) into (20), we have

(21)

where

It is clear that ranges from 0 to 1. Let assume the two con-

cealment modes are selected such that the correlation coefficient

is close to 0. Then, the gain in (21) is maximized when

, that is, when . This indicates that the error

variances of the two concealment modes should be as close as

possible to get the best benefit of MMSE decoding.

The MMSE decoding method can be summarized as follows.

First, we choose two concealment modes based on the following

two criteria.

• They should have a small correlation coefficient .

• They should provide similar concealment capabilities, i.e.,

.

The parameters , and are obtained by training in ad-

vance. In the decoder, each pixel is reconstructed via (15) and

(16). Then, the corresponding element in the error variance map

is updated by (17). During the reconstruction and the map up-

dating, if , is set to 1 and the error variance is updated

to to satisfy the constraint in (18). Similarly, if , is

set to 0 and the error variance is updated to .

V. P-FRAME CONCEALMENT MODES

Based on the above discussion, the proposed algorithm

employs two temporal concealment modes in the decoder: 1)

temporal linear interpolation and 2) motion vector recovery

with block matching. Let us describe these two modes in detail

below.

A. Temporal Linear Interpolation

Linear interpolation is often used for error concealment. As

in (1), four pixel values in spatially adjacent MBs can be lin-

early interpolated to conceal an erroneous pixel. On the other

hand, in this work, four pixel values in the previous frame is

linearly interpolated to conceal a pixel temporally. We employ

the temporal interpolation rather than the spatial interpolation,

since temporal correlation is much higher than spatial correla-

tion in general.
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Fig. 4. Motion vector recovery with block matching.

For each pixel in a missing MB, four reference pixels are ob-

tained using the motion vectors of the upper, lower, left and right

MBs. They are denoted by , , and . To

conceal the pixel , the four reference pixel values are averaged

using the weighting coefficients, which are inversely propor-

tional to the distances between and the adjacent MBs. Specif-

ically, assume that is the th pixel in the missing MB,

where . Then, it is concealed via

(22)

If a neighboring motion vector is not available due to packet

loss, the boundary effect or an intra-coded block, only those

available motion vectors are used for concealment. If all motion

vectors are not available, the erroneous MB is copied from the

previous frame with the zero motion vector.

B. Motion Vector Recovery With Block Matching

As mentioned in Section II-B, there are several approaches

to recover the motion vector of an erroneous MB. We adopt

the block matching approach [21]–[23], which finds the motion

vector for the set of surrounding pixels and uses that vector for

the erroneous block. Fig. 4 illustrates the idea of motion vector

recovery with block matching. First, the decoder estimates the

motion vector for the error-free surrounding pixels, which are

adjacent to the erroneous block. In this work, the motion vector

is searched from the previous frame or the earlier frame

, and the sum of square differences (SSD) is used as the

block matching criterion. Then, the erroneous block is tempo-

rally replaced using the retrieved motion vector.

Since MBs are decoded in a raster scan order, when re-

constructing a MB, its right and lower adjacent MBs are not

decoded yet. Thus, to simplify the decoding procedure, the

matching of four sides can be reduced to that of two sides which

include only upper and left surrounding pixels. If one side of

the surrounding pixels is not error-free, then it is ignored when

calculating the SSD. If all surrounding pixels are erroneous, the

motion vector is simply set to the zero vector.

To reduce the computational complexity of the block

matching, the search area for the motion vector is reduced by

exploiting the spatio-temporal correlation between adjacent

motion vectors. Let , , denote the motion

vectors of the four adjacent MBs, respectively. Then, the search

area from the previous frame is restricted to

where denotes the motion vector of the erroneous MB.

Also, the search area from the previous previous frame is

restricted to

where is the motion vector of the MB in , which

is at the same spatial location as the current erroneous MB. In

this way, the decoder can reduce the computations for block

matching significantly at the cost of slight performance degra-

dation.

VI. SUMMARY OF DECODER IMPLEMENTATION

To reconstruct or conceal frame , the proposed algorithm

uses the information from frames and . Thus, the de-

coder should maintain three video frame buffers. Also, the de-

coder requires additional three frame buffers to record the cor-

responding error variance maps. Therefore, the decoder needs

six frame buffers in total.

Let us first consider the decoding of I-frames. If an MB is

error-free, it is reconstructed and the corresponding variances

in the error variance map are set to 0. On the other hand, if an

MB is erroneous, it is concealed by the directional interpolation

in Section III and the error variances are set to the highest value

255.

Next, let us consider the decoding of P-frames. The MMSE

weighting method is applied to conceal erroneous MBs using

the two concealment modes.

• Mode 1) Temporal linear interpolation from frame .

• Mode 2) Motion vector recovery with block matching from

frame .

In rare cases, when a scene contains fast motions or occlusions,

it is more efficient to use the spatial concealment than the

temporal concealment. Therefore, in our implementation, if an

erroneous block is adjacent to more than two intra-coded MBs,

it is concealed by the directional interpolation. The MMSE

weighting method is used to reconstruct error-free MBs also

using the following two modes.

• Mode 3) Conventional reconstruction using frame .

• Mode 4) Motion vector recovery with block matching from

frame .

Note that, in a P-frame, even though the pixel values of an MB

are received correctly, the MB can still be severely corrupted by

the error propagated from frame . In such a case, mode 4

may provide better reconstruction by concealing the MB using

the information in .

Fig. 5 shows the decoding flowchart for an MB in the

P-frame. With the exception of intra-concealed MBs, the pro-

posed algorithm conceals an erroneous MB or reconstructs

an error-free MB by combining two modes via (15) and (16),

and then updates the error variance map via (17). Table I
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Fig. 5. MMSE decoding of an MB in a P-frame.

TABLE I
PARAMETERS FOR MMSE DECODING, WHERE THE CONCEALMENT ERROR VARIANCES ARE NORMALIZED

WITH RESPECT TO THE INTRA CONCEALMENT ERROR VARIANCE 255

summarizes the parameters for P-frame decoding, in which the

concealment error variances are normalized with respect to the

intra concealment error variance 255. It is worthy to point out

that the two concealment modes for erroneous MBs are de-

signed to satisfy the criteria in Section IV-B. They have similar

error variances and their correlation coefficient is relatively

small.

VII. SIMULATION RESULTS

A. Experimental Setup

The performance of the proposed algorithm is evaluated using

the standard H.263 coder [32]. In H.263, the group of blocks

(GOB) is defined as a number of MB rows that are dependent on

the picture resolution. For example, a GOB consists of a single

MB row at the QCIF (176 144) resolution. In many cases,

each GOB is packetized into one packet. However, in the GOB

packetization, if a packet is lost, the information in the left and

right MBs cannot be used for the concealment of an MB. To

improve the concealment performance, we also implement the

interleaving packetization by modifying the syntax of H.263.

As shown in Fig. 6, an interleaving packet for a QCIF frame is

formed with 11 MBs chosen from every nine consecutive MBs.

For instance, the first packet consists of the th MBs,

where . Thus, as in the GOB packetization, the

interleaving packetization also generates nine packets for each

frame. However, when one packet is missing, an erroneous MB

can be concealed more effectively using the information in the

Fig. 6. Interleaving packetization of a frame at the QCIF resolution.

upper, lower, left and right MBs. As compared with the GOB

packetization, the interleaving packetization increases the bit

rate slightly. The overhead is less than 5%.

In the following simulations with the proposed algorithm as

well as other algorithms for benchmarking, the 16-bit cyclic re-

dundancy check (CRC) [5] code is appended to each packet.

Although the CRC requires a small overhead (2 bytes), it can

detect most of errors and can be easily implemented. In addi-

tion, the 2-byte overhead may be absorbed, when video packets

are transmitted using the user datagram protocol (UDP) and the

checksum in the UDP header is enabled. The packets, which

are declared corrupted by the CRC decoder, are not used in the

video decoder.
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Fig. 7. I-frame concealment results when 3 MBs are lost. (a) Error locations
(18.95 dB). (b) Zeng and Liu’s algorithm (35.37 dB). (c) Proposed algorithm
(39.56 dB).

B. Error Concealment of I-Frames

Fig. 7 compares the performance of the proposed I-frame con-

cealment method with that of the Zeng and Liu algorithm in

[18]. The test image is the first frame of the “Foreman” QCIF se-

quence, which has 43.20-dB PSNR with error-free reconstruc-

tion. The quantization parameter (QP) is set to 2. Three MBs,

containing object edges, are lost in this simulation. The top MB

contains three parallel edges, and the bottom MB has a single

dominant edge. These simple edges are detected and faithfully

concealed by both the proposed algorithm and Zeng and Liu’s

algorithm. The middle MB contains intersecting edges. One of

the edges meets another edge within the MB and does not exit

the MB. In Zeng and Liu’s algorithm, this edge direction is not

detected and the resulting interpolation yields a false edge in

the concealed MB. On the other hand, the proposed algorithm

successfully detects the edge direction and provides a better re-

constructed result.

Fig. 8. I-frame concealment results when 20 MBs are lost. (a) Error locations
(10.91 dB). (b) Zeng and Liu’s algorithm (30.66 dB). (c) Proposed algorithm
(30.75 dB).

Fig. 8 shows the results when 20 MBs are lost. As in the pre-

vious test, QP is set to 2. In Zeng and Liu’s algorithm, the direc-

tions of a few edges are incorrectly estimated and the concealed

image contains blurring artifacts especially around the face. We

see that the proposed algorithm reconstructs the edges more ac-

curately and provides better image quality.

The computational complexity of the proposed algorithm is

comparable with that of Zeng and Liu’s algorithm. The main

difference is that the proposed algorithm uses the Sobel operator

for the edge detection, while Zeng and Liu’s algorithm performs

the sorting of pixel values and the two-level quantization. These

two approaches require a similar amount of computations.

C. Error Concealment of P-Frames

We evaluate the performance of the proposed MMSE de-

coding for P-frame concealment. First, three consecutive frames

(154th, 155th, and 156th frames) in the “Foreman” CIF (352

288) sequence are encoded with . Fig. 9(a) shows the

error pattern. That is, 99 interleaved MBs are lost from the 156th
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Fig. 9. Performance comparison of P-frame concealment results. (a) Error pattern (9.76 dB). (b) Zhang et al.’s algorithm (29.36 dB). (c) Lee et al.’s spatial method
(29.48 dB). (d) Lee et al.’s temporal method (30.20 dB). (e) Lee et al.’s combined method (31.61 dB). (f) Proposed algorithm (32.23 dB).

frame, while the preceding 154th and 155th frames are correctly

reconstructed without any error. Since the 156th frame contains

fast motions, its concealment is relatively difficult. For com-

parison, we test the performance of Zhang et al.’s algorithm in

[21], which recovers the motion vector of an erroneous block via

block matching of surrounding pixels. Its recovery performance

depends on the number of surrounding pixel layers. Table II

lists the PSNRs of the reconstructed frames according to the

number of layers. The search region for the motion vector is set

to . We see that the best PSNR (29.36 dB)

is achieved when 11 layers are used for block matching.

Fig. 9(b) shows the reconstructed frame in that case. Note that

Zhang et al.’s algorithm is modified and used as the conceal-

ment mode 2 in the proposed MMSE decoding. Specifically,

the set of candidate motion vectors is restricted as described in

Section V-B. Table II also provides the PSNR values when the

restricted search scheme is used. The best PSNR (29.32 dB) is

achieved when six layers are used. However, the PSNR perfor-

mance is less sensitive to the number of layers in the restricted

search, and even the single layer matching provides a relatively

high PSNR value. In the following tests, the concealment mode

2 fixes the number of layers to 1 to reduce the computational

complexity of block matching.

We also provide the results of Lee et al.’s algorithm in [30],

which has the spatial average, temporal average and combined

average modes. Fig. 9(c)–(e) is concealed by the spatial,

temporal and combined modes of Lee et al.’s algorithm, re-

spectively. Among them, the combined mode provides the best

quality by mixing numerous spatial and temporal concealment

candidates. The proposed algorithm provides the reconstruction

in Fig. 9(f), which achieves a higher PSNR value and better

visual quality than Zhang et al.’s algorithm and all three modes

of Lee et al.’s algorithm.

Next, the 60th–160th frames of the “Foreman” and “News”

CIF sequences are encoded with and at the frame

rate of 10 frames/s. To investigate the error propagation effect,

only the first frame is encoded in the I-frame mode and the other

frames are encoded in the P-frame mode. The first I-frame is
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Fig. 10. PSNR performances of P-frame concealment algorithms with the GOB packetization, where the packet loss rate is 10%. (a) Foreman. (b) News.

TABLE II
PSNR PERFORMANCES OF THE MOTION VECTOR RECOVERY SCHEME

IN [21] ACCORDING TO THE NUMBER OF SURROUNDING PIXEL LAYERS. THE

“FOREMAN” 156TH FRAME IS CORRUPTED BY THE ERROR PATTERN IN

FIG. 9(a). IN THE FULL SEARCH, ALL CANDIDATE VECTORS ARE EXAMINED.
IN THE RESTRICTED SEARCH, THE CANDIDATE SET IS REDUCED AS

DESCRIBED IN SECTION V-B

assumed to be error-free, and the packets for the P-frames are

dropped randomly with a packet loss rate of 10%.

Fig. 10 compares the PSNR performances, when the GOB

packetization is used. The bit rate for the “Foreman” sequence

is 111 kbps, and that for the “News” sequence is 65 kbps. In

a typical image sequence, the spatial correlation is much lower

than the temporal correlation. Thus, in Lee et al.’s algorithm, the

spatial mode often introduces blurring artifacts, providing sig-

nificantly worse performance than the temporal mode. Conse-

quently, the combined mode does not provide a meaningful gain

by mixing spatial candidates with temporal candidates. Fig. 9(e)

is exceptional, since the spatial mode conceals the blocks around

the fast moving hand more effectively than the temporal mode.

Our simulation results confirmed that the combined mode pro-

vides worse performance than the temporal mode on the av-

erage, and we show the performance of the spatial and the tem-

poral modes in the following simulations only. From Fig. 10,

we see that the proposed algorithm is superior to both the spatial

and the temporal modes of Lee et al.’s algorithm. Moreover, the

performance difference becomes bigger, as the frame number

increases. This is because the proposed algorithm adapts the re-

construction of error-free blocks as well as the concealment of

erroneous blocks to suppress error propagation.

Fig. 11 shows the PSNR performances, when the interleaving

packetization is used. The bit rate for the “Foreman” sequence

is 113 kbps, and that for the “News” sequence is 66 kbps. The

interleaving packetization allows more information to be ex-

ploited for the concealment than the GOB packetization. Thus,

each method provides better PSNR performance as compared

with its counterpart in Fig. 10.

Let us consider the computational complexity of the proposed

P-frame concealment algorithm. In the concealment mode 1,

we perform 4 multiplications per pixel (mpp) and 3 additions

per pixel (app) to obtain in (22). In the concealment mode

2, the motion vector of an erroneous block is recovered via

block matching of surrounding pixels. We use a single layer of

surrounding pixels to compute the absolute sum of differences

(SAD). As described in Section V-B, we reduce the search area

using neighboring motion vectors. After the reduction, we check

about 100 motion vectors on the average. The MMSE decoding

then combines the two modes and update error variances via

(15)–(17). This requires 6 mpp, 3 app, and 1 square root oper-

ation per pixel. Therefore, in total, the proposed algorithm re-

quires 10 mpp, 6 app, 1 square root operation per pixel, and

about 100 SAD operations per block.
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Fig. 11. PSNR performances of P-frame concealment algorithms with the interleaving packetization, where the packet loss rate is 10%. (a) Foreman. (b) News.

Fig. 12. PSNR performances in terms of the packet loss rate with the GOB packetization. (a) Foreman. (b) News.

On the other hand, Lee et al.’s temporal mode computes the

squared sum of differences (SSD) for each motion vector. In

their algorithm, the search region contains 225 candidate motion

vectors. Then, all 225 prediction blocks are linearly combined

with weighting coefficients to recover the erroneous block. The

weighting coefficients are computed based on the SSDs using a

complex equation. Even though we exclude these computations

for weighting coefficients, the temporal mode requires 225 mpp,

224 app, and 225 SSD operations per block. This means that the

proposed algorithm requires a lower computational complexity

than Lee et al.’s temporal mode, while providing better image

quality.

D. Error Concealment of I- and P-Frames

In this test, an I-frame is inserted at the start of every ten

frames, and random packet losses occur in both I- and P frames.

The “Foreman” and “News” sequences are encoded with

and a frame rate of 10 frames/s. For the “Foreman” and

“News” sequences, the GOB packetization yields a bit rate of

154 and 108.8 kbps and the interleaving packetization a bit rate

of 155 and 108.3 kbps, respectively. Figs. 12 and 13 show the

PSNR performance as a function of the packet loss rate with the

GOB and the interleaving packetization schemes, respectively.

For each packet loss rate, twenty error patterns are simulated

and the obtained PSNR’s are averaged over all patterns and all

frames.

The proposed algorithm uses the directional interpolation and

the MMSE decoding to conceal I-frames and P-frames, respec-

tively. For comparison, Zeng and Liu’s algorithm and Lee et

al.’s algorithm are used for the concealment of I-frames and

P-frames, respectively. As compared with the better combina-

tion of the benchmarking algorithms, the proposed algorithm
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Fig. 13. PSNR performances in terms of the packet loss rate with the interleaving packetization. (a) Foreman. (b) News.

provides up to 1.0 dB PSNR gain. In low bit rate applications,

I-frames are inserted less frequently. In such a case, the pro-

posed algorithm provides an even bigger advantage due to the

effective suppression of error propagation.

These simulation results indicate that the proposed algorithm

offers a promising technique for robust video transmission.

Moreover, the proposed algorithm requires neither a feedback

channel nor extra delay. Since it only applies to the decoder. It

can be easily modified to be compatible with any video coding

standards.

VIII. CONCLUSION

In this work, we proposed novel I-frame and P-frame error

concealment methods. The I-frame error concealment method

employs edge detection and directional interpolation to recover

both smooth and edge areas efficiently. The P-frame error

concealment method uses error tracking and dynamic mode

weighting. It conceals a pixel as a weighted sum of candi-

date pixels that are reconstructed using different concealment

modes. The weighting coefficients are dynamically determined

to reduce the propagation error and the concealment error. It

was shown with simulation results that the proposed methods

provide significantly better performance in error-prone envi-

ronments than the conventional concealment methods.
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