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ABSTRACT

The density of minke whales (Balaenoptera acutorostrata) in the western North Pacific was examined using a generalized additive model
in order to investigate the spatial and temporal distribution patterns. The data used were a subset of JARPN sightings data collected from
1994 to 1999. The process for estimating the density was divided into two parts: the detection process for the estimation of the effective
search half-width; and the encounter process for the estimation of the encounter rate. Model selection was carried out using information
criteria. The selected model for the detection process included ‘sightability’, a synthetic index of detectability, as a covariate, and for the
encounter process included the interaction between latitude and longitude and the interaction between month and latitude. The trend surface
of the transformed density predicted by each month revealed no clear gaps. The monthly transition of the density distribution also suggested
the northward seasonal feeding migration of the minke whales.
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INTRODUCTION

The JARPN (Japanese Whale Research Program under
Special Permit in the Western Part of North Pacific)
programme was carried out from 1994-99 with the primary
aim of determining the stock structure of the common minke
whale (Balaenoptera acutorostrata) in the western North
Pacific. The results of the programme were reviewed in
February 2000 by the Scientific Committee of the
International Whaling Commission (IWC, 2001). Although
several papers presented to the review meeting suggested
that there was no explicit evidence for multiple stocks of
minke whales off Japan, it was pointed out that this
conclusion might be due to the inappropriate
pre-stratification of the western North Pacific (Martien and
Taylor, 2000; Taylor, 2000; Taylor and Chivers, 2000). It
was suggested that the examination of density distribution
patterns might provide valuable information to determine the
appropriate partition of the area. The IWC Scientific
Committee recommended that the sightings data should be
analysed using a multiple regression model such as a
generalized linear model (GLM; McCullagh and Nelder,
1989) that includes the covariates of year, month, Beaufort
Sea state and sea temperature (IWC, 2001). This paper
examines the available sightings data using a multiple linear
regression and a generalized additive model (GAM; Hastie
and Tibshirani, 1990) to include several important covariates
influencing the detection and encounters. It also examines
the monthly distribution patterns. 

MATERIALS AND METHODS

The data used were a subset of the JARPN sightings data
presented in Matsuoka et al. (2000). Fig. 1 shows the
sub-areas of the western North Pacific used by the IWC. This
paper concentrates on the data available for sub-areas 7, 8
and 9, as the primary issue raised in IWC (2001) was
whether more than one population exists in these three
sub-areas or not. The pooled effort by 1° square is shown in
Fig. 2. Most effort occurred in the northern part of the
sub-areas whilst effort in the southern parts was sparse. The

monthly plots of the tracklines surveyed are provided in
Matsuoka et al. (2000).

The sightings data have been divided into two panels, one
for detection (perpendicular distance, environmental
conditions at detection such as the sea state) and the other for
searching activities (effort, year, month, day, averaged
environmental conditions such as the sea surface
temperature for on-effort portions of the day). The density
index was calculated through these two processes, one to
estimate the effective search half-width and the other to
estimate the encounter rate. 

The detection process
The effective search half-width (including the effects of
several covariates) is estimated by the following method of
Beaver and Ramsey (1998) as described below.

(1) The perpendicular distance from the transect to the ith
detected pod of whales is the detection distance, yi.
When a set of covariates, xi = (xi1,…,xip), is associated
with the ith detected pod, it is assumed that the effective
search half-width surveyed under condition xi is wi,
where
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The ordinary least squares regression of log(yi) on the
covariates provides unbiased estimates of the parameters
( b̂1,…, b̂p);

(2) Determine average detectability conditions for the
covariates, x̄j;

(3) Adjust all detection distances to the average conditions
according to
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(4) Use the adjusted detection distances to select a
semi-parametric estimator of the effective half-width,
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ŵ0, at average conditions. Program DISTANCE (Laake
et al., 1993) provides an estimate of effective
half-width.

(5) Estimate the constant term with

b bˆ log( ˆ ) ˆ
0 0

1

= -
=

Âw xj j

j

p

The model selection for multiple linear regression is made
using the Bayesian Information Criterion (BIC; Swartz,
1978) assisted by Akaike’s Information Criterion (AIC;
Akaike, 1973). The BIC that approximates the logarithm of
the Bayes factor in an approximate manner (Kass and
Raftery, 1995) is given by

ˆ log ( )D N pe+

where D is the deviance residual, N is the number of
observed pods, p is the number of parameters and ‘hat’ (·̂)
denotes an estimate from fitting the model. D is the amount
defined from the log-likelihood and is given by

D(m; y) = 2l (m*; y) - 2l (m; y)

where y is the logarithm of the perpendicular detection
distance, m = E(y), E( ) is the expectation, l is a log-likelihood
function and m* is the parameter estimate maximized under
no limitation (Chambers and Hastie, 1992). The AIC is
obtained by replacing loge(N) in the BIC with 2. 

The covariates considered are Air Temperature in degrees
Celsius (AT), Sightability (SA) and Sea State (SS). The
interaction between covariates is not considered for
simplicity. SA is based on synthetic impression of average
detectability reported by navigation officers, whilst SS is

Fig. 1. Sub-areas for the western North Pacific minke whales.

Fig. 2. Search efforts surveyed by JARPN from April to September in 1994-1999. The amount of effort in one degree square
cell is divided into six categories with a unit of 100 n.miles.
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based on the height of waves. Thus, SA includes more
information than SS, although it can be criticised for being
subjective. In this paper, SA and SS are treated as categorical
variables, whilst AT is treated as a continuous variable. The
effect of school size is considered in the DISTANCE
program (see Discussion).

The encounter process
The expected number of encounters, E(nk), on day k is first
modelled as

E n L w f Year f Month

lo LAT LONG h s SST
k k k( ) ˆ exp( ( ) ( )

( , , / ) ( ))

= + +
+1

where nk has a Poisson distribution and

Lk effort on day k as an offset,
ŵk effective search half-width for day k estimated from

the above detection process as an offset,
Year 1994 to 1999,
Month April to September,
LAT latitude averaged from the period spent on-effort

during a day,
LONG longitude as above,
SST sea surface temperature,
f(4) factor,
lo(4,4, 1/h) locally-weighted running-line smoother with

the span of 1/h, i.e. the smoothing parameter for a
loess fit. The span is the percentage of total data
used to fit the local polynomial at each point,

s(4) spline smoother with the degree of freedom of 4.

The form of the above model is similar to that of
Cumberworth et al. (1996). Covariates Year and Month enter
the model as categorical variables, whilst other covariates
enter the model as smoothed functions such that the single
terms are fitted by spline functions and the pairwise terms by
loess functions (Hastie and Tibshirani, 1990). The
possibility of an annual trend is examined by treating Year as
a linear term. The span (1/h) of loess functions for the first
model is selected by using the minimisation of the BIC
assisted by the AIC with the change of h shifted by 1. The
BIC for the GAM is given by

ˆ log ( )D M pe e+

where D is the deviance residual, M is the number of days, pe

is the effective number of parameters that is the sum of the
degrees of freedom for parametric parts of the model and the
equivalent degrees of freedom for non-parametric parts, and
‘hat’ (·̂) denotes an estimate from fitting the model (Hastie
and Tibshirani, 1990; Chambers and Hastie, 1992). The
number of degrees of freedom of spline functions is fixed at
4.

After the determination of the span (1/h), the existence of
over-dispersion and the needed covariates are examined
under a fixed value of h. The existence of over-dispersion is
investigated by using hypothesis testing and the bootstrap
method. The details for hypothesis testing are given below.
The stepwise model selection based on the information
criteria such as the AIC and the BIC for the GAM is also
employed for the variable selection. If there is

over-dispersion, the information criteria are modified based
on principles of quasi-likelihood. The details are also given
below.

After the final model selection, the sensitivity of h is
examined by changing values of h and calculating the
information criteria. All the analyses in this paper are carried
out using the S-Plus program.

Examination of an overdispersed Poisson distribution
In order to examine whether the sampling variance exceeds
the theoretical variance (var(n) = E(n) for the Poisson
model), the overdispersion parameter (c) was estimated from
the Pearson chi-square statistics of the global model and its
degrees of freedom,
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where , mi = E(ni) and df = M - pe

(Burnham and Anderson, 1988). The global model is defined
as the first model plus all the pairwise interactions:

first model + ∑ lo(Xi, Xj)

where Xi is each covariate such as Year and SST.
To test whether c = 1 or c > 1, the bootstrap approach

with resampling of the residuals can be used (Efron and
Tibshirani, 1993). In this case, we use the Pearson residuals,

r
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as the resampling unit.
The overdispersion parameters for B generated bootstrap

data are calculated respectively (c*b). Then an approximate
significance level (P) is calculated by

ˆ #{ } /*P c Bb= < 1

The hypothesis c = 1 is considered rejected if P < 0.05
(one-sided test with 5% significance level) following the
standard statistical convention.

If c > 1, model selection is carried out by using QAIC
(Burnham and Anderson, 1988) and QBIC again. QAIC and
the QBIC are given by

QAIC = D̂ / ĉ + 2pe

QBIC = D̂ / ĉ + loge(M)pe

RESULTS

The final covariate selected by both the BIC and the AIC was
SA in the detection process. The estimated parameters and
the estimated mean effective search half-width are shown in
Table 1. The hazard rate key function with no adjustment
parameters was used to model the detection function since
this had the lowest AIC value of the available functions in
the DISTANCE program. The influence of school size was
not significant. The increase in sightability increased the
effective search half-width.
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For the encounter rate, the span 1/h for loess functions
selected by minimizing the BIC was 1/2 (h = 2), whilst the
span for loess functions selected by minimising the AIC was
1/31. The latter value is unreasonably large and thus we used
only the result from the BIC (h = 2).

The over-dispersion parameter observed for the global
model was 1.470. The estimated significance level P̂ =
0.0004 was obtained from 10,000 bootstrap samples for the
Pearson residuals of the global model. The 95% bootstrap
confidence interval of the over-dispersion parameter was
[1.195, 1.783]. Because c > 1, model selection was carried
out using QBIC.

The selected model for the encounter rate with the
estimated effective search half-width was given by

E n L w lo LAT LONG lo LAT LONGk k k( ) ˆ exp( ( , , / ) ( , , / ))= +1 2 1 2

which had the lowest QBIC of the models considered (QBIC
= 769.89). The covariates of the model that had the second
lowest QBIC was Year + lo(LAT,LONG,1/2)+lo(Month,
LAT,1/2) with Year as a linear term (QBIC = 771.59). A
sensitivity test for h was carried out by changing the value of
h incrementally and calculating the QBIC for the above final
model. The model with h = 2 was still selected. The plots of
residuals of the final model over each covariate showed no
systematic trend. 

The plots of smooth terms for the final model are shown
in Fig. 3. The top plot is for the loess smoother for the
interaction between latitude and longitude and the bottom
plot for the loess smoother for the interaction between month
and latitude. They indicate that the density in high latitudes
is higher and the area with high density moves north as
month changes.

The monthly densities in each 1° square were predicted
from the final model. The monthly density indices in each
cell were calculated by standardisation after the logarithm
transformation:

Density index =

log ( ( , , )) log ( ( ))
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e e

e

density LAT LONG Month density Month

Var density Month

-

where: 

log ( ( ))

log ( ( , , ))
,

e

e

LAT LONG

density Month

L
density LAT LONG Month

=

Â1

Var density Month
L

density LAT LONG Month

density Month

e

e

LAT LONG

e

(log ( ( )))

(log ( ( , , ))

log ( ( )))

,

=
-

-

Â

1

1

2

and L is the number of combination of LAT and LONG that
is equal to the number of cells in gray- and black-coloured
zone in Fig. 4. The trend surfaces of monthly-predicted
density indices are shown in Fig. 3. 

DISCUSSION

It is perhaps not surprising that only sightability remains in
the model of detection process since sightability is the
overall judgment for detectability made in the field and will
represent a subjective integration of a number of factors
including wave height, swell, wind speed, weather
conditions etc. In this paper, the influence of school size was
not considered as a covariate in the detection model because
the resulting model cannot be used to estimate the density in
regions where no whales were found if school size is treated
as a covariate. Although Beaver and Ramsey (1998)
recommended the method of Drummer and McDonald
(1987), for simplicity, the adjustment contained in the
DISTANCE program was used here. The appropriateness of
this should be considered in a future study. However, it
should be noted that in the present data set the school size
was almost exclusively one (total number of detected
schools = 422, total number of detected individuals =
443).

GAMs have been applied to obtain distribution patterns of
density in several other areas (e.g. Palka, 1995; Hedley et al.,
1999). The GAM analysis in this paper results in a number of
density distribution maps for western North Pacific minke
whales. These reveal no conspicuous drops in the central part
of the western North Pacific (Fig. 3 (a) and Fig. 4) i.e. they
do not suggest a need to sub-divide this area of the North
Pacific. However, this conclusion requires some
qualification.

Model selection was carried out using the BIC (or QBIC),
not the AIC values. AIC sometimes results in more
parameters than BIC because AIC tends to overestimate the
number of parameters needed (Kass and Raftery, 1995). In
fact, the sensitivity test of the span of loess functions for the
first model presented here showed that the BIC resulted in
the model with the span of 0.5 whereas the AIC tended to
suggest a much smaller value (1/h = 0.032). However, it
cannot be ruled out that the result of the BIC is too
conservative such that the selected span is too large to detect
any true gaps in the study area. Other extended information
criteria such as AICc (Burnham and Anderson, 1988) and
CAIC (Bozdogan, 1987) were examined for selecting an
appropriate h value. The result was that AICc selected 1/h =
0.05 and CAIC selected 1/h = 0.5. The former value is very
small and would require considerably more data to
reasonably apply such a complex model. Therefore,
somewhat arbitrarily we produced plots such as those in Fig.
3 and Fig. 4 for the final model with values of 1/h of 0.25 and
0.125. These generally were similar to Figs 3 and 4 except
that the increase in density from lower to higher latitudes
lacked smoothness to some degree. However, we believe
that model selection tools other than information criteria
should be considered to look for the presence of gaps in
distribution in any future study.
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Fig. 3 (b) reveals some monthly variation in density with
indices in high latitudes increasing whilst those in low
latitude decreased as time passes. This result agrees with
Hatanaka and Miyashita (1997). Fig. 4 shows these monthly
changes in density more explicitly. In April, the peak in

density indices occurs between 38°N-39°N and
154°E-160°E (Fig. 4 (a)), but this peak is not present in June
and July (Fig. 4 (c) and (d)). However, there was clearly
more effort in June and July than in April and May. In
particular, the data for April are too patchy to be useful. It is

Fig. 3. Plots of fitted spline functions and perspective plots of fitted less smooth functions in the generalized additive model. The top plot is for latitude
and longitude, and the bottom for month and latitude.
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Fig. 4. The predicted density indices of North Pacific minke whales in (a) April, (b) May, (c) June, (d) July, (e) August and (f) September. The density
index calculated in one degree square cell is standardised after logarithm transformation. The figure in one degree square cell is the actual sighted
number for schools of whales.
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Fig. 4. (Continued).
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also plausible that the high-density area in the western part of
Fig. 4 reflects many sightings off the coast of Hokkaido
which may reflect segregation of young whales (Hatanaka
and Miyashita, 1997). 

In conclusion, our analysis revealed no evidence to
suggest a further division of the western North Pacific.
However, in addition to the factors discussed above it is
apparent that there was little effort to the south of the central
part of the study area (Figs 2 and 4). Thus the density in that
area is a result of extrapolation predicted from the model and
this is important in reaching the conclusion. Future survey
should try to increase sighting effort (and sightings) in this
southern area. 
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