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Abstract 

 

A theory and model of spatial coordinate transforms in the dorsal visual system through the parietal 

cortex that enable an interface via posterior cingulate and related retrosplenial cortex to allocentric 

spatial representations in the primate hippocampus is described. First, a new approach to coordinate 

transform learning in the brain is proposed, in which the traditional gain modulation is 

complemented by temporal trace rule competitive network learning. It is shown in a computational 

model that the new approach works much more precisely than gain modulation alone, by enabling 

neurons to represent the different combinations of signal and gain modulator more accurately. This 

understanding may have application to many brain areas where coordinate transforms are learned. 

Second, a set of coordinate transforms is proposed for the dorsal visual system / parietal areas that 

enables a representation to be formed in allocentric spatial view coordinates. The input stimulus is 

merely a stimulus at a given position in retinal space, and the gain modulation signals needed are 

eye position, head direction, and place, all of which are present in the primate brain. Neurons that 

encode the bearing to a landmark are involved in the coordinate transforms. Part of the importance 

here is that the coordinates of the allocentric view produced in this model are the same as those of 

spatial view cells that respond to allocentric view recorded in the primate hippocampus and 

parahippocampal cortex. The result is that information from the dorsal visual system can be used to 

update the spatial input to the hippocampus in the appropriate allocentric coordinate frame, including 

providing for idiothetic update to allow for self-motion. It is further shown how hippocampal spatial 

view cells could be useful for the transform from hippocampal allocentric coordinates to egocentric 

coordinates useful for actions in space and for navigation.  
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1. Introduction 

 

The primate, including human, hippocampus receives inputs from the ventral visual stream 

about objects (the 'what') pathway (Ungerleider and Haxby, 1994)), and from the dorsal visual 

stream spatial representations (the 'where') pathway, as shown in Fig. 1. There is evidence that the 

hippocampus then can associate what and where representations in its CA3 network to form episodic 

memories (Kesner and Rolls, 2015). (The hypothesis was developed in a number of studies (Rolls, 

1987; Rolls, 1989a; Rolls, 1989b; Treves and Rolls, 1994), and is supported by findings that 

hippocampal CA3 neurons in primates respond to combinations of what (object) and where 

(location) stimuli that need to be associated (Rolls et al., 1989; Rolls et al., 2005), and that CA3 

disruption interferes with these associations in rodents (Gold and Kesner, 2005; Kesner et al., 2008; 

Moser and Moser, 2003; Nakazawa et al., 2002), as described in detail by Kesner and Rolls (2015).)  

The primate hippocampal representations are in allocentric, world-based, coordinates as shown by 

the responses of primate hippocampal spatial view cells,  place cells, and place-dependent landmark 

cells (Georges-François et al., 1999; Hazama and Tamura, 2019; Kesner and Rolls, 2015; Rolls, 

2018; Rolls and O'Mara, 1995; Rolls and Wirth, 2018; Wirth et al., 2017). Allocentric encoding of 

place was discovered in the rat hippocampus by O'Keefe and colleagues (McNaughton et al., 1983; 

O'Keefe, 1979; O'Keefe and Dostrovsky, 1971), and allocentric representations of the location 'out 

there' encoded by spatial view cells were discovered by Rolls and colleagues (Feigenbaum and Rolls, 

1991; Georges-François et al., 1999; Robertson et al., 1998; Rolls et al., 1989; Rolls and O'Mara, 

1995; Rolls et al., 1997a; Rolls et al., 1998; Rolls and Xiang, 2005; Rolls et al., 2005). These spatial 

view cells are especially suitable for primate including human visual episodic memory, of, for 

example, where objects are located in viewed space. Some of the information for building spatial 

scene representations is likely to come from the ventral visual system. In particular, inputs to the 

hippocampal spatial view cells may come at least in part from temporal lobe and related cortical 

areas that respond to scenes or parts of scenes (Kornblith et al., 2013; Nasr et al., 2011). On the other 

hand, the idiothetic update of hippocampal spatial view cells may involve inputs from the spatial 

view grid cells in the macaque medial entorhinal cortex (Killian et al., 2012; Meister and Buffalo, 

2018), which in turn may be influenced by inputs from the dorsal visual system and parietal cortex 

as described in this paper. The mechanism for this transformation has been proposed to be 

competitive learning in the hippocampus (Rolls and Wirth, 2018), in a way that is analogous to the 

competitive learning model for the transform from rodent entorhinal place grid cells to hippocampal 

place cells. The primate spatial view grid cells may be related to primate hippocampal spatial view 

cells in that both respond when a macaque looks at different places on a screen (Feigenbaum and 

Rolls, 1991; Killian et al., 2012; Meister and Buffalo, 2018), and it will be interesting in future 

research on primate entorhinal cortex spatial view grid cells to know whether they respond to the 

same locations on the screen (or in space) when the macaque is translated to a different place, which 

is a property of primate hippocampal spatial view cells (Feigenbaum and Rolls, 1991; Georges-

François et al., 1999; Robertson et al., 1998; Rolls and O'Mara, 1995; Rolls et al., 1997a; Rolls et 

al., 1998). In turn, the primate medial entorhinal cortex receives its inputs via the parahippocampal 

gyrus (areas TH and TF, Fig. 1), which in turn receives its inputs from posterior cingulate cortex, 

retrosplenial cortex, and related dorsal stream visual areas such as parietal area 7a (Kobayashi and 

Amaral, 2003) and including VIP, in which neurons that respond to signals related to self-motion 

are found (Bremmer et al., 2002; Chen et al., 2018; Duhamel et al., 1997; Galletti and Fattori, 2018), 

and LIP in which neurons with saccade-related activity are found (Graf and Andersen, 2014). The 

question then arises of how coordinate transforms occur in the dorsal visual system, which start in 

retinal coordinates in V1 which are egocentric, so that they can be useful in the hippocampal 

allocentric processes, including associating what with where. Signals useful for this include head 

direction, which is known to be represented in the primate presubiculum (Robertson et al., 1999), as 

well as in rodents (Cullen and Taube, 2017). 

The aim of this paper is to address the issue of coordinate transforms in the dorsal visual 

system, in the context of how dorsal stream visual signals may interface to the hippocampal system 

in areas such as the retrosplenial and posterior cingulate cortex shown in Fig. 1. A new theory of the 

set of coordinate transforms that are performed in the primate dorsal visual system, and of how they 

are performed, is described, and is then tested, and the ideas further developed in a computational 

model. 

In previous work, the importance of coordinate transforms utilizing allocentric and 

egocentric representations for spatial navigation in primates including humans has been described 
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though without a formal neuronal network theory and model (Ekstrom et al., 2017).  A previous 

model for coordinate transforms between egocentric and allocentric coordinates holds that this is 

performed in the retrosplenial cortex, is described in the context of a model of spatial memory, 

imagery, etc., and depends on neurons such as allocentric boundary-vector cells found in rodents 

with consistent human fMRI evidence (Shine et al., 2019) but not shown at the neuronal level in 

primates, and object-vector cells, and does not model the series of stages of the highly developed 

primate dorsal visual system leading to the parietal cortex with coordinate transforms starting with 

retinal coordinates (Bicanski and Burgess, 2018; Burgess and Hartley, 2001; Byrne et al., 2007) (see 

Discussion). Further, the homology between the well-defined primate retrosplenial cortex of 

primates (Kobayashi and Amaral, 2003) and what is described as retrosplenial cortex in rodents is 

not clear, and there may be no posterior cingulate cortex in rodents (Vogt, 2009). Previous work has 

focused on the gain modulation by eye position to transform from retinal to head-centred coordinates 

(Pouget and Sejnowski, 1997; Salinas and Abbott, 1995; Salinas and Abbott, 1996; Salinas and 

Abbott, 2001; Salinas and Sejnowski, 2001).  In addition. a backpropagation of error network has 

been trained to produce some of the types of neuron found in the parietal cortex (Zipser and 

Andersen, 1988), but that approach does of course not provide a theory and model of how the 

coordinate transforms are performed in the parietal cortex. However, this is addressed in the present 

research, starting with stimuli in retinal coordinates, and progressing through three stages of 

coordinate transform in the primate dorsal visual system to reach a representation that is in 

allocentric spatial view coordinates, coding for a location on space "out there", a landmark, 

independently of the place where the viewer is located, and of the egocentric direction or allocentric 

bearing of the location, e.g. a landmark, in space. 

It is noted that core navigation processes and actions in space may include transformations 

from allocentric representations to egocentric motor commands, used for example to reach out to a 

remembered location of an object or to navigate through space. Indeed, the retrosplenial cortex 

(Kobayashi and Amaral, 2003) is implicated in navigation, spatial memory, imagery, etc.,  

(Alexander and Nitz, 2015; Byrne et al., 2007; Epstein, 2008; Vann et al., 2009; Vedder et al., 2017), 

and lesions to the neocortex can produce topographical agnosia and inability to navigate (Barton, 

2011; Kolb and Whishaw, 2015). In more detail, lesions restricted to the hippocampus in humans 

result only in slight navigation impairments in familiar environments, but rather strongly impair 

learning or imagining new trajectories (Bohbot and Corkin, 2007; Clark and Maguire, 2016; Maguire 

et al., 2016; Spiers and Maguire, 2006; Teng and Squire, 1999). In contrast, lesions in regions such 

as the parietal cortex or the retrosplenial cortex produce strong topographical disorientation in both 

familiar and new environments (Aguirre and D'Esposito, 1999; Habib and Sirigu, 1987; Kim et al., 

2015; Maguire, 2001; Takahashi et al., 1997). This suggests that the core navigation processes 

(which may include transformations from allocentric representations to egocentric motor 

commands) is performed independently by neocortical (including parietal cortex) areas outside the 

hippocampus, which may utilize hippocampal information related to recent memories (Ekstrom et 

al., 2014; Miller et al., 2013; Rolls and Wirth, 2018). The ways in which useful representations could 

be produced for the hippocampus as outputs of the dorsal visual system via the parietal cortex in 

areas such as the retrosplenial cortex are part of what the theory and model introduced here address. 

 For the current purposes, allocentric representations are where the reference frame is the 

world, for example a particular location in the world, or a bearing direction. A bearing direction is a 

direction to a stimulus or landmark from the place where one is located. The bearing is with reference 

to the world, that is, is in allocentric coordinates, and is usually provided as the angle relative to 

North, which provides an allocentric reference frame. (Bearing direction is well known to navigators, 

who use the bearings of several landmarks to identify the place in the world where they are located.) 

The bearing direction of a landmark is different from head direction; and from the direction of 

motion or course travelled of the individual, vessel, etc.). Egocentric representations are where the 

reference frame is with respect to the head, body, etc, independently of where the organism is, or 

objects are, in allocentric space. 

 

2. The theory of coordinate transforms in the dorsal visual system for use in hippocampus-

related functions. 

 

The theory for a single coordinate transform performed by a single stage of cortical processing  

The theory is that each stage of coordinate transform involves two processes, a gain 

modulation, and then slow learning involving a short-term memory synaptic trace learning rule. The 

very novel part of the proposal is the use of the trace learning rule, which has been shown to be very 
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useful in helping to build object representations in the ventral visual system that are transform 

invariant by using information that over short periods of time, the object is likely to be the same, but 

seen in different transforms (Földiák, 1991; Rolls, 1992; Rolls, 2012b; Wallis and Rolls, 1997), but 

is applied to computations in several stages of the dorsal visual system here. The concept for the 

dorsal visual system is that the same location in allocentric space may be viewed for short periods 

in which the viewing may involve a number of different retinal positions, eye positions, head 

directions, and even places if one is walking, so that slow learning taking advantage of these statistics 

of the environment may help one to build representations of for example a location out there that are 

invariant with respect to retinal and eye position, head direction, and the place where one is located. 

It is proposed in this paper that this memory trace learning principle could be applied at a number 

of stages of processing involving different coordinate transforms in the dorsal visual system. Some 

progress has been made in applying this to one stage of processing, that involved in forming head-

centered representations (Navarro et al., 2018). 

Gain modulation to produce coordinate transforms is a well-established principle of 

operation of neuronal systems in the dorsal visual system (Salinas and Abbott, 1995; Salinas and 

Abbott, 1996; Salinas and Abbott, 2001; Salinas and Sejnowski, 2001). The term gain field describes 

the finding that the response of a neuron in parietal areas 7a, LIP and VIP to a visual stimulus at a 

given position on the retina (the neuron's receptive field) can be modulated (decreased or increased) 

by a modulating factor, eye position (the angle of the eye in the head) (Andersen, 1989; Andersen 

et al., 1985; Andersen and Mountcastle, 1983; Duhamel et al., 1997). Each neuron thus responds 

best to a combination of retinal and eye position. The gain modulation by eye position occurs in a 

spatially systematic and nonlinear way such that the output of the population of neurons encodes the 

position of the stimulus relative to the head, by taking into account both retinal position and eye 

position (Salinas and Abbott, 2001; Salinas and Sejnowski, 2001). This gain modulation can be 

thought of as shifting the retinal receptive field of the population of neurons so that they represent 

direction relative to the head, which is a spatial coordinate transform (see illustration in Fig. 3a). 

A problem with the gain modulation mechanism in practice is that it may not be perfect at 

each stage (Graf and Andersen, 2014), and when successive stages involving other coordinate 

transforms follow, the imperfections at each stage combine to make a system that operates very 

imperfectly, as is shown by the simulations described later. It is proposed here that a temporal trace 

synaptic learning mechanism can help by using the statistics of the natural world across time to help 

with the learning. In the example that we have, a visual stimulus might be steady at a given position 

relative to the head for several seconds during which many eye movements would occur. The eye 

movements would result in different combinations of eye position and retinal position occurring in 

those few seconds. If the active neurons maintained a short-term memory trace of recent neuronal 

or synaptic activity for a short period, of even a few hundred ms, the neurons could then learn about 

what was constant over short periods (such as the position of the visual stimulus relative to the head). 

The trace learning mechanism itself is very simple and biologically plausible, for it can be included 

in a competitive network, a standard network in cortical systems, just by utilizing for example the 

long time constant of NMDA receptors, or the continuing firing of cortical neurons for 100 ms or 

more that is characteristic of cortical networks with recurrent connections to form attractor networks 

(Földiák, 1991; Franzius et al., 2007; Rolls, 1992; Rolls, 2012b; Rolls, 2016a; Wallis and Rolls, 

1997; Wallis et al., 1993; Wiskott and Sejnowski, 2002; Wyss et al., 2006). Exactly these cortical 

processes provide a theory and model for transform-invariant object representations in the ventral 

visual system (Eguchi et al., 2016; Rolls, 1992; Rolls, 2012b; Rolls, 2016a; Rolls and Mills, 2018; 

Wallis and Rolls, 1997; Zhao et al., 2019), and are now proposed here to play an important role in 

several stages of the dorsal visual system, in relation to learning spatial coordinate transforms. The 

neural mechanisms will be specified formally and mathematically in the Methods section. 

In summary, it is proposed here that spatial coordinate transforms in the dorsal visual system, 

and potentially in other neural systems, are learned by a combination of gain modulation, a short 

term memory trace rule learning, and competitive learning to select neurons at each stage of the 

hierarchy. The processes may take place during post-natal development. 

 

The theory for a set of spatial coordinate transforms performed in the dorsal visual system  

In line with empirical evidence on some of the spatial coordinate frameworks present in the 

primate dorsal visual system and related parietal cortex areas (Andersen and Cui, 2009; Bremmer et 

al., 2002; Bremner and Andersen, 2014; Byrne et al., 2007; Duhamel et al., 1997; Epstein, 2008; 

Galletti and Fattori, 2018; Snyder et al., 1998; Vann et al., 2009; Vedder et al., 2017; Whitlock, 

2017), and the primate hippocampus (Feigenbaum and Rolls, 1991; Georges-François et al., 1999; 
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Robertson et al., 1998; Robertson et al., 1999; Rolls et al., 1997a; Rolls et al., 1998; Rolls and Wirth, 

2018; Rolls and Xiang, 2005; Rolls and Xiang, 2006; Rolls et al., 2005; Wirth et al., 2017), the 

following set of spatial coordinate transforms are considered here, and are specifically investigated 

in the 3-layer model of successive coordinate transforms described below and illustrated in Fig. 2. 

Each layer in the model corresponds to a different cortical processing area. The principles may, it is 

postulated, apply to other spatial coordinate transforms present in these and other cortical areas. 

 

Layer 1: Retinal position is the input to this layer or cortical area, where it is gain modulated by eye 

position to produce position with respect to the head. The coordinate framework thus becomes head-

centred, as illustrated in Fig. 3a. Competitive learning with a temporal trace learning rule to select 

the Layer 1 neurons with good responses for each position with respect to the head occurs, learning 

over all combinations of retinal position and eye position that correspond to a given position in head-

based coordinates. This enables neurons to respond to a given position in head-centred space over 

many combinations of retinal and eye position that correspond to that position in head-centred space. 

Neurons that respond in head centered coordinates are found in macaque areas VIP and LIP 

(Andersen, 1989; Andersen et al., 1985; Andersen and Mountcastle, 1983; Duhamel et al., 1997). 

 

Layer 2: Layer 2 receives the head-centred representation from Layer 1, and utilizes gain modulation 

by head direction to produce a representation of direction in space that is independent of head 

direction. This can be thought of as bearing direction to a landmark, which is allocentric, as described 

in the Introduction and as illustrated in Fig. 4a. Competitive learning occurs with a temporal trace 

learning rule to select the Layer 2 neurons with good responses for this bearing direction in space, 

learning over all combinations of retinal position, eye position, and head direction that correspond 

to a given bearing direction from the primate at which a stimulus is present. A representation of this 

type may be present in primate parietal area 7a (Snyder et al., 1998) and the posterior cingulate 

cortex (Dean and Platt, 2006), as considered in the Discussion. (Cells in the rat medial entorhinal 

cortex that code the allocentric bearing to an object (Wang et al., 2018), and to a goal by CA1 cells 

of bats (Sarel et al., 2017), may be analogous.) Bearing cells need to be selective for different 

landmarks, if they are to be used to generate spatial view cells with specificity for particular parts of 

a scene, such as a landmark in the scene. Selectivity of bearing cells for landmarks also allows them 

to be used to calculate place by triangulation. This Layer 2 bearing direction representation would 

also be useful for navigation, as well as part of the input to build further representations in higher 

layers. Bearing cells might encode distance to the landmark as well as bearing, and if so, the distance 

from as well as the bearing to the landmark would be gain-modulated out in Layer 3.  

   This Layer 2 representation would also be useful for reaching to a location in space independently 

of head direction, and for that matter eye position and retinal position. The location out there in space 

defined in this way would still depend on the place at which the primate is located, and the location 

is not yet an allocentric representation of a particular location out there in space. To make an actual 

reach movement, a transform into body-centred space would be needed, as the arms are anchored to 

the body. Visual neurons that respond in body-centered coordinates have been recorded in area LIP 

(Snyder et al., 1998). Such body-centred neurons useful for reaching could be produced by the 

mechanisms described for Layer 2 of the present model, in which the head-centred representation is 

gain modulated by body rotation. 

 

Layer 3: The bearing direction representation of a stimulus or landmark from Layer 2 is then gain 

modulated by place in Layer 3 to produce a view representation of a location in space that is 

independent of the place of the primate in space. (In this paper, 'location in space' refers to the 

allocentric location being viewed in a spatial scene; and place refers to the allocentric place where 

the viewer is.) The location out there in space would therefore be in allocentric, that is, world-based, 

coordinates, as illustrated in Fig. 5a. This is the same coordinate frame as spatial view cells in the 

primate hippocampus (Georges-François et al., 1999; Kesner and Rolls, 2015; Rolls and Wirth, 

2018; Rolls and Xiang, 2006), and enables an interface in the same coordinate frame between the 

dorsal visual system and the primate hippocampal system. Competitive learning with a temporal 

trace learning rule to select the Layer 3 neurons with good responses for allocentric representations 

of spatial view is also implemented in Layer 3, learning over all combinations of retinal position, 

eye position, head direction, and place that correspond to a given view of a location in allocentric 

space. Connections reach parietal cortex area 7a from the dorsal visual stream areas. Area 7a 

connects on to areas such as the retrosplenial cortex and posterior cingulate cortex (Kobayashi and 

Amaral, 2003; Kobayashi and Amaral, 2007), which provide access to the hippocampal system (Fig. 
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1). This route potentially enables an allocentric visual representation of space derived from the dorsal 

visual system to be interfaced to the hippocampal allocentric spatial view system, which provides 

information about the location of objects and rewards and connected locations in the world (Kesner 

and Rolls, 2015; Rolls, 2016a; Rolls, 2018; Rolls and Wirth, 2018). Effectively, Layer 3 computes 

bearing invariance to encode a location out there in space that is bearing invariant, which is important 

for remembering the location where objects or rewards have been seen, and generalization across 

different bearings. 

 

 These transforms, and how they are produced, will be evident when the operation of the 

model of these processes is described in the Results section. 

 

3. Methods 

 The computational model for successive spatial coordinate transforms (VisNetCT) is very 

similar to the VisNet model for the ventral visual system (Rolls, 2012b; Rolls, 2016a; Rolls and 

Milward, 2000), except that gain modulation is added at each layer or stage or cortical area of 

processing, and except that the convergence from stage to stage is more limited so that topology is 

maintained. 

The network architecture is illustrated in Fig. 2, and is a series of competitive networks, 

organized in hierarchical feedforward layers. There is mutual inhibition of neurons within each layer 

to implement competition and maintain a sparse representation. Each layer operates using 

competitive learning (Rolls, 1989a; Rolls, 2016a; Rumelhart and Zipser, 1985; von der Malsburg, 

1973) which is helped by the diluted connectivity present in VisNetCT (Rolls, 2016b). A modified 

associative (Hebb-like) synaptic learning rule incorporating a temporal trace of each neuron's 

previous activity is used at each stage. The details of the rate model follow, with further details about 

the general model VisNet elsewhere (Rolls, 2012b; Rolls and Milward, 2000; Wallis and Rolls, 

1997). 

 

The temporal trace learning rule  

The trace learning rule utilizes the spatio-temporal constraints that are often present for 

stimuli in the environment. An example has been provided above in which the position of a stimulus 

may be constant with respect to head position during which a number of different combinations of 

retinal and eye positions may be associated with a single direction with respect to the head. The 

problem is to learn transform invariance for the different retinal and eye position transforms, to 

compute a representation that is invariant with respect to these combinations or transforms. This is 

the analogy with VisNet used in the ventral visual system, in which the transforms might be the 

location and view of an object, and we wish to learn a representation of the object that is invariant 

with respect to these transforms (Rolls, 2012b; Rolls, 2016a). 

The trace update rule is 

 j jw y x
   (1) 

where 

 
1(1 )y y y

         (2) 

and 

jx  is the 
th

j  input to the neuron; 

y  is the output from the neuron; 

y


: is the Trace value of the output of the neuron at time step  ; 

  is the learning rate; 

jw  is the synaptic weight between 
th

j  input and the neuron; 

  is the trace update proportion, with 0 meaning no trace, just associative learning.  The optimal 

value varies with the presentation sequence length, and is typically 0.8. 

 

At the start of a series of investigations of different forms of the trace learning rule, we  

demonstrated (Rolls and Milward, 2000) that VisNet's performance could be greatly enhanced with 

a modified Hebbian trace learning rule (equation 3) that incorporated a trace of activity from the 

preceding time steps, with no contribution from the activity being produced by the stimulus at the 

current time step.  This rule took the form 
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1

j jw y x
      (3). 

The trace shown in equation (3) is in the postsynaptic term. The crucial difference from the earlier 

rule (see equation (1)) was that the trace should be calculated up to only the preceding timestep, with 

no contribution to the trace from the firing on the current trial to the current stimulus. This has the 

effect of updating the synaptic weights based on the preceding activity of the neuron, which is likely 

given the spatio-temporal statistics of the visual world to be from previous transforms of the same 

object / stimulus (Rolls and Milward, 2000; Rolls and Stringer, 2001). This is biologically plausible, 

as considered in more detail elsewhere (Rolls, 2012b; Rolls, 2016a), and this version of the trace 

rule was used in this investigation. 

 To bound the growth of each neuron's synaptic weight vector, 
iw  for the i th neuron, its 

length is explicitly normalized (a method similar to that employed by von der Malsburg (1973) and 

Rumelhart and Zipser (1985) which is commonly used in competitive networks (Rolls, 2016a)). An 

alternative, more biologically relevant implementation, using a local weight bounding operation 

which utilizes a form of heterosynaptic long-term depression (Rolls, 2016a), has in part been 

explored using a version of the Oja (1982) rule (see Wallis and Rolls (1997)). 

 The synaptic learning rate  , the amount that the synaptic weight altered when presented 

with a stimulus, was adjusted to a value (typically 0.05) that ensured that the synaptic weights 

converged to steady values after a number of training trials. 

 

The network implemented in VisNetCT 

 The network itself is designed as a series of hierarchical, convergent, competitive networks. 

The network implemented consists of a series of three layers, constructed such that there is some 

convergence from layer to layer, as illustrated in Fig. 2. The forward connections to a neuron in one 

layer are derived from a topologically related and confined region of the preceding layer. The choice 

of whether a connection between neurons in adjacent layers exists or not is based upon a Gaussian 

distribution of connection probabilities that roll off radially from the focal point of connections for 

each neuron. (A minor extra constraint precludes the repeated connection of any pair of cells.) In 

particular, the forward connections to a neuron in one layer come from a small region of the 

preceding layer defined by the radius which will contain approximately 67% of the connections from 

the preceding layer. This radius was set to 2 for each layer of 32x32 neurons per layer, and each 

neuron received 100 synaptic connections from the neurons in the preceding layer. This resulted in 

the maintenance of some topology through the different layers of VisNetCT, which is different from 

VisNet, in which the aim is to produce neurons in the final layer with full translation (shift) 

invariance as well as other invariances (Rolls, 2012b). In the rate model the activation of a neuron 

in a layer is calculated as a weighted sum of the inputs it receives from the preceding layer multiplied 

by the corresponding synaptic weights, i.e. as a dot or inner product, with the details of the 

implementation of VisNet described by Rolls and Milward (2000). The activations were converted 

into firing rates using a threshold-linear activation function and the method described next to 

produce a given sparseness of the representation in a layer.  

 

Competition and mutual inhibition in VisNetCT 

 In order to act as a competitive network some form of mutual inhibition is required within 

each layer, to ensure that only a proportion of neurons is active for any one stimulus. After the 

activation of the neurons in a layer had been calculated by the dot product of the synaptic weights 

of a neuron and the firing rates of the neurons in the preceding layer to which it was connected by 

the synaptic weights, the activations were converted into firing rates in VisNetCT using a threshold 

linear activation function with the threshold set for each firing rate update of a layer so that the 

sparseness of the firing became a fixed value specified by a sparseness parameter a  that was 

typically 0.008, where sparseness is defined as 

 

2

2

( / )

/

i

i

i

i

y n

a
y n





  (4) 

where n  is the number of neurons in the layer, and 
iy  is the firing rate of the i th neuron in a layer. 

This sparseness measure is one useful in the quantitative analysis of the capacity of neuronal 

networks (Rolls, 2016a; Rolls and Treves, 1990; Treves, 1991; Treves and Rolls, 1991), and in 

neurophysiological measures of neuronal representations in the brain (Franco et al., 2007; Rolls, 
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2016a; Rolls and Tovee, 1995). The typical sparseness value of 0.008 resulted in approximately 8 

neurons having high firing rates in a layer, given that there were 1024 neurons in each layer. In 

VisNetCT for simplicity the inhibition within a layer implemented in this way was global, across all 

neurons. 

 

Gain modulation at each stage, and the input stimuli in VisNetCT 

 The gain modulation was performed in the general way described elsewhere (Salinas and 

Abbott, 2001; Salinas and Sejnowski, 2001). For simplicity, the gain modulation was implemented 

by a convolution of firing in a layer with the gain modulation signal. For example, the stimulus was 

presented on Layer 1 shown in Fig. 1, which might correspond to an area such as LIP or earlier in 

the dorsal visual system. Each stimulus was a set of approximately 4 pixels with high firing in retinal 

coordinates on the input layer (produced by convolving a single pixel of activity with a Gaussian 

filter using a Gaussian kernel with radius 1 pixel).  To produce the gain modulation by eye position, 

the firing in Layer 1 was convolved with the eye position, and thereby shifted across the population 

of neurons so that the peak firing in Layer 1 then represented the retinal input now gain modulated 

by eye position to represent position relative to the head. A series of inputs corresponding to one 

location in head centred space but produced by different combinations of retinal position for the 

stimuli and eye position were presented successively, so that the trace rule could encourage neurons 

in Layer 1 to learn the different retinal and eye position combinations that produced that position in 

head direction space. Then all the combinations that corresponded to the next position in head-based 

space were presented close together in time, etc. The trace was reset between each new coordinate 

to be learned, and trace rule learning was not allowed to occur until stimuli had been presented 4 

times, to enable the trace firing to settle down. The whole set of head-based representations was 

trained for typically 5-50 such epochs in Layer 1. 

 Similarly, for Layer 2, the gain modulator was the head direction, and this was used to 

convolve the Layer 2 firing into approximately bearing-related coordinates (i.e. for a direction in 

space that was independent of head direction). Trace rule learning was used every time a new 

stimulus was presented, which consisted of all combinations of retinal and eye position, and head 

direction, that corresponded to a single bearing direction. That was repeated for the other bearing 

directions. And then that single epoch of training was repeated typically for 5-50 epochs. 

The output from Layer 2 was used as the input to Layer 3, for which the gain modulator was 

the place at which the agent was located, and this was used to convolve the Layer 3 firing into 

approximately spatial view coordinates (i.e. for a position in allocentric space that was independent 

of the place where the agent was located).  Layer 3 also performed trace rule learning over several 

epochs in which in each epoch and for each spatial view all combinations of now retinal position, 

eye position, head direction, and place that corresponded to a single location in allocentric space 

"out there", the spatial view, were presented close together in time. (In practice, with VisNet each 

training epoch need not contain every possible combination to be learned, as the continuity can be 

built up over a number of training epochs in each of which there is some continuity (Rolls, 2012b).)  

The computer algorithm that implemented each stage of processing operated as follows to 

combine the gain modulation and competitive learning using a trace rule, using Layer 2 above as an 

example. An input stimulus was applied, and after the firing of Layer 1 (in head-based coordinates) 

was computed, gain modulation by convolution with head direction was applied to this 

representation in Layer 1. That Layer 1 firing then activated Layer 2 neurons through the synaptic 

weights from Layer 1 to Layer 2, competition was implemented by mutual inhibition of the Layer 2 

neurons, and the resulting firing was combined with the firing from the preceding few trials, with 

the resulting short-term memory trace of recent neuronal firing used to update the synaptic strengths 

between Layer 1 and Layer 2 as described in Equations 1-3. As described in the Discussion, the time 

scale over which the trace rule needs to operate for these transforms in the real world may be shorter 

for early stages of the system (in which eye movements have a time scale of fractions of a second) 

compared to later stages (in which locomotion could take place over seconds or more). For longer 

time scales, the trace rule could be helped by the longer times scales of neuronal activity provided 

for by attractor networks implemented by the recurrent collateral connections between nearby 

cortical neurons (Rolls, 2012b; Rolls, 2016a). 

 

Parameters used in VisNetCT 

 The rate model used three layers each composed of 32 x 32 neurons, each with 100 

connections to neurons in the preceding layer selected using a Gaussian probability distribution with 

a radius of 2. The input stimulus was a single pixel convolved with a 2D Gaussian with standard 
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deviation of 1, producing a 2D stimulus that was several pixels in diameter. It could be placed at one 

of three positions of the retina, at X=-5, 0, and +5 with Y=0 throughout. Three eye positions, three 

head directions, and three places were used as gain modulators in layers 1, 2, and 3 respectively of 

the architecture as described. The learning rate parameter α for the synaptic update was 0.05, the 

trace learning rule parameter η was 0.8, and 5-50 training epochs were typically run, although the 

net typically reached an asymptote of performance much sooner. The sparseness a of the 

representation in a layer was 0.008.  Although for simplicity the model was trained in only the 

horizontal (X) plane, the model is 2D to provide for both the X and Y dimensions, to allow the 

connectivity of a single neuron to come from a 2D Gaussian region of the preceding layer with 

realistic diluted connectivity, and because the stimulus was 2D because it was a single pixel 

convolved with a 2D Gaussian with standard deviation of 1. 

 

Measures for network performance 

Information theory measures 

The performance of VisNetCT was measured with  Shannon information theory (Shannon, 

1948) using methods that are identical to those used to quantify the specificity and selectiveness of 

the representations provided by neurons in the brain (Rolls, 2012b; Rolls, 2016a; Rolls and Milward, 

2000; Rolls and Treves, 2011). A single cell information measure indicated how much information 

was conveyed by the firing rates of a single neuron about the most effective stimulus. A multiple 

cell information measure indicated how much information about every stimulus was conveyed by 

the firing rates of small populations of neurons, and was used to ensure that all stimuli had some 

neurons conveying information about them. 

A neuron can be said to have learnt an invariant representation if it discriminates one set of 

inputs from another set, across all transforms. For example, a neuron's response in Layer 3 of 

VisNetCT is invariant for spatial view if it responds to primarily one spatial view and not other 

spatial views, independently of all the combinations of retinal position for the stimulus, eye position, 

head direction, and place where the agent is located. The responses of each neuron in for example 

Layer 3 were found for each of the spatial views, and the amount of information the single cell had 

about spatial view was measured. In the present context, the measure provides a metric for measuring 

how many spatial views could be represented. The algorithms and their use are described in detail 

elsewhere (Rolls and Milward, 2000; Rolls and Stringer, 2006; Rolls et al., 1997b; Rolls et al., 

1997c). 

 

Correlation matrix between the firing of neurons in a layer 

After assessing the results with these information theoretic methods, it was also useful to 

show how the different layers of the network categorised the stimuli by computing a correlation 

matrix based on the firing rates of all the neurons in a layer for every combination of the stimuli and 

modulators that were involved. If this matrix was set up with the combinations corresponding to, for 

example, the different combinations for one spatial view, then the combinations for the next spatial 

view, then this could clearly show whether spatial view was encoded within a layer, as illustrated in 

Figs. 3-5. It was also useful to show how single neurons in a layer categorised the stimuli by showing 

their firing rates as functions of for example spatial view and in other coordinate frames, as shown 

in Fig. 6. 

 

Results 

The concepts in the approach described here are illustrated by simulations of the architecture 

shown in Fig. 1. The operation of the networks illustrated in Fig. 1, and what is computed at each 

stage and how it is computed, is described by starting with a description of the modelling for Layer 

1, and working up through the system to Layer 3. The parameters that were used for the simulations 

were as shown in Table 1 except where otherwise stated. 

 

Layer 1 

For Layer 1, the training involved presenting the stimulus at all combinations of 3 retinal 

positions with 3 eye positions as gain modulators. This resulted in a conversion to head-centered 

coordinates as illustrated schematically in Fig. 3a. The details of how each combination that 

corresponded to a given head-centred position were presented close together in time to enable the 

trace rule to contribute to the learning are described in detail in the rest of this paragraph. The results 

obtained are described in the paragraphs that follow. For Layer 1 the input stimulus to Layer 1 was 

shown in 3 retinal positions in the 32x32 spatial grid at  X = -5, 0 and 5 (where 0 corresponds to the 
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centre, and X signifies the horizontal plane). The eye positions used were with the eyes at three 

deviations in the horizontal plane, corresponding to the fovea looking at X=-5, X=0, and +5. Training 

was performed with the stimulus placed first at one position in head-centred space, with all the 

combinations of retinal position and eye position that corresponded to that position in head-based 

space presented close together in the sequence to enable the trace learning rule to encourage neurons 

in Layer 1 to learn that all these combinations were about the same location in head centred space. 

Then all combinations of retinal and eye positions corresponding to another position in head centred 

space were presented, to enable the trace rule learning to allocate neurons to all the combinations of 

retinal and eye position that corresponded to that position in head-centred space to be learned. There 

were in all 5 positions in head-related space that were defined by these combinations of retinal and 

eye position. (They are X =  -10, -5, 0, +5, and +10 in head-centred space.) The computer algorithm 

performed the gain modulation before the input reached Layer 1, and Layer 1 implemented the trace 

rule learning to learn to allocate neurons to each of the five positions in head-centred space. The 

computer algorithm also ensured that the head positions were chosen in permuted sequences. (It 

should be remembered that the stimulus was a Gaussian blob that covered several pixels on the retina, 

and that the connectivity was diluted and probabilistic as in the cortex, so that the neurons in the 

receiving layer had to perform a non-trivial computation to learn to allocate different neurons to 

each position in the space being represented in each layer.) 

The results of this training for Layer 1 are illustrated with the correlation matrix shown in 

Fig. 3b. This represents the correlation of the firing between all the neurons in Layer 1 for each of 

the five head centred positions at which a stimulus was presented. This shows that the 5 different 

head-centred positions for a stimulus each produced different firing of Layer 1 neurons, even though 

each head-centred position was produced by a number of combinations of retinal stimulus and eye 

position, as explained in the legend to Fig. 3. 

The simulation of Layer 1 thus shows that the competitive learning in Layer 1 using a short-

term memory trace in combination with gain modulation by eye position can learn to allocate 

different neurons to respond to each head-centred position in space. The task becomes more 

demanding, and the trace learning rule makes a more important contribution, as we progress through 

the layers. 

 

Layer 2  

For Layer 2, the five head-centred outputs of Layer 1 were gain-modulated by head direction 

to produce firing that was related to the bearing to a landmark L as illustrated in Fig. 4a, using the 

trace learning rule in the competitive network of Layer 2. There were three head-direction 

modulators, corresponding to the head directed towards X=-5, X=0, and X=+5. This produced seven 

possible bearing directions each to a different landmark L, from the single place where the viewer 

was located. The correlation matrix shown in Fig. 4b represents the correlation of the firing between 

all the neurons in Layer 2 for every one of the seven bearing directions to a landmark relative to the 

agent at which a stimulus was presented, after training Layers 1-2. This shows that the 7 different 

bearing directions for a stimulus each produced different firing of Layer 2 neurons, even though 

each bearing direction was produced by a number of combinations of retinal stimulus, eye position, 

and head direction.  

 

Layer 3 

For Layer 3, the seven bearing direction outputs of Layer 2 to different locations L were 

gain-modulated by place to produce an allocentric view-based representation using the trace learning 

rule in the competitive network of Layer 3. This might be produced by walking from one place to 

another while watching the same location in a scene. Fig. 5a shows a schematic for a single location 

L in the scene. Each location was encoded by spatial view cells that encoded the location in the 

scene, independently of the place where the viewer was located. There were three place modulators, 

corresponding to the places in the horizontal plane of X=-5, X=0, and X=+5. This produced 

representations of 9 allocentric, world-based, views each of a different location in the scene, 

corresponding to -20 and +20 (1 combination each), -15 and +15 (4 combinations each; -10 and + 

10 (10 combinations each); -5 and + 5 (16 combinations each); and 0 (19 combinations). Each of the 

spatial view representations learned was of a different location L in the scene. Each spatial view 

representation was independent of the place where the viewer was located. A neuron that responds 

allocentrically to a single location in the scene is termed a spatial view cell (Georges-François et al., 

1999). 
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Fig. 5b shows that after training Layers 1-3, the firing of neurons in Layer 3 represented 

each of the spatial locations in the scene separately and independently. The correlation matrix 

represents the correlation of the firing between all the neurons in Layer 3 for every spatial location 

presented. The stimulus order for this diagram is provided in the legend to Fig. 5, but results in 

spatial view 1 (i.e. for landmark 1) being the block at the top left, and spatial view 7 (for landmark 

7) being the block in the bottom right. The first spatial location (for X= -15) was represented by 4 

combinations of the retinal position and modulators of eye position, head direction, and place), and 

formed one block of correlated representations in the top left of Fig. 5. Fig. 5 thus shows that the 

firing of Layer 3 represented each spatial location in the scene almost orthogonally to the other 

spatial locations, which is good performance. (Firing for spatial location coordinates of -20 and +20 

were not included in Fig. 5, because there were too few combinations of stimuli and gain modulators 

at these extremes.) 

The information theoretic analysis for Layer 3 showed that the average information about 

spatial location in the scene for the 5 neurons most selective for each of the 7 spatial locations was 

2.42 bits (where 2.81 bits is the maximal single cell information value calculated as 
2log  of the 

number of stimuli). As a control, the value without training was much lower, 1.56 bits. This is not 

zero, because by chance some neurons with the initially random synaptic connections will have 

connectivity that allows some effect of one layer on the next, and if those neurons can be found 

during the training, they will respond to some of the stimuli better than other stimuli. 

The responses of a Layer 3 single neuron selective for a spatial location in the scene (i.e. a 

spatial view cell) after training are shown in Fig. 6. The top left panel shows that the average rate of 

the neuron to every combination of retinal position, eye position, head direction, and place that 

corresponded to spatial location 5 was 16, and that the rate was zero for all other spatial views. The 

other panels show that the same spatial view neuron did not discriminate between the place where 

the viewer was, head direction, or eye position (which is also the case for spatial view cells in the 

primate hippocampus (Georges-François et al., 1999)).  Fig. 6 also shows that the spatial view 

neuron did not discriminate between retinal positions. The bottom left panel of Fig 6 shows that the 

same Layer 3 spatial view neuron did not have firing that was specific to a given bearing direction 

to a landmark (which, as was shown, was encoded by Layer 2 neurons), and the bottom right panel 

shows that the neuron was not specific to position relative to the head (which, as was shown, was 

encoded by Layer 1 neurons). (The different firing shown in the bottom two panels just reflected 

how frequently these egocentric and head centred coordinates occurred when spatial view 5 was 

being tested, and that the neuron was tuned to spatial view 5 as shown in the top left panel.) 

 

To provide evidence on the utility of the trace rule learning used in combination with gain 

modulation described here, the whole simulation was rerun without the trace rule, and using instead 

the conventional Hebbian associative rule with no temporal trace learning for the competitive 

networks (Rolls, 2016a). The simulation was identical to that used to produce the results in Fig. 5 

apart from that change to the learning rule. The results in Fig. 7 show that Layer 3 of the network 

categorised the stimuli into different spatial views much less well than with the trace rule (which is 

what is shown in Fig. 5). That is, for each of the 7 spatial locations, the different combinations of 

retinal position, eye position, head direction, and place produced rather different firing of the Layer 

3 neurons, showing that without the trace rule, and only with gain modulation, the coordinate 

transform network worked much less well. This analysis was confirmed by the result that the average 

single cell information of the 5 best neurons for each spatial location was now only 1.6 bits.  

 

Discussion 

 In the architecture for the dorsal visual system described here, Layer 1 uses gain modulation 

of a retinal signal by eye position, and trace learning, to compute representations that are invariant 

with respect to retinal and eye position, producing head-centered representations. Layer 2 uses gain 

modulation by head direction and trace learning to compute representations that are invariant with 

respect to head direction, producing bearing representations to a given stimulus or landmark. Layer 

3 uses gain modulation by place and trace learning to compute representations that are invariant with 

respect to bearing and place (see Fig. 5a), which is important for remembering the location 'out there' 

where objects or rewards have been seen, and for generalization across different bearings to a 

location in a scene, and across different places from which the scene is viewed. This is a particular 

instantiation of a general architecture for coordinate transforms in the brain, with similar 
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mechanisms of gain modulation and trace rule learning involved at each stage. Many interesting 

principles are involved, and are considered next.   

First, a new approach to coordinate transform learning in the brain has been proposed, in 

which the more traditional gain modulation is complemented by temporal trace rule competitive 

neuronal network learning to learn coordinate transforms in many regions in the dorsal visual system. 

It is shown that the new approach works much more satisfactorily than gain modulation alone 

(compare Figs. 5 and 7). Further, this approach provides a mechanism for individual neurons to 

represent many of the input combinations of for example eye and retinal position that correspond to 

a single direction in head-based coordinates. This understanding may have application to many brain 

areas where coordinate transforms are learned.  

Second, a set of coordinate transforms has been proposed for the dorsal visual system / 

parietal areas that enables an allocentric representation to be formed, of the location in a scene. The 

input stimulus is merely a stimulus at a given position in retinal space, and the gain modulation 

signals needed are eye position, head direction, and place, all of which are signals present in the 

primate brain (Chen et al., 2018; Hazama and Tamura, 2019; Robertson et al., 1999; Rolls and 

O'Mara, 1995; Rolls and Wirth, 2018; Whitlock, 2017; Wirth et al., 2017). Part of the interest here 

is that the allocentric spatial representations of a location 'out there' in space produced in the model 

described here are in the same coordinate framework as spatial view cells recorded in the primate 

hippocampus and parahippocampal cortex (Georges-François et al., 1999; Robertson et al., 1998; 

Rolls et al., 1997a; Rolls et al., 1998; Rolls and Wirth, 2018). It is of course the case that two of the 

modulators are allocentric, place and head direction. 

Third, the particular coordinate transforms considered here involved gain modulation at 

successive stages of processing in the dorsal visual stream using as gain modulators eye position, 

head direction, and place. The theory and model described here is intended to be a conceptual 

approach to how a series of coordinate transforms could be implemented by biologically plausible 

neuronal networks in the dorsal visual system and parietal cortex, with the actual gain modulators 

perhaps being different to produce other coordinate transforms. In particular, in the third stage shown 

in Fig. 2, the gain modulator is place to produce a view representation, but there could be other gain 

modulators producing different coordinate transforms in parts of the system. For example, another 

gain modulator might be body rotation, which does modulate the responses of some LIP neurons  

(Snyder et al., 1998), and that could be useful in Layer 2, leading for example to a representation in 

a body-related coordinate frame, which would be suitable for directing arm movements to positions 

in space, given that the arm muscles are anchored to the body. 

Fourth, we should consider how some of the representations described could be produced 

by neuronal network operations. We have argued that spatial view cells found in the hippocampus 

and parahippocampal cortex could be produced by neurons learning to respond to a combination of 

the visual features present over a small angle of perhaps 10-30 degrees close to the fovea, and we 

have produced a formal model of this (de Araujo et al., 2001). Such a representation would include 

detailed information about the stimuli or features present, such as a house in a scene to the left of a 

church. Each such spatial view would be linked to the next spatial adjacent and partially overlapping 

spatial view in a continuous attractor network in ways described in detail elsewhere (Rolls, 2016a; 

Stringer et al., 2005). For a given environment this can be described as a chart, and the capacity of 

a neural network for storing many such charts has been calculated (Battaglia and Treves, 1998), and 

is high because the whole charts of different environments are relatively uncorrelated. The 

continuous attractor / chart / schema that represents the structure of a maze and the body turns needed 

to reach a goal could remain the same if the wall cues were changed, and the chart could be oriented 

using the goal as a reference after the change of wall cues, with the new wall cues / landmarks 

potentially added to the existing continuous attractor / chart / schema representing the maze (Baraduc 

et al., 2019).  The place where the animal is located could be incorporated in such continuous 

attractor networks, as well as the room cues, and body turns needed as the maze is navigated (Rolls 

and Wirth, 2018). Consistent with this, place cells, that is, neurons that fire when the macaque is at 

a given place, are found in the primate hippocampus (Hazama and Tamura, 2019; Rolls and O'Mara, 

1995). These place cells could be produced by neurons learning to respond to a combination of the 

environmental landmarks present (such as may be implemented by ventral visual stream scene cells 

(Kornblith et al., 2013; Nasr et al., 2011)) together with their bearing, and we have produced a formal 

model of this (de Araujo et al., 2001) and referred to this previously (Rolls and Wirth, 2018). Primate 

hippocampal neurons that respond to landmarks but are place-dependent in a virtual reality task 

(Wirth et al., 2017) have some similarity to the 'bearing to a location' cells described here for Layer 

2. In addition, the rodent CA1 'landmark vector cells' (Deshmukh and Knierim, 2013) which respond 
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at a particular bearing and distance from an object (sometimes called a 'landmark') within an 

enclosure may be analogous to the allocentric 'bearing to a location' cells described here, though in 

the primate the bearing cells are likely to be anchored to consistent landmarks that define the space 

and can be fixated exactly with the primate visual system, and less to objects placed into a space. 

One way in which primate (including human) place representations could be formed is by the system 

described by de Araujo, Rolls and Stringer (2001) in which place cells can be formed by using a 

combination of landmarks and their bearings in a process that is essentially triangulation and that is 

implemented by competitive learning. A complementary mechanism could be a system that can 

produce place representations from idiothetic grid cell representations using competitive learning in 

the dentate gyrus / hippocampal system (Rolls et al., 2006). 

Fifth, the new concepts introduced here extend the use of trace learning from the ventral 

visual system for transform-invariant visual object recognition  (Földiák, 1991; Franzius et al., 2007; 

Rolls, 1992; Rolls, 2012b; Rolls, 2016a; Wallis and Rolls, 1997; Wallis et al., 1993; Wiskott and 

Sejnowski, 2002; Wyss et al., 2006) to multiple layers of the dorsal visual system. This helps to 

emphasize the powerful nature of the training signals that can be derived from the temporo-spatial 

statistics of what reaches the brain from the world, which as shown here can be useful for helping to 

learn coordinate transforms. There may be other applications of temporal trace learning in the brain  

(Franzius et al., 2007; Zhao et al., 2019), as these provide a type of teaching signal for neurons. The 

trace rule learning in combination with gain modulation provides especial help in the following two 

ways. First, the trace rule applied separately to each neuron encourages single neurons to learn the 

different combinations of their inputs provided by different combinations of the signal to be 

modulated and the gain modulator signal. Thus for example a neuron in Layer 1 can respond to 

several different combinations of retinal and eye position that correspond to the same location in 

head-centred space. This makes the readout of the information much more reliable, because the 

neurons that read the output will then respond to any of the many different transforms that have been 

learned, and thus generalize well across the different combinations (Rolls, 2016a). Second, the 

competitive network that is implemented as part of the process helps to sharpen up the 

representations, so that each neuron tends to respond to a different part of the transformed space, for 

example to a different direction in head-based space in Layer 1. This is a decorrelation or 

orthogonalization process, which is sometimes referred to as pattern separation, and which helps to 

make the transmission and storage of information have a high capacity (Marr, 1971; McNaughton 

and Morris, 1987; Rolls, 1987; Rolls, 1989a; Rolls, 2016b; Treves and Rolls, 1992). The whole 

philosophy here is quite different to that involved in deep learning using backpropagation of error 

(LeCun et al., 2015). Instead, here we have a system that self-organises without explicit teachers for 

every neuron, by using instead the temporo-spatial continuity that is present in the world, and 

bottom-up feed-forward self-organizing learning. 

For the trace rule learning to be useful, the statistics of the world do have to be appropriate, 

with, for example, for head-centred learning an object or stimulus to be present at a given head-

centred position while eye movements are made, so that different combinations of retinal position 

and eye position occur close together in time. During development, there may be separate periods in 

which different types of plasticity occur, such that some coordinate transforms are set up before 

others. Different time constants of learning in the system at different stages may also enable the 

brain to extract relevant statistics from the world for the learning of different coordinate transforms. 

For example, eye position changes have a relatively fast time course with often 2 saccades per second 

(Roberts et al., 2013), whereas head direction changes may be on a slower time scale of 1 to several 

seconds, and movement to different places may be on a slower time scale of seconds to hundreds of 

seconds or more. There is plenty of opportunity here for experimental investigations to explore these 

issues. However, this proposal does seem feasible, in that natural visual stimuli can be sufficiently 

rich for useful information to be extracted to facilitate learning of different representations 

depending on the stage in the hierarchy of visual processing areas (Wyss et al., 2006). 

In the present approach, the gain modulation is important, but so is the competitive learning 

from stage to stage of the hierarchy (see Fig. 1), for that is an important mechanism for allocating 

neurons to represent the input information efficiently by different neurons (Rolls, 2016a). In this 

context, the addition of a short-term memory trace to the competitive learning is shown to have 

advantages, because it enables neurons to learn what is constant over short time periods. For example, 

in Layer 1, neurons can learn to respond to a stimulus at the same head-centred location for several 

seconds, by learning to respond to several combinations of retinal and eye position that may occur 

in that time. 
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It is of interest to compare the learning of invariant transforms in the ventral and dorsal 

visual system, and how slow learning implemented by the trace learning rule may contribute to both. 

In the primate ventral visual system, the trace rule may allow different transforms of an object to be 

associated together, including position, size, and even view which can be completely different for 

the same object seen from different views (DiCarlo et al., 2012; Rolls, 1992; Rolls, 2012b; Rolls, 

2016a; Wallis and Rolls, 1997; Wiskott and Sejnowski, 2002). Effectively, the representation of an 

object is made position, size, view, lighting etc invariant, so that when the object is associated with 

reward in the orbitofrontal cortex or enters the episodic memory system in the hippocampus, 

generalization over all these transforms occurs when the object is encountered again but in a different 

transform (Rolls, 2016a). The situation is interestingly analogous in the dorsal visual system, 

according to the concepts developed here. The successive stages shown in Fig. 1 can be thought of 

as performing transform invariance computations as described at the start of the Discussion. Layer 

1 uses gain modulation of a retinal signal by eye position, and trace learning, to compute 

representations that are invariant with respect to retinal and eye position, producing head-centered 

representations. Layer 2 uses gain modulation by head direction and trace learning to compute 

representations that are invariant with respect to head direction, producing bearing representations 

to a given stimulus or landmark. Layer 3 uses gain modulation by place and trace learning to compute 

representations that are invariant with respect to bearing and place (see Fig. 5a), which is important 

for remembering the location 'out there' where objects or rewards have been seen, and for 

generalization across different bearings to a location in a scene, and across different places from 

which the scene is viewed. Both the ventral and dorsal streams can thus be seen to be producing 

invariant representations, of objects in the ventral stream, and of locations 'out there' in space for the 

dorsal visual stream. This then helps the hippocampus to associate together invariant representations 

of objects with invariant representations of locations in a scene 'out there' for primate including 

human episodic memory. The advantage of this computational design is that once the object-place 

association has been stored on a single occasion by the hippocampal episodic memory system, the 

memory can be used later even if the object is seen in a different transform, or the location is seen 

with a different retinal position, eye position, head direction, allocentric bearing and from a different 

place. As emphasized earlier, it is important that the information in the dorsal visual system has 

some selectivity with respect to the part of the scene being viewed, for the bearing to a particular 

landmark is needed to build that part of a scene, the landmark, into the whole scene, in a way that 

enables that location in a scene to be represented in a bearing-independent way, which is what is 

implemented by spatial view cells (Georges-François et al., 1999; Rolls and Wirth, 2018). 

Sixth, it has been suggested that gain modulation might be useful in learning for example 

translation-invariant representations of objects in the ventral visual system (Salinas and Abbott, 

1997). However, the results described here show that even if that were the case, then temporal trace 

learning would be very helpful in allowing neurons to achieve useful and accurate invariance. 

However, the concept in VisNet is that temporal trace learning is sufficient to learn transform 

invariant representations of objects in the ventral visual system, with the great advantage that this 

mechanism can also account for other forms of invariance, including view invariant representations, 

which cannot be learned by a spatial coordinate transform (as different views of a given object may 

be completely different), but which VisNet with its temporal short-term memory trace approach 

learns well (Bart and Hegde, 2012; Perry et al., 2006; Robinson and Rolls, 2015; Rolls, 2012b; Rolls, 

2016a; Rolls and Mills, 2018; Rolls and Stringer, 2006; Rolls and Webb, 2014; Wallis and Rolls, 

1997; Webb and Rolls, 2014; Zhao et al., 2019). 

Seventh, it is argued here that gain modulation of a head-based representation (i.e. the angle 

of a stimulus or landmark with respect to the head) would be converted by gain modulation by head 

direction into a coordinate framework of bearing direction to a stimulus or landmark from the animal 

or agent. This occurs in Layer 2 of the model described here. Neurons of this type may be what has 

been described in macaque area 7a (Snyder et al., 1998). The population of area 7a neurons was 

described as responding in a world-based coordinate frame, on the basis that they responded in a 

particular allocentric direction from the macaque when visually evoked or delayed saccades were 

made after combined head-and-body rotation in the dark (Snyder et al., 1998). The important point 

is that when the head was rotated, the area 7a neurons were gain modulated by the head direction. 

The parsimonious interpretation is that this 'world-based' or allocentric representation is thus in the 

coordinate frame of bearing direction to a stimulus or landmark. This could facilitate saccade-

making in a given bearing direction, that is, independently of the head direction gain modulating 

factor. Similar results were found by Dean and Platt for the posterior cingulate cortex (which 

receives inputs from the parietal cortex including area 7a), who showed that for most neurons, tuning 
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curves aligned more closely when plotted as a function of target position in the room than when 

plotted as a function of target position with respect to the monkey (Dean and Platt, 2006). A further 

interesting experiment would be to move the macaque sideways (or the world at which the monkey 

was looking), to distinguish bearing direction to a landmark in allocentric space from location of a 

landmark in allocentric space. (That manipulation was in fact used by Feigenbaum and Rolls (1991), 

and showed that many hippocampal spatial view neurons code for location in allocentric space, with 

further evidence involving movement of the macaque to different places relative to the location 

being viewed providing evidence consistent with this (Georges-François et al., 1999; Rolls and 

O'Mara, 1995). But for now, the evidence for area 7a is that some neurons in it code for bearing 

direction with respect to the animal, in that the neuronal responses are gain modulated by head 

direction  (Snyder et al., 1998). The requisite signal for this gain modulation is head direction, which 

is represented by neurons in the primate presubiculum (Robertson et al., 1999).  

The important point has been made here that there are several different types of allocentric 

representation of space, at least in primates. One is an allocentric representation of place, found in 

the rodent hippocampus (McNaughton et al., 1983; O'Keefe, 1979; O'Keefe and Dostrovsky, 1971) 

and in the primate hippocampus (Furuya et al., 2014; Hazama and Tamura, 2019; Rolls and O'Mara, 

1995; Wirth et al., 2017). A second is an allocentric representation of the location being looked at 

in the world, as implemented by spatial view neurons in the primate hippocampus (Baraduc et al., 

2019; Georges-François et al., 1999; Rolls et al., 1997a; Rolls et al., 1998; Rolls and Wirth, 2018; 

Wirth and Baraduc, 2018; Wirth et al., 2017). Another is bearing direction, which appears to be 

implemented by neurons in the primate parietal cortex area 7a (Snyder et al., 1998) and in the primate 

posterior cingulate cortex (Dean and Platt, 2006). (These bearing direction neurons are different 

from head direction cells, in that bearing cells to a location are independent of head direction.) 

Another allocentric frame of reference is head direction, to which neurons in the rat post-subiculum 

(Cullen and Taube, 2017; Taube et al., 1990) and macaque presubiculum (Robertson et al., 1999) 

are tuned, thus encoding in compass direction coordinates. 

Eighth, although the head-based coordinate frame computed in Layer 1 of the model 

described here, and the allocentric bearing direction to a location-based frame of reference computed 

in Layer 2 are supported by current neurophysiological evidence, what is described for Layer 3, 

transformation of coordinate frames in the dorsal visual system into an allocentric location 

coordinate frame is, as far as I know, new, and a prediction of the model. The model suggests that 

the processing in the dorsal visual system for whatever combination of retinal and eye positions, 

head direction, and place is present, generates representations in an allocentric coordinate framework 

that can be easily interfaced to hippocampal processing which is in the same allocentric spatial view 

/ spatial location coordinate frame. For example, looking at one location in allocentric space as 

defined by the current status of the dorsal visual system could provide the allocentric spatial input 

to the hippocampal memory system via the retrosplenial cortex and/or posterior cingulate cortex (see 

Fig. 1) for location-object memory retrieval by hippocampal mechanisms including recall of the 

object from CA3 when an appropriate allocentric spatial location cue is applied. Indeed, something 

like this is exactly what is proposed to account for the fact that hippocampal spatial view neurons 

update the allocentric location in space 'out there' to which they respond when eye movements, head 

direction changes, or even locomotion are made in the dark (Robertson et al., 1998). The idiothetic 

update could be performed in the dorsal visual system based on the vestibular, proprioceptive, and 

corollary discharge related signal that reach the dorsal stream visual areas and update spatial 

representations in it, with examples including the update of representations made for example by 

eye movements described here, and by vestibular signals (Avila et al., 2019; Chen et al., 2018).  

Further, in virtual reality, some macaque hippocampal neurons can respond to a view location 

towards which eye movements are made even before the view has actually appeared on the screen 

(Wirth et al., 2017). That is potentially adaptive, by speeding up the operation of the system, and 

can, it is proposed here, be produced by the input from the dorsal visual system (which has 

information about eye movements etc) but is converted into the correct allocentric view 

representation by mechanisms of the type described here. Indeed, this empirical evidence is very 

much in support of the need for a system for coordinate transforms to the allocentric level in the 

dorsal visual system of the type proposed here. In fact, what the research described here presents is 

a computational neuronal network based theory and model of some of the coordinate transforms in 

the dorsal visual system, that enables dorsal visual system representations to be transformed into the 

same coordinate framework as hippocampal spatial view neurons, to allow simple information 

transfer between the two systems via areas such as the retrosplenial cortex and posterior cingulate 

cortex. 
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Given the ideas just considered on what an allocentric spatial view output of the dorsal visual 

system might be used for, it is of interest to consider the capacity of the system described here, and 

how the networks described might scale up with larger numbers of neurons. For a system that 

operates with discrete representations, the capacity of the system in terms of the number of patterns 

that can be stored is well defined and can be rigorously calculated and estimated numerically too by 

simulation (Amit, 1989; Hopfield, 1982; Rolls, 2012a; Treves and Rolls, 1991). However, the 

capacity for processing analogue information of the type considered here as positions in a continuous 

spatial representation is harder to estimate, as the precision of the representation then becomes a key 

factor, but progress has been made by Battaglia and Treves (1998) in their analysis of the capacity 

of the hippocampus to store spatial charts. Further, in this context, it is unlikely that idiothetic update, 

one of the functions proposed for the system described here, is very accurate and is implemented in 

the brain with great precision or over more than a few minutes (Authie et al., 2015; Israel et al., 

1997). 

 Ninth, another issue is how allocentric spatial representations of, for example, spatial 

location as encoded by spatial view neurons in the primate hippocampus (Rolls, 1999; Rolls and 

Wirth, 2018; Rolls and Xiang, 2006) are interfaced to egocentric representations of for example arm 

movements that are made relative to the body frame.  For example, some primate hippocampal 

neurons represent information about the spatial view and the reward or object available at the 

location being viewed (Baraduc et al., 2019; Rolls and Xiang, 2005; Rolls et al., 2005; Wirth et al., 

2009). How would one make a movement to obtain the reward or object that is encoded by memory 

recall from the primate hippocampus (Rolls and Xiang, 2006)?  Major coordinate transforms are 

required for this. The proposal is that the spatial view neurons respond when the eyes are fixating a 

particular location in the scene. The primate can then perform arm movements towards the position 

in space being visually fixated relative to the body, which is in purely egocentric coordinates. That 

is the type of function in which the parietal cortex specializes (Bremner and Andersen, 2014; 

Whitlock, 2017). Thus this coordinate transform problem is solved, it is proposed, by the coordinates 

being effectively passed from the hippocampal allocentric spatial view representation not by a spatial 

transform computation in the brain, but instead through the world because spatial view cells respond 

to the location being fixated by the eyes, and the primate can use the position of its eyes, in egocentric 

coordinates, to perform the arm movement required that is also in egocentric coordinates. This is a 

major advantage, emphasized here, of the representation of space provided by primate hippocampal 

spatial view cells (Rolls and Wirth, 2018). 

Might similar processes be involved in navigation? If during navigation a primate (including 

of course human) hippocampal system can use associations between spatial locations and objects or 

rewards, this would be useful in navigation based on a sequence of landmarks. Remembering the 

sequence of spatial locations / landmarks (which specify a route) would enable movements towards 

each of a series of landmarks. Sequence memory may be an important part of hippocampal function 

(Buzsaki and Tingley, 2018; Eichenbaum, 2017; Foster and Wilson, 2006; Kesner and Rolls, 2015; 

Lisman and Redish, 2009; Rolls and Mills, 2019). Using the mechanisms described before, the 

navigation would be by a sequence of remembered allocentric representations: once each 

remembered allocentric location is viewed and activates spatial view cells, the navigation to the next 

landmark can be based on the egocentric information about eye and head position that provides the 

information for the body movements needed to approach the next landmark being viewed. If it is a 

well learned route, the sequence of spatial views could be retrieved in the correct order using a 

continuous attractor network that includes spatial views (Stringer et al., 2005). If it is a new route 

used once or a few times, the sequence could be stored by associating each spatial view or landmark 

to each step in the sequence of a hippocampal time cell memory (Kraus et al., 2013; MacDonald and 

Eichenbaum, 2009; Pastalkova et al., 2008; Rolls and Mills, 2019), with analogous mechanisms 

present in rodents for sequences of places or objects (Buzsaki and Tingley, 2018; Kesner and Rolls, 

2015). 

  If the navigation is in the dark, then it could be performed by idiothetic update of the distance 

and direction covered, and then remembered body turns after that distance had been travelled. This 

is a system based primarily on egocentric information, about self-movements, their direction, and 

body turns (Rolls and Wirth, 2018). 

 If the navigation is in a maze, the situation may be more complicated. When travelling in 

one direction in a maze, the spatial view visible from that part of the maze, which is allocentric 

information, could be associated with body turns that would occur at a particular place, so all these 

different representations could be used in combinations as the maze is traversed, and linked together 

in a continuous attractor network (Rolls and Wirth, 2018). 
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It is of interest to compare the present model with a recent  model (Bicanski and Burgess, 

2018) centered on the retrosplenial cortex. This previous model is directed primarily towards spatial 

memory and imagery; does not deal with how eye movements affect spatial vision which is a major 

part of what is implemented in the primate dorsal visual system in areas such as  LIP, VIP, and area 

7a together with mechanisms for reaching into space (with eye movements and reaching into space 

poorly developed and understood in rodents, and no set of highly developed dorsal stream cortical 

areas in rodents); and relies (Bicanski and Burgess, 2018) on boundary-vector cells found in rodents 

(with a consistent human fMRI study (Shine et al., 2019)) and not known by neuronal recording 

evidence to be present in primates. The previous model (Bicanski and Burgess, 2018) also utilizes 

object-vector cells found in rodents (Hoydal et al., 2019). (Indeed, the description of what Bicanski 

and Burgess (2018) model is: "Perceived and imagined egocentric sensory experience is represented 

in the ‘parietal window’ (PW), which consists of two neural populations - one coding for extended 

boundaries (‘PWb neurons’), and one for discrete objects (‘PWo neurons’).) Moreover, that model 

holds that "the transformation between egocentric (parietal) and allocentric (medial temporal lobe, 

MTL) reference frames is performed by a gain-field circuit in retrosplenial cortex" and uses head 

direction. In comparison, the present model introduces a new approach to coordinate transforms that 

includes a memory trace learning rule in competitive networks that is combined with gain 

modulation for multiple stages of the dorsal visual system; and specifically deals with the spatial 

transforms and representations known to be implemented in the primate dorsal visual system, and in 

areas such as the posterior cingulate cortex (not known to be present in rodents). The signals and 

transforms considered here in comparison include retinal position, eye position, head rotation, and 

body translation to a different place. The representations that are produced in the research described 

here are to spatial frameworks with head-centered coordinates, body-centered coordinates for 

reaching into space, bearing direction to a landmark, and then to allocentric spatial view cells that 

respond to viewed location in the world independently of the place where the viewer is. Moreover, 

in the present approach, evidence is provided that the coordinate transform with gain modulation by 

head direction takes place in parietal areas such as area 7a (Snyder et al., 1998) and is represented 

in the primate posterior cingulate cortex (Dean and Platt, 2006) (whereas in the model of Bicanski 

and Burgess (2018) the retrosplenial cortex is emphasised, see their Fig. 1, though the retrosplenial 

cortex is implicated in memory and navigation (Vann et al., 2009)); holds that this implements 

bearing direction to a landmark in a spatial scene; and goes on to show that representations in 

allocentric spatial view coordinates suitable for interfacing to primate allocentric spatial view 

representations can be produced using gain modulation by place (which was not part of the previous 

model). A further difference is that in the model of Bicanski and Burgess (2018) the representations 

produced seem to be of the position of objects in an allocentric space. In contrast, the model 

described here (which builds on findings in primates) is that in primates, including humans, spatial 

scenes and locations in them are encoded by hippocampal spatial view cells, and that transform 

invariant representations of objects (without any spatial properties of what seem to be involved in 

the putative 'object vector cells' (Bicanski and Burgess, 2018)) can then be associated in the 

hippocampus with spatial view cell representations of locations in the scene. The result in the present 

model is of associations between transform-invariant representations of objects, and their place in a 

scene. This implements what is prototypical of primate and human episodic memory (Kesner and 

Rolls, 2015; Rolls, 1996; Rolls, 2016a; Rolls and Kesner, 2006; Rolls and Wirth, 2018; Rolls et al., 

2005). The transform invariant object and face representations in the primate anterior inferior 

temporal visual cortex that provide the 'what' input into the hippocampus via the perirhinal cortex 

have been described elsewhere (DiCarlo et al., 2012; Hong et al., 2016; Rolls, 2012b; Rolls, 2016a; 

Tsao, 2014).  

Overall, the present approach is very different from that of Bicanski and Burgess (2018) as 

follows. First, the focus here is on the highly developed visual system of primates, with its fovea 

which provides high acuity over a small field of vision and which is associated with the presence in 

primates of spatial view cells, which are implicated in memory, spatial function, and navigation 

(Rolls and Wirth, 2018), and which have not been described in rodents. Second, coordinate 

transforms are described here that are relevant to the dorsal visual system, highly developed in 

primates and little developed in rodents, which is important in spatial vision and the control of eye 

movements which are necessary given the fovea of primates. Third, a new mechanism is introduced 

here for coordinate transforms throughout the dorsal visual system that combines trace rule slow 

learning with gain modulation. It is shown here that use of the trace learning rule improves 

performance greatly, although most of the points made here about coordinate transforms would hold 

even if trace rule slow learning were not part of the mechanism, and gain modulation was the main 
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process. Part of the interest of the trace rule slow learning applied to the dorsal visual system is that 

this draws out a similarity with the ventral visual system, and emphasizes that invariance learning is 

involved in both the ventral and dorsal visual systems. In the ventral visual system, representations 

of objects are formed that are partly invariant with respect to transforms such as retinal and eye 

position, and object size and even view, with trace rule learning implicated (Rolls, 2012b; Rolls, 

2016a). In the dorsal visual system, representations of spatial locations "out there", i.e. spatial views, 

or landmarks, are formed that are partly invariant with respect to transforms such as retinal and eye 

position, and head direction, and the place where the primate is located, with trace rule learning 

implicated as described here. Fourth, evidence is provided here that the coordinate transforms take 

place at different stages of the primate dorsal visual system (and not primarily in the retrosplenial 

cortex as in the approach of Bicanski and Burgess (2018)). Indeed, as shown in Fig. 1, the 

retrosplenial cortex is a small region in primates with the much larger posterior cingulate cortex 

adjoining it (Kobayashi and Amaral, 2003; Rolls, 2019; Vogt, 2009), and the term 'retrosplenial 

cortex' in rodents may not apply to a closely corresponding area (Vann et al., 2009). The present 

approach emphasizes the potential importance in coordinate transforms in the primate dorsal visual 

system of 'bearing to a landmark' (or 'bearing to a spatial view') representations as part of the 

mechanism for producing an allocentric spatial view representation that is relatively independent of 

the place from which the landmark is viewed, that is, spatial view cells which are important for 

remembering where in the environment "out there" objects or rewards are found using the 

hippocampal memory system (Rolls and Wirth, 2018). However, 'bearing to a landmark' 

representations may also be important in navigation, as they are one way of establishing the place 

where one is located, as in the model of de Araujo, Rolls and Stringer (2001). Neurons that might 

encode 'bearing to a landmark' in primates have been described in parietal cortex area 7a, the 

posterior cingulate cortex, and hippocampus (Dean and Platt, 2006; Snyder et al., 1998; Wirth et al., 

2017), but it will be interesting to explore this much further. (In contrast, Bicanski and Burgess 

(2018) in their approach rely on cells such as boundary and object vector cells, and primarily on the 

retrosplenial cortex. A key difference is that Bicanski and Burgess (2018) base their approach on 

boundary and object vector cells, whereas the new approach described here is based on landmarks / 

locations in spatial scenes and bearings to these landmarks, which are inherently much more suited 

to navigation, as well as remembering where one was, or where in a spatial scene or geographically 

one has seen an object or person.) 

In conclusion, the new theory and model presented here provide a powerful general 

approach to gain modulation computations in the brain, by proposing for the first time that the 

coordinate transforms and the invariance required could be facilitated by slow temporal trace-related 

associative learning in a series of dorsal visual stream areas. This is the type of learning implicated 

in invariance computation in the ventral visual stream (Rolls, 1992; Rolls, 2012b; Rolls, 2016a; 

Wallis and Rolls, 1997). The research described here shows how the new computational neuronal 

network-based theory and model of coordinate transforms in the dorsal visual system, could enable 

dorsal visual system representations to be transformed into the same allocentric location-based in a 

scene 'out there' coordinate framework as hippocampal spatial view neurons. This may allow simple 

information transfer between the primate dorsal visual system / parietal cortex and the hippocampal 

system via areas such as the retrosplenial and posterior cingulate cortex illustrated in Fig. 1. The 

processes described here show mechanisms by which spatial information from the dorsal visual 

system of primates could be used to provide a spatial input to the hippocampal memory system in 

the correct coordinate framework to provide spatial information used in for example object-location 

memory recall from the hippocampus. This functionality of the dorsal visual system could be 

important in the idiothetic update of spatial representations. The idiothetically updated spatial 

representation from the dorsal visual system could then be used as a recall cue for the hippocampal 

object-location memory system (Kesner and Rolls, 2015; Rolls, 2018),  so that what is at a location 

could be recalled even if that location cannot currently be seen, for example in the dark or when the 

view is obscured (Robertson et al., 1998), or before the view is even shown towards which the eyes 

are moving (Rolls and Wirth, 2018; Wirth et al., 2017).  
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 Figure Legends  

 

Fig. 1. Cortical connections of the primate hippocampus.  A medial view of the macaque brain is 

shown below, and a lateral view is above. The entorhinal cortex area 28 is the main entry for 

cortical connections to and from the hippocampus. The forward projections to the hippocampus are 

shown with large arrowheads, and the backprojections with small arrowheads. The main ventral 

stream connections to the hippocampus which convey information about objects, faces, etc are in 

blue, and the main dorsal stream connections which convey ‘where’ information about space and 
movements are in red. The ventral ‘what’ visual pathways project from the primary visual cortex 
V1 toV2, then V4, then posterior inferior temporal visual cortex (PIT), then anterior inferior 

temporal visual cortex (AIT), then perirhinal cortex (areas 35/36), and thus to entorhinal cortex. 

The dorsal ‘where’ visual pathways project from V1 to V2, then MT (middle temporal), then LIP 
(lateral intraparietal), then parietal area 7 (lateral) and medial (including the precuneus), then to 

posterior cingulate cortex areas 23/32) including the retrosplenial cortex (areas 29/30) and thus to 

parahippocampal gyrus (areas TF and TH), and then perirhinal and entorhinal cortex. Area 22 is 

superior temporal auditory association cortex. The hippocampus enables all the high order cortical 

regions to converge into a single network in the hippocampal CA3 region (Rolls, 2015; Rolls, 

2016a). The retrosplenial cortex (29,30) is the small region in primates including humans behind 

the splenium of the corpus callosum shaded grey: it is not necessarily homologous with what is 

termed retrosplenial cortex in rodents (Vann et al., 2009), which may also not have a homologous 

posterior cingulate cortex (Vogt, 2009). Other abbreviations: as–arcuate sulcus; cs–central sulcus; 

ips–intraparietal sulcus; ios–inferior occipital sulcus; ls–lunate sulcus; sts–superior temporal 

sulcus. (Modified from Rolls and Wirth 2018.)  (HippConnsDV5a.eps) 

 

Fig. 2. The architecture of the VisNetCT model used for the dorsal visual system (see text). Each 

neuron in a layer (or cortical area in the hierarchy) receives from neurons in a small region of the 

preceding layer. (VisNetCTArchi2b.eps) 

 

Fig. 3.  Gain modulation by eye position to produce a head-centered representation in Layer 

1. a. Schematic to show that gain modulation by eye position can produce a representation in head-

centered coordinates in Layer 1. The eye position (ep) is the angle between straight ahead with 

respect to the head (indicated by the green line labelled head reference) and the direction of the eye 

(indicated by the black arrow labelled ep). A direction in head-centered space (labelled hc) is 

represented by all combinations of retinal position (rp) and eye position that reach a given head-

centered direction indicated by the red arrow tip, with one combination of eye position and retinal 

position shown. b. The correlation matrix represents the correlation of the firing between all the 

neurons in Layer 1 for every one of the five head centred positions (numbered in red) at which a 

stimulus was presented, after training Layer 1. During training, all combinations of eye position 

and retinal position that corresponded to one head-centred position were presented together 

enabling the trace rule to help with the learning, then another head-centred position was selected 

for training, as described in the Methods. The stimulus order for this diagram was that the first 

head-centred stimulus position (1 at X=-10, where X refers here to a horizontal plane head-centred 

position to the left of the head) was the one combination of retinal position and eye position gain 

modulation signals that corresponded to this head-centred position; the second head-centred 

stimulus position (2 at X=-5) was the set of two combinations of retinal position and eye position 

gain modulation signals that corresponded to this head-centred position; the third head-centred 

stimulus position (3 at X=0) was the set of three combinations of retinal position and eye position 

gain modulation signals that corresponded to this head-centred position; the fourth head-centred 

stimulus position (4 at X=+5) was the set of two combinations of retinal position and eye position 

gain modulation signals that corresponded to this head-centred position; and the fifth head-centred 

stimulus position (5 at X=+10) was the one combinations of retinal position and eye position gain 

modulation signals that corresponded to this head-centred position. In the correlation matrix, the 

large white block in the middle thus indicates that the neurons across the whole of Layer 1 that 

responded to all three combinations of retinal and eye position for head-centred position 3 encoded 

only head-centred position 3 for X=0, with no interference from or response to any other retinal 

and eye position combination that corresponded to other positions in head-centred space. 

(L2CCmatfinLabgr.eps) 
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Fig. 4.  Gain modulation by head direction in Layer 2 to produce a representation in bearing 

coordinates (relative to North) to locations in space at which there are landmarks. a. 

Schematic to show that gain modulation by head direction (hd) can produce a representation in 

bearing coordinates to a stimulus or landmark (L) in Layer 2. The head direction is the angle 

between North (indicated by the long blue line) and the direction of the head (indicated by the long 

black arrow). A bearing coordinate to a landmark L is represented by all combinations of head 

direction, eye position (ep) and retinal position that correspond to a given bearing from the 

viewer's place to a landmark (L) in allocentric space indicated by the line with a red arrow. Other 

conventions as in Fig. 3a. b. The correlation matrix represents the correlation of the firing between 

all the neurons in Layer 2 for every for every one of the seven bearing directions each to a different 

landmark (numbered in red) from the single place of the viewer, after training Layers 1 and 2. 

There was one combination of retinal position, eye position, and head direction that corresponded 

to bearing direction to a landmark of X=-15 and +15; three for each of X=-10 and +10; six for X=-

5 and +5; and seven combinations for bearing direction 4 at X=0. During training, all combinations 

of head direction, eye position and retinal position that corresponded to one allocentric bearing to a 

landmark were presented to enable the trace rule to operate usefully; and each of the other 

allocentric bearings to a landmark were then trained similarly in turn.    (L3CCmatfinLabgr.eps) 

 

Fig. 5.  Gain modulation by place to produce an allocentric spatial view representation in 

Layer 3. a. Schematic to show that gain modulation by place of a bearing representation to a 

landmark L in Layer 2 can produce a representation of a landmark L in a scene in spatial view 

coordinates in Layer 3 that is independent of the place where the viewer is located. b1: bearing of a 

landmark L from place 1; b2: bearing of the same landmark L from place 2; hd1: head direction 1; 

hd2: head direction 2; ep: eye position; rp: retinal position. A landmark L at a location being 

viewed in allocentric space, that is, a spatial view, is represented by transforms over all places in 

Layer 3, building on transforms over head direction learned in Layer 2, and transforms over eye 

position learned in Layer 1. Other conventions as in Figs 3a and 4a. b. The correlation matrix 

represents the correlation of the firing between all the neurons in Layer 3 for 7 spatial views 

(numbered in red) presented, after training Layers 1-3. (Results for spatial views of 7 different 

locations in the scene, each independent of the place where the viewer was located, are shown.) 

The stimulus order for this diagram was that the first spatial view (i.e. for allocentric location 1 in 

the scene) (1 at X=-15) was the first set of four stimulus-modulator combinations (shown in the 

top-left); the second spatial view (i.e. for allocentric location 2 in the scene) (2 at X=-10) was the 

second set, with ten stimulus-modulator combinations; the third spatial view (i.e. for allocentric 

location 3 in the scene) (3 at X=-5) was the third set, with 16 stimulus-modulator combinations; the 

fourth spatial view (4 at X=0) was the fourth set, with 19 stimulus-modulator combinations; the 

fifth spatial view (5 at X=5) was the fifth set, with 16 stimulus-modulator combinations; and so on 

until the seventh spatial view (7 at X=15) was the seventh set, with four stimulus-modulator 

combinations. (Data are not shown for spatial views at X=-20 and +20, as only one combination of 

retinal and eye position, head direction, and place corresponded to these spatial views.) During 

training, all combinations of bearing to a landmark, head direction, eye position and retinal 

position that corresponded to one spatial view of a landmark from one place were presented to 

enable the trace rule to operate usefully; and each of the other places were then trained similarly in 

turn. (L4CCmatfinLabgr.eps)    

 

Fig. 6. The responses of a Layer 3 cell selective for spatial view after training. The top left panel 

shows that the average firing rate of the neuron to every combination of retinal position, eye 

position, head direction, and place that corresponded to a spatial view at location 5 was 16 spikes/s, 

and that there was no firing to any other spatial view. The other panels show that the same neuron 

did not discriminate between place, head direction, or eye position, or retinal position. The bottom 

left panel shows that the same Layer 3 neuron did not have firing that was specific to a given 

bearing direction, and the bottom right panel shows that the neuron was not specific to position 

relative to the head, with the different firing just reflecting how frequently these bearing direction 

and head centred coordinates occurred when the spatial view at position 5 was being tested. 

(L4_210b.eps) 

 

Fig. 7. The correlation matrix represents the correlation of the firing between all the neurons in 

Layer 3 for every spatial view (numbered in red) presented, after training Layers 1-3 without a 

trace rule, and using only an associative Hebbian learning rule for the competitive networks at each 
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layer. This should be compared with Fig. 5, in which a short-term memory trace learning rule was 

used. (L4CCmatfinNoTraceLab.eps) 

 

 

 

 
Figure 1 

Fig. 1. Cortical connections of the primate hippocampus.  A medial view of the macaque brain is 

shown below, and a lateral view is above. The entorhinal cortex area 28 is the main entry for 

cortical connections to and from the hippocampus. The forward projections to the hippocampus are 

shown with large arrowheads, and the backprojections with small arrowheads. The main ventral 

stream connections to the hippocampus which convey information about objects, faces, etc are in 

blue, and the main dorsal stream connections which convey ‘where’ information about space and 
movements are in red. The ventral ‘what’ visual pathways project from the primary visual cortex 
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V1 toV2, then V4, then posterior inferior temporal visual cortex (PIT), then anterior inferior 

temporal visual cortex (AIT), then perirhinal cortex (areas 35/36), and this to entorhinal cortex. 

The dorsal ‘where’ visual pathways project from V1 to V2, then MT (middle temporal), then LIP 
(lateral intraparietal), then parietal area 7 (lateral) and medial (including the precuneus), then to 

posterior cingulate cortex areas 23/32) including the retrosplenial cortex (areas 29/30) and thus to 

parahippocampal gyrus (areas TF and TH), and then perirhinal and entorhinal cortex. Area 22 is 

superior temporal auditory association cortex. The hippocampus enables all the high order cortical 

regions to converge into a single network in the hippocampal CA3 region (Rolls, 2015; Rolls, 

2016a). The retrosplenial cortex (29,30) is the small region in primates including humans behind 

the splenium of the corpus callosum shaded grey: it is not necessarily homologous with what is 

termed retrosplenial cortex in rodents (Vann et al., 2009), which may also not have a homologous 

posterior cingulate cortex (Vogt, 2009). Other abbreviations: as–arcuate sulcus; cs–central sulcus; 

ips–intraparietal sulcus; ios–inferior occipital sulcus; ls–lunate sulcus; sts–superior temporal 

sulcus. (Modified from Rolls and Wirth 2018.)  (HippConnsDV5a.eps) 
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Fig. 2. The architecture of the VisNetCT model used for the dorsal visual system (see text). Each 

neuron in a layer (or cortical area in the hierarchy) receives from neurons in a small region of the 

preceding layer. PCC - posterior cingulate cortex; RSC - retrosplenial cortex. 

(VisNetCTArchi2b.eps) 
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Fig. 3.  Gain modulation by eye position to produce a head-centered representation in Layer 

1. a. Schematic to show that gain modulation by eye position can produce a representation in head-

centered coordinates in Layer 1. The eye position (ep) is the angle between straight ahead with 

respect to the head (indicated by the green line labelled head reference) and the direction of the eye 

(indicated by the black arrow labelled ep). A direction in head-centered space (labelled hc) is 

represented by all combinations of retinal position (rp) and eye position that reach a given head-

centered direction indicated by the red arrow tip, with one combination of eye position and retinal 

position shown. b. The correlation matrix represents the correlation of the firing between all the 

neurons in Layer 1 for every one of the five head centred positions (numbered in red) at which a 

stimulus was presented, after training Layer 1. During training, all combinations of eye position 

and retinal position that corresponded to one head-centred position were presented together 

enabling the trace rule to help with the learning, then another head-centred position was selected 

for graining, as described in the Methods. The stimulus order for this diagram was that the first 

head-centred stimulus position (1 at X=-10, where X refers here to a head-centred position to the 

left of the head) was the one combination of retinal position and eye position gain modulation 

signals that corresponded to this head-centred position; the second head-centred stimulus position 

(2 at X=-5) was the set of two combinations of retinal position and eye position gain modulation 

signals that corresponded to this head-centred position; the third head-centred stimulus position (3 

at X=0) was the set of three combinations of retinal position and eye position gain modulation 

signals that corresponded to this head-centred position; the fourth head-centred stimulus position 

(4 at X=+5) was the set of two combinations of retinal position and eye position gain modulation 

signals that corresponded to this head-centred position; and the fifth head-centred stimulus position 

(5 at X=-10) was the one combinations of retinal position and eye position gain modulation signals 

that corresponded to this head-centred position. In the correlation matrix, the large white block in 

the middle thus indicates that the neurons across the whole of Layer 1 that responded to all three 

combinations of retinal and eye position for head-centred position 3 encoded only head-centred 

position 3 for X=0, with no interference from or response to any other retinal and eye position 

combination that corresponded to other positions in head-centred space. (L2CCmatfinLabgr.eps) 
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Fig. 4.  Gain modulation by head direction to produce a representation in bearing 

coordinates (relative to North) to a location in space at which there is a landmark in Layer 2. 

a. Schematic to show that gain modulation by head direction (hd) can produce a representation in 

bearing coordinates to a stimulus or landmark (L) in Layer 2. The head direction is the angle 

between North (indicated by the long blue line) and the direction of the head (indicated by the long 

black arrow). A bearing coordinate to a landmark L is represented by all combinations of head 

direction, eye position (ep) and retinal position that correspond to a given bearing from the 

individual to a landmark in allocentric space indicated by the line with a red arrow. Other 

conventions as in Fig. 3a. b. The correlation matrix represents the correlation of the firing between 

all the neurons in Layer 2 for every for every one of the seven bearing directions (numbered in red) 

relative to the agent at which a stimulus was presented, after training Layers 1 and 2. There was 

one combination of retinal position, eye position, and head direction that corresponded to bearing 

direction of X=-15 and +15; three for each of X=-10 and +10; six for X=-5 and +5; and seven 

combinations for bearing direction 4 at X=0. During training, all combinations of head direction, 

eye position and retinal position that corresponded to one allocentric bearing to a landmark were 

presented to enable the trace rule to operate usefully; and each of the other allocentric bearings to a 

landmark were then trained similarly in turn.  (L3CCmatfinLabgr.eps) 
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Fig. 5.  Gain modulation by place to produce an allocentric spatial view representation in 

Layer 3. a. Schematic to show that gain modulation by place of a bearing representation from 

Layer 2 can produce a representation of a landmark L in a scene in spatial view coordinates in 

Layer 3. b1: bearing of the landmark from place 1; b2: bearing of the landmark from place 2; hd1: 

head direction 1; hd2: head direction 2; ep: eye position; rp: retinal position. A landmark L at a 

location being viewed in allocentric space, that is, a spatial view, is represented by transforms over 

all places in Layer 3, building on transforms over head direction learned in Layer 2, and transforms 

over eye position learned in Layer 1. Other conventions as in Figs 3a and 4a. b. The correlation 

matrix represents the correlation of the firing between all the neurons in Layer 3 for 7 spatial views 

(numbered in red) presented, after training Layers 1-3. The stimulus order for this diagram was that 

the first spatial view (1 at X=-15) was the first set of four stimulus-modulator combinations (shown 

in the top-left); the second spatial view (2 at X=-10) was the second set, with ten stimulus-

modulator combinations; the third spatial view (3 at X=-5) was the third set, with 16 stimulus-

modulator combinations; the fourth spatial view (4 at X=0) was the fourth set, with 19 stimulus-

modulator combinations; the fifth spatial view (5 at X=5) was the fifth set, with 16 stimulus-

modulator combinations; and so on until the seventh spatial view (7 at X=15) was the seventh set, 

with four stimulus-modulator combinations. The first spatial view (for X= -15) was represented by 

four combinations of the retinal position and modulators of eye position, head direction, and 

place), and formed one block of correlated representations in the top left of Fig. 5a. (Data are not 

shown for spatial views at X=-20 and +20, as only one combination of retinal and eye position, 

head direction, and place corresponded to these spatial views.)  During training, all combinations 

of bearing to a landmark, head direction, eye position and retinal position that corresponded to one 

spatial view of a landmark from one place were presented to enable the trace rule to operate 

usefully; and each of the other places were then trained similarly in turn. (L4CCmatfinLabgr.eps)    
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Fig. 6 

Fig. 6. The responses of a Layer 3 cell selective for spatial view after training. The top left panel 

shows that the average firing rate of the neuron to every combination of retinal position, eye 

position, head direction, and place that corresponded to a spatial view at location 5 was 16 spikes/s, 

and that there was no firing to any other spatial view. The other panels show that the same neuron 

did not discriminate between place, head direction, or eye position, or retinal position. The bottom 

left panel shows that the same Layer 3 neuron did not have firing that was specific to a given 

bearing direction, and the bottom right panel shows that the neuron was not specific to position 

relative to the head, with the different firing just reflecting how frequently these bearing direction 

and head centred coordinates occurred when the spatial view at position 5 was being tested. 

(L4_210b.eps) 
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Fig. 7. The correlation matrix represents the correlation of the firing between all the neurons in 

Layer 3 for every spatial view (numbered in red) presented, after training Layers 1-3 without a 

trace rule, and using only an associative Hebbian learning rule for the competitive networks at each 

layer. This should be compared with Fig. 5, in which a short-term memory trace learning rue was 

used. (L4CCmatfinNoTraceLab.eps) 
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Table 1. The default parameters used in the VisNetCT model, unless otherwise stated. 

Neurons in each layer     32x32 

Number of synapses onto each neuron   100 

Radius of Gaussian input connectivity of each neuron  =2 

  the trace update proportion     0.8 

Learning rate       0.05 

Sparseness a  in each layer    0.008 

Number of retinal positions (-5 0 5)   3 

Number of eye positions (-5 0 5)   3 

Number of head directions (-5 0 5)   3 

Number of places (-5 0 5)    3 

Size of retinal stimulus: 1 pixel convolved with a kernel with  =1 

Number of training epochs for each layer  12 
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