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Abstract

In this paper, an approach is presented to search for useful patterns and dis-
cover hidden information in Spatial Object-Oriented Databases (SOODB).
Although many approaches of knowledge discovery for relational spatial da-
tabases exist, there is a growing interest in mining SOODB. Indeed, object-
oriented databases are well-suited to represent complex spatial information.
Moreover, a very large number of existing spatial databases are ready to be
mined. We propose an algorithm to mine a SOODB. After a spatial object
query and a mathematical and fuzzy preprocessing, we apply decision tree
based techniques and fuzzy set theory to discover knowledge. An experi-
ment on a region of France to discover classification rules related to houses
and urban area is conducted with this algorithm to validate the interest of
the approach.

1 Introduction

Knowledge discovery in databases (KDD) [1] has been used to ex-
tract implicit information from vast amounts of data. Recently, this

technology has attracted the interest of researchers in several fields
such as databases, statistics, machine learning, data visualization and

information theory.
There already exist many approaches for mining relational data-

bases [2], [3]. These approaches are used to discover several kind of
rules (association [4], classification [5], discrimination [6]) by means

* Supported by CNPq - Brazil

                                                Transactions on Information and Communications Technologies vol 19 © 1998 WIT Press, www.witpress.com, ISSN 1743-3517 



of machine learning techniques (decision trees based techniques [7],

clustering techniques [8],...).

However, object-oriented databases (OODB) [9] have become

popular and influential in the development of new generations of da-
tabase systems. This has motivated the research on techniques for

data mining in object-oriented databases. Han et al [10] overview
the mechanisms for knowledge discovery in object-oriented databa-

ses with an emphasis on the techniques for generalization of complex

data objects, methods and class hierarchies. Yoon and Henschen

[11] extracted knowledge from large data sets in object-oriented da-
tabases to facilitate semantic query processing in database systems.

Nevertheless, the research on knowledge discovery in object-oriented

databases is still shallow, since object structures are complex and

difficult to process.

Researchers in Geographic Information Systems (GIS) [12] have

also shown interest in knowledge discovery in spatial databases, called
Spatial Data Mining. Spatial Data Mining has been defined as the
extraction of interesting spatial patterns and features, general rela-
tionships between spatial and non-spatial data, and their general data

characteristics not explicitly stored in spatial databases [13]. This
technology is becoming more and more important in spatial databa-
ses, because a tremendous amount of spatial and non-spatial data

have been collected and stored in large spatial databases using auto-
matic data collection tools.

More significant spatial data mining works have been developed

to discover knowledge from relational databases [14], [15], [16]. How-
ever, knowledge discovery in SOODB is still an open search area with
large potential.

In this paper, we present an approach to discover knowledge from

a spatial object-oriented database (SOODB). A training set is gen-
erated through a spatial object query and a preprocessing. This

preprocessing is done by means of background knowledge given as
mathematical functions and fuzzy set operators. Afterwards, deci-
sion tree based techniques and fuzzy set theory enables us to discover
knowledge. A decision tree summarizes the knowledge lying in a set
of data into a set of decision rules. Spatial data are handle by fuzzy
set theory. This leads us to the construction of fuzzy decision trees.
With this method, spatial data are represented as fuzzy modalities

during both the construction of a tree and its use.
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This paper is composed as follows: in Section 2, we introduce

SOODB and fuzzy decision trees. In Section 3, our approach is pre-

sented to discover knowledge from a SOODB. An application of this

approach is given in Section 4. Finally, we conclude and present some

directions for future research.

2 Data structures and learning techniques

2.1 Object structures and spatial data

2.1.1 Object-Oriented Databases

An OODB is composed by a set of objects. An object is associated

with an object-identifier and a value. A value possesses a type either
atomic (string,...) or structured. The structure can be a collection (a

list, a set,...) or a tuple (a set of typed attributes).

Objects are grouped into classes which are organized in a hier-

archy. The object's behavior is determined by a set of methods. The
instances of a class are defined as a set of objects. Each object is

associated with a name that references it in the database.

The manipulation of a database is done with a query language.
This language supports the extraction of data from the current base.
The answer of this query is a set of objects or a set of values for these

objects.

2.1.2 Spatial Data

Geographical data is composed of non-spatial and spatial description
of these objects. Non-spatial data is information of the kind: name,

population of town and etc... Spatial data specifies the localization

of non-spatial data. It can be represented by three spatial primitives:

points, lines, and areas.
A point represents (the geometric aspect of) an object for which

only its location in space, but not its extent, is relevant. For example,

a house can be a point in a large geographic area (a large scale map)
(Figure 1). A region is the abstraction for something having an extent
in 2D-space, e.g. a country, a lake, a national park or a house in
small scale map. A line is the basic abstraction for facilities for
moving through space, or connections in space (roads, rivers, cables

for phone, electricity, etc) [17].
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Figure 1: A region of France (1:125000)

2.2 Fuzzy set theory

In classical theory, given a set X and a subset U C X, each element

x £ X either belongs to U or does not belong to U. It can be

summarized as follows: Given a set X and a subset U C X, let LIU be

the characteristic function such that: LIU '• X —> {0,1}, and Vz G X,
if x £ U then LLU(X) — 1, otherwise LIU(X) = 0.

In /%zz%/ se£ theory [18], the membership degree of an element x
can vary from 0 to 1. The membership function /j&r of the fuzzy set

U is defined as: /i[/ : X —> [0,1].

Fuzzy set theory leads to take into account numerical-symbolic

attributes. Such an attribute has values that can be fuzzy sets. Thus,
given a numerical attribute U that takes numerical values in X, a

fuzzy partition can be defined on X by means of a set of fuzzy sets
of X. And therefore, U can be considered as a numerical-symbolic
attribute.

\
79000 8OOOO distance

Figure 2: Fuzzy modalities for the distance

For instance, the distance between two points can be considered

as a numerical-symbolic attribute: either a numerical value, as "172
meters", or a numerical-symbolic value such as "far" is associated

with it. In Figure 2, the attribute distance and its fuzzy values (near,
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far, very far) forming a fuzzy partition of its universe Hv are repre-

sented.

2.3 A learning technique

2.3.1 Fuzzy Decision Trees

A decision tree is a natural structure of knowledge. Each node in such

a tree is associated with a test on the values of an attribute, all edges
from a node are labeled with values of the attribute belonging to a

fuzzy partition of its universe, and each leaf of the tree is associated
with a value of the class. Let A be a set of attributes and AJ the

particular attribute representing the decision (also called class).

Edges can also be labeled by numerical-symbolic values. Such

kind of values leads to the generalization of decision trees into fuzzy

decision trees [19]. An example of fuzzy decision tree is given in

Figure 5. Fuzzy decision trees handle numeric-symbolic values either
during their construction or when classifying new cases. The use
of fuzzy set theory enhances the understandability of decision trees

when considering numerical attributes. Moreover, it has been proven

in [20] that the fuzziness leads to a better robustness when classifying

new cases.

Construction of a Fuzzy Decision Tree

A decision tree can be constructed from a set of examples by induc-

tive learning. Inductive learning is a process to generalize knowledge
from the observation of a given phenomenon. It is based on a set

of examples, called the training set. Each example is a case already
solved or completely known, associated with a pair [description, class]

where the description is a set of pairs [attribute, value] which is the

available knowledge.

A decision tree is built from its root to its leaves. The training
set is successively split by means of a test on the value of a chosen
attribute (the divide and conquer strategy). Each test is associated
with a node in the tree. This process is resumed until the current
training set fullfils a given criterion. In this case, this set will label a

leaf of the decision tree.
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2.3.2 Classifying With a Fuzzy Decision Tree

A path of the tree is equivalent to an IF... THEN rule R : Pr — >- Co.

The premise Pr for such a rule is composed by tests on values of

attributes, and the conclusion Co is the value of the decision that

labels the leaf of the path.

Therefore, the whole fuzzy decision tree is equivalent to a fuzzy
rule base RB = {#1, ...,

2.3.3 Construction of Fuzzy Partitions

The process of construction of fuzzy decision trees is based on the

knowledge of a fuzzy partition for each numerical attribute. However,

it can be difficult to possess such a fuzzy partition. An automatic

method of construction of a fuzzy partition from a set of values for
a numeric-symbolic attribute is proposed in [21]. With this method,
a fuzzy partition is generated automatically from a set of numerical

values.

3 Discovery knowledge in SOODB

To discover knowledge from an SOODB, both the object-oriented

nature of the data and their spatial specificity need to be taken into
account simultaneously. However, no data mining techniques that

can handle these two data properties exists yet. Thus, to solve this
problem, we propose to split the process of knowledge discovery into
several steps (Figure 3): selection, preprocessing, data mining and in-
terpretation. Each step performs a transformation of the spatial data
stored in the SOODB into another representation more appropriate

to the next step.

These transformations make use of a knowledge base. This base
is composed of background knowledge such as the semantic linked
to the object structure, the spatial object topology and the expert

knowledge.

3.1 Selection: Spatial OO query

The data selection is made through a spatial query Q. This query is
run on the SOODB to extract a data set relevant to the data mining
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Knowledge base : background knowledge...

Figure 3: Knowledge discovery process

task. The answer of this query is a limited set of spatial objects SO.

This query is represented by: Q : SOODB —> SO.
For instance, the answer of a query performed on an area of the

map is the set of spatial objects related to this area.

3.2 Preprocessing: Mathematical functions and fuzzy

set theory

This step processes object oriented spatial data. Preprocessing is a
function cr : SO —> TS which transforms a set of spatial objects SO

into a training set TS.

3.2.1 Mathematical functions

The transformation of a spatial object Os G SO into a data set
D C TS is performed by means of a set S of mathematical functions
/. We have S = {/ | / : SO —> A/} where A/ is the set of values

computed by the function /.

For instance, a line I is a spatial object composed by a set of

points {pii,..., pin}. A particular function / is the Euclidean distance:

/ : SO —+ R defined as /(/) = \\pi, - p/J|.

3.2.2 Fuzzy set theory

For a given function /, if Xj is a set of continuous values (ie. Xj C
H), a transformation Tx; of these values into fuzzy values can be
done according to a fuzzy partition of Xj into ra fuzzy sets C/i,..., Um-

Thus, we have T^ : Ay —> [0.1]™.
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For instance, the Euclidean distance ||pi— p%\\ between two points

is a real value from IR+. Given the set {near, far, very far} of fuzzy

sets describing the distance (see Figure 2), the real value \\pi -pi\\ is

converted into a set of three membership degrees to each fuzzy set:

Hnear(\\Pl ~ Pl\\) , Hfar(\\Pl " P2\\) and Hvery far(\\Pl ~ Pt\\) •

3.3 Data mining: Fuzzy decision trees

The data mining step transforms a training set TS into a set RB of
rules.

Given a training set TS, obtained from the previous step, and a

particular attribute Ad G A (the decision), provided by the expert,

the data mining step is a function 0 : TS X A — > RB.
This function generates a set RB = {/?i, ..., RN} of rules Ri :

Pri — )• Coi. The premise Pr\ of rule Ri is a conjunction of tests

Ak = akj on values a^ of attributes Ak G A - {Ad}. The conclusion
Co{ of a rule is a value d{ for Ad.

For instance, the function 6 can be an algorithm to generate de-

cision trees. From a training set, it produces a decision tree equivalent
to a rule base.

In order to take into account the fuzzy sets introduced in the

previous step, an appropriate algorithm has to be used. In this case,
0 produces a fuzzy rule base RB.

For instance, the function 0 is an algorithm to generate fuzzy
decision trees.

3.4 Interpretation

To summarize, the process of knowledge discovery generates a set RB
of rules from an SOODB. It can be interpreted by an expert. The

introduction of fuzzy set theory produces fuzzy rules that are more
understandable than classical rules in presence of numerical values
for attributes.

4 Application

An application of our method is presented in this section.
Given a database, a selection, a preprocessing and a data mining

are performed. The output result is a set of rules to classify houses as

urban or non-urban. The SOODB used was provided by the French

242

                                                Transactions on Information and Communications Technologies vol 19 © 1998 WIT Press, www.witpress.com, ISSN 1743-3517 



"Institut Geographique National" (IGN) and was implemented on

top of the O2 DBMS [22].

The whole process is described in the following sequence.

4.1 Selection

A query made on the SOODB is used to extract a relevant set of

data. This data set W consists of all houses pertaining to an area

(see Figure 4).
The selection of these data is performed with the following query:

select x.house from x in DataBasel
where x.house->inArea(CoordPtMin, CoordPtMax);

where the method inArea(CoordPtMin, CoordPtMax) determines

whether an object house is in the area defined by the two points

CoordPtMin and CoordPtMax. This area is defined by the user with
the graphical interface system. A point is selected with the mouse.

It is associated with the center of the area and CoordPtMin and

CoordPtMax are the boundaries of this area, computed from this se-

lected point.

Figure 4: Result of a query (1:31860)

4.2 Preprocessing

Each object from H is associated with additional information to make

up an example of a training set.
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This information is computed by means of knowledge related to

the application. An instance of such knowledge, is the mathematical
function d(pi,p2) given to value the Euclidean distance between the

two points pi and p^.
A particular kind of such knowledge consists in fuzzy modalities

(near, far and very far) on the numerical universe of values distance
(Figure 2). Given a house /i, the number of houses in the three fuzzy

area defined by these fuzzy modalities is valued. For each house

h' different from /t, the distance d(ph,phi) is evaluated. This dis-

tance is transformed into membership degrees /J<near(h'), l*/ar(h') and
faery far(h'). Thus, the number of houses in the area defined by the

modality near is given by the fuzzy measure of cardinality:

Nr near-

And so on, for the other modalities.
Some examples of the obtained training set is shown in Table 1.

Table 1: Examples from the Training set
House

hi

h2
h3

h4
h5

h6
M

h8

Nr

0.
2.
3.
0.
16
11
7.
14

near

1

0
3
0
.3
.0
7
.9

Nr

4.

2.
3.
4.

15
24
20
12

far

2
0
8
0
.7
.2
.2

.1

Nr ve

5.

6.
7.
1.

12

9.
16

9.

ry far

7

0
9
0
.0
7
.1

0

Urban

No

No
No

No
Yes
Yes
Yes

Yes

4.3 Data Mining

A fuzzy decision tree is constructed from this training set with the
Salammbo system [20] chosen as the algorithm (cf Figure 5). The
input of the system is the training set and the output is a set of
classification rules.

As mentioned, this system generates automatically a fuzzy deci-

sion tree and determines fuzzy modalities for the universe of values
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Figure 5: Fuzzy decision tree

of each numerical attribute. During the construction of the fuzzy
decision tree, a fuzzy partition is generated upon the universe of val-

ues of the three attributes (Nr near, Nr far and Nr very far). The
obtained fuzzy modalities on the number of houses in area are given

in Figure 2. These fuzzy modalities will label the premises of the

induced classification rules.

4.4 Validation

This set of rules, induced from houses belonging to a zone around a
particular town, has been tested with other houses pertaining to a

zone around another town.

Step 4.1 and step 4.2 were resumed with another center for a zone
to generate a set (the test set) to check the fuzzy rule base obtained

in step 4.3.

For instance, in our application, the studied region (Figure 1) is

composed of three towns Ti, T^ and T%. A training set was gener-
ated from a zone around the town TI (Figure 4) and a test set was

generated from a zone around the two other towns.

The average error rate when classifying houses around towns T<2
and TS with the obtained fuzzy decision tree is 89.9%. In other words,
given 413 houses from the new zone, 371 houses are perfectly classified

as urban or non-urban with the induced set of fuzzy rules.
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5 Conclusion

In this paper, an approach has been presented to discover hidden
information in a Spatial Object-Oriented Databases (SOODB).

There exists many approaches that focused on knowledge discov-

ery either in spatial relational databases or in object-oriented databa-
ses. However, the use of knowledge discovery techniques in SOODB
is still a challenge.

We introduce an algorithm to mine a SOODB. After a spatial
object query and a mathematical and fuzzy preprocessing, we ap-

ply decision tree based techniques and fuzzy set theory to discover

knowledge. This introduction of preprocessing and fuzzy decision
trees enables us to handle spatial data related to a geographical re-

gion. Our algorithm has been applied and tested on a region of France

to discover characterization rules related to houses and urban area.

In future work, we plan to automate the process of building the

queries used to construct the training set. The preprocessing step is
being integrated as operators of the query language in order to be

apply directly on the data of the SOODB.
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