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Abstract Numerous projects have investigated assis-

tive navigation technologies for the blind community,

tackling challenges ranging from interface design to sen-

sory substitution. However, none of these have success-

fully integrated what we consider to be the three factors

necessary for a widely deployable system that delivers

a rich experience of one’s environment: implementation

on a commodity device, use of a pre-existing worldwide

point of interest (POI) database, and a means of render-

ing the environment that is superior to a naive playback

of spoken text. Our “In Situ Audio Services” (ISAS)

application responds to these needs, allowing users to

explore an urban area without necessarily having a par-

ticular destination in mind. We describe the technical

aspects of its implementation, user requirements, inter-

face design, safety concerns, POI data source issues,
and further requirements to make the system practical

on a wider basis. Initial qualitative feedback from blind

users is also discussed.
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1 Introduction

Guide dogs and canes have long been the staple assis-

tive devices used by the blind community when navi-

gating city streets. More recently, GPS has broadened

the possibilities for autonomous exploration. Efforts to

date have largely been focused on guiding a user from

one location to another, usually via turn-by-turn spo-

ken directions, much as a car GPS system operates for

drivers. A blind user can use such a system, although

since the device and the database of geographic infor-

mation are designed for automotive applications, they

have significant limitations when used for pedestrian

navigation by the visually impaired [25]. Devices de-

signed specifically for the blind often run on custom

hardware, and are for the most part single-purpose and
relatively expensive, or else run on commodity hard-

ware, but with significant limitations on functionality.

Existing commercial audio-based tools typically rely ex-

clusively on speech to indicate the distance, direction,

and type of locations around a user. Unfortunately, this

form of content delivery is intrusive or distracting, thus

discouraging continuous use. Considerable research has

been invested in using spatialized audio to navigate or

render waypoints and points of interest (POI) informa-

tion, but the resulting systems require the use of bulky,

expensive, or custom hardware and are thus not well-

suited for wide deployment. Many research systems also

depend on proprietary POI databases that cover only

a small area, and are not easy to generalize to multi-

ple cities or countries. There has also been a significant

body of work on augmented reality applications that

create a virtual layer of additional content, rendered

overtop of the real-world information. However, most

such systems employ video overlays, which are inacces-

sible to the blind.
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The confluence of advanced smartphone technology

and widely available geospatial databases offers the op-

portunity for a fundamentally different approach. The

current generation of smartphones is sufficiently pow-

erful to render multiple voices of spatialized audio, and

also integrates GPS, compass, accelerometer and other

sensors that allow for a complete audio augmented real-

ity system that is useful and enriching to the blind com-

munity. However, despite tightly scoped efforts on the

individual issues mentioned above, no attempts have

been made to bring all of these pieces, including spa-

tialization, together into a practical working applica-

tion that can be used on an ongoing basis. Our objec-

tive is to create a solution usable by simply installing

a piece of software on a widely available device, with-

out additional hardware beyond the phone and a pair

of headphones, and without depending on customized

databases. Although this significantly limits the achiev-

able accuracy, reliability and functionality of the result-

ing system, it potentially allows for more widespread

use. Designing the system to be useful despite these

constraints was our primary challenge.

In this context, we describe our smartphone applica-

tion, In Situ Audio Services (ISAS). Rather than nav-

igation assistance, ISAS exploits the resources noted

above to provide the blind community with a greater

sense of environmental awareness. Specifically, ISAS en-

ables blind users to sense locations in their vicinity such

as restaurants and shops. Our key criterion for success

is not enabling users to navigate themselves through

the door of a new restaurant without assistance, but

rather walk down the street and serendipitously notice

a restaurant of which they were previously unaware.

Although ISAS is specifically designed for the blind

and vision-impaired community, the implications of this

system extend beyond. Anyone whose eyes are occupied

with other tasks, driving being an obvious example,

could make use of many of the ideas and implemen-

tations described in this paper. We expect that in the

future, much of the functionality we describe here will

be adopted in various forms by the general population.

The contributions described by this paper center on

our effort to combine three key items to form a practical

audio augmented reality system for blind users: a read-

ily available and unmodified smartphone platform, a

commercial location database, and an audio spatializa-

tion implementation for orientation awareness. These

are coupled with a novel user interface that addresses

the needs of someone walking in an urban environment

while simultaneously holding a cane or guide dog har-

ness. Our implementation thus represents a “snapshot

in time” that tests whether current platforms and POI

services are indeed sufficiently capable to fulfil the long-

standing vision of a small, mobile platform for such ex-

ploration, and if not, what specific issues remain before

such a system can be practically deployed.

2 Previous Work

Numerous commercial systems exist for blind naviga-

tion, e.g., the HumanWare Trekker Breeze1 and Mobile

Geo,2 the latter powered by Sendero GPS software,3

which provide not only navigation assistance, but also

POI information along the route. The free Loadstone

GPS software for Nokia phones4 allows users to import

POI information and be informed when they approach

the locations they have chosen to load into memory. In-

tersection Explorer5 for Android smartphones lets users

explore nearby streets and intersections by dragging

their finger on the phone’s touchscreen. Other recent

smartphone applications include AriadneGPS,6 which

helps users navigate waypoints and keep track of their

current location by address, and also allows map explo-

ration by dragging a finger on the screen. OnTheBus7

assists blind users with public transit by guiding them

to the nearest bus stop, then reading out stops along

the way so the user knows when to exit the bus. Blind-

Square8 focuses on blind accessibility to POI informa-

tion from the widely used FourSquare9 service that al-

lows users to find locations of interest, read reviews,

and “check in” to let others know where they are. Fur-

ther systems are listed in a recent literature review [19].

However, none of these tools utilize spatialized audio,

despite demonstrations that for wayfinding, the cogni-

tive load of spatialized content is lower than when using

language, e.g., spoken “left” or “right” instructions [12].

For recent systems, this is generally not due to hardware

limitations, since some spatialized rendering capability

is often included on the device for gaming applications,

e.g., a limited OpenAL library on the iPhone. Although

the iPhone implementation appears to be quite limited,

a full head-related transfer function (HRTF) implemen-

tation for rendering 3D sound is built in to Nokia N95

phones, and has been shown to be effective [24].

Spatialized audio has, however, been employed in

previous research systems. An early example is the Per-

sonal Guidance System (PGS), which used a GPS, com-

1 http://www.humanware.com
2 http://www.codefactory.es/en/products.asp?id=336
3 www.senderogroup.com/products/GPS/allgps.htm
4 http://www.loadstone-gps.com
5 http://tinyurl.com/IntersectionExplorer
6 http://www.ariadnegps.eu
7 http://www.onthebus-project.com
8 http://blindsquare.com
9 http://foursquare.com
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pass and spatialized speech to guide blind users by

rendering nearby waypoints and POI information, ei-

ther organized by proximity or presented in a clockwise

fashion around the user [8,7]. Experiments using this

system were conducted on the University of Califor-

nia Santa Barbara campus, where the research team

had access to highly detailed map information and a

nearby differential GPS base station 20 km from their

site [7]. Although we only became aware of the PGS

system well into our design of ISAS, it is remarkable

how many of the design decisions and much of the func-

tionality were reproduced across the two systems. The

benefit of time, of course, is that improvements and in-

tegration of technology allow for greater capabilities in

a small package, while the current ubiquity of geospatial

databases now provides access to a rich set of contin-

uously updated POI information. Such resources were

not available during the development of PGS, but its

designers clearly paved the way to important follow-on

research through their pioneering efforts. In this regard,

we believe that our main contribution lies in the com-

bination of the implementation on a small, portable,

consumer device, and its mechanisms for linking into

a worldwide database of points of interest. Moreover,

our user interface has, from the outset, been advanced

from a strongly user-centered design basis, relying on

many iterations of design, testing, and refinement to

best understand the needs and preferences of our tar-

get population. Similar systems followed PGS, albeit

lacking spatialized audio, including Drishti [18,9] and

MoBIC [17,16].

The SWAN project continues in the vein of PGS, en-

abling experimentation with rendering an audio scene

while a user moves in the real world. To provide full

functionality, SWAN requires add-on external devices

such as a head-mounted inertial sensor or digital com-

pass for orientation sensing. Using a portable Windows

PC as its platform, SWAN can render spatialized sound

using a full HRTF via OpenAL, while still fitting into

a relatively small shoulder bag [29]. The user interface

relies on a combination of speech recognition and audio

menus, and is primarily targeted at waypoint finding

and navigation, although it also supports user annota-

tion of locations. POI support is mentioned, but it is

unclear what sort of database is used and how many

locations are covered. Similar multi-component hard-

ware platforms have been used to render spatialized

audio for environmental awareness [22]. The trend has

been toward smaller and lighter systems as technology

improves [14]. More recently, the NAVIG project [11],

currently implemented on a laptop, not only includes

spatialized audio rendering, but also binocular cameras

mounted on a helmet, which are used to improve loca-

tion accuracy and to recognize and help the user find

objects in their environment. It has undergone prelimi-

nary testing with visually imparied users, and more for-

mal user testing is anticipated for fall 2012. The NAVIG

project also proposed an augmented geographic infor-

mation system (GIS) optimized for blind users [10].

Other efforts modify the environment itself by dis-

tributing IR transmitters or radio receivers over an area

of interest.10 The Talking Points research project started

with distributing RFID tags in the environment, then

moved to distributed Bluetooth beacons communicat-

ing with a portable computer to render POI informa-

tion [20]. However, the most recent version of their sys-

tem, TP3, recently switched to WiFi, GPS, and com-

pass sensors on a smartphone for finding the user’s lo-

cation and orientation [30]. Talking Points 3 has many

similarities to our project, especially in fostering “serendip-

tious discovery” through rendering POI information via

a smartphone. However, the TP3 system does not use

spatialized audio, and is currently restricted to a man-

ually created local POI database, testing 68 POIs in

their study with blind participants. Further, their user

testing was conducted indoors, using a “Wizard of Oz”

method that allowed them to set the participant’s po-

sition and orientation manually, and therefore did not

rely on the actual device sensors.

More generally, researchers have attempted to sonify

information usually represented via visual maps, tables

and charts, or images. The most direct way to do this is

simply to speak a description, but this approach quickly

becomes tedious. Thus, efforts have focused on using

techniques such as abstract musical tones (earcons [1]),

sped up spoken text (spearcons [27]), and recorded sounds

(auditory icons [6]), to represent a thing or idea. These

techniques can reduce the time spent representing infor-

mation to a blind user, as well as provide additional fea-

tures such as an overview of large data sets or gist [32].

Of recent note, the Timbremap project uses an iPhone

and stereo sonification to allow users to learn an in-

door map by providing audio cues that convey differ-

ent shapes [21]. Although focused on exploration rather

than navigation, users are always expected to stop and

focus entirely on the application, rather than passively

experiencing ambient information about their surround-

ings while walking.

3 The ISAS Application

Noting the lack of an attempt to merge the best fea-

tures of existing research platforms, such as spatialized

10 Two examples are http://talkingsigns.com and http:

//eo-guidage.com.
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audio and auditory icons, with the low cost and ubiq-

uity of commodity smartphone devices, as well as with

commercial POI databases, we developed the ISAS ap-

plication. This involved four main challenges addressed

in this section: rendering a spatialized audio scene; de-

signing a practical user interface; compensating for, or

at least degrading gracefully in the face of, unreliable

GPS and orientation sensors; and relying on existing

large-scale, but imperfect, location data sources.

Thus, our goal was to create a system that can serve

as a prototype for an application that is fully func-

tional when installed on a standard smartphone. We

recognized immediately that a commodity smartphone

would restrict the accuracy of the sensors and data, as

well as the processing power available for rendering the

audio scene. The question we wanted to answer was

whether a useful system could still be implemented de-

spite these constraints, or else identify the specific issues

still blocking such a system from practical deployment.

3.1 Hardware

Due to its audio capabilities, position and location

sensors, powerful CPU and blind accessibility features

(VoiceOver), our initial implementation runs on the Ap-

ple iPhone 4. The only external hardware required by

the system is a pair of headphones. Given the impor-

tance to blind users of unobstructed audio of their en-

vironment, e.g., traffic sounds, we recommend either

open ear AirDrive headphones,11 whose speakers are

placed in front of each ear, or bone conduction head-

phones,12 which rest on the bone in front of the ear.

Admittedly, the sound quality of these technologies is
inferior to over-the-ear solutions, and positioning the

AirDrive headphones correctly is initially quite diffi-

cult, thus impacting the quality of spatialization. De-

spite these drawbacks, the trade-off for safety reasons

is clearly worthwhile. We note with interest that others

are not only successfully using bone conduction head-

phones for similar purposes [26], but are also discussing

solutions for overcoming their limitations when used for

spatialization [28].

Of course, some of the standard hardware on a

smartphone, most notably the high-resolution display,

is useless to a completely blind user. However, from

a development perspective, the screen was invaluable

while designing, testing and debugging ISAS, as we re-

ceived rich real-time visual feedback on sensor perfor-

mance and device status while walking outdoors. Al-

though in theory, a custom device could be less ex-

11 http://www.airdrives.com
12 http://www.audioboneheadphones.com

pensive to produce by omitting irrelevant hardware,

the market for blind products is much smaller than

that for a general smartphone. For instance, the World

Health Organization estimates that there are approxi-

mately 39 million blind people in the world,13 whereas

Apple sold over 37 million iPhones during their fiscal

first quarter of 2012,14 or almost enough to cover all

the blind people in the entire world. Likely due to this

enormous disparity in economies of scale, we do not

know of a less expensive platform that is as capable

as a commodity smartphone. In fact, custom hardware

for blind users is sometimes priced much higher than

an Apple iPhone, despite lacking a display. Specialized

hardware such as the Kapsys Kapten,15 designed to be

smaller and somewhat less expensive than an unsubsi-

dized smartphone, suffers from similar issues of sensor

reliability and battery life constraints.16 As a review

of the Kapten from the American Federation for the

Blind points out, “Users of the iPhone and other smart-

phones may not need a dedicated GPS device, as these

products offer more convenient and less expensive GPS

solutions” [4].

For blind users who have already invested in a

smartphone for its built-in communication and organi-

zation capabilities, adding an application such as ISAS

is likely to be much more cost effective than purchasing

a secondary device. Perhaps even more important is the

question of convenience. For instance, one of the blind

participants in our studies who owns both a Trekker

and an iPhone observed that he rarely uses the former

but always carries his iPhone. Several participants com-

mented on the similarities of ISAS and their Trekker

devices, but noted that ISAS allows one to solicit addi-

tional details about points of interest. Although ISAS
does not currently take advantage of it, a display could

also be made useful for visually impaired, as opposed

to completely blind, users.

3.2 Audio Scene Rendering and Spatialization

The iPhone’s SDK includes an OpenAL implementa-

tion, but it appears that its 3D sound spatialization

falls back to simple stereo panning, lacking the robust-

ness of a full HRTF implementation, which attempts

to model how the human anatomy, in particular, the

head and external ears (pinna), filter sound before it

13 http://www.who.int/mediacentre/factsheets/fs282/

en/index.html
14 http://www.apple.com/pr/library/2012/01/

24Apple-Reports-First-Quarter-Results.html
15 http://www.kapsys.com
16 http://www.senderogroup.com/products/gps/

kaptenreview.htm
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reaches the eardrums. One recent attempt to improve

the iPhone’s built-in OpenAL 3D sound support was

inconclusive in its benefits [13]. We briefly attempted

to use the open-source earplug∼ HRTF implementa-

tion,17 but found that even a single voice consumed

prohibitive amounts of CPU. Thus, we decided to im-

prove on the built-in spatialization, but not attempt

a full HRTF implementation. To do this, we use the

libpd18 implementation of PureData (Pd) that runs on

many platforms including smartphones. This allowed us

to create a Pd patch that uses not only simple panning

techniques, but also interaural time difference and fil-

tering effects to spatialize the sound. A low-pass filter

helps to distinguish locations in back of the user, which

results in the sounds being more “muffled” and some-

what quieter as they move further behind the user’s

head. Volume falls off depending on the distance of the

item from the user’s current position. The application

can render up to four simultaneous spatialized items;

when an additional one is requested, the first is stopped.

Note that we expect built-in 3D sound rendering to im-

prove rapidly on mobile devices in the near future, pri-

marily driven by increases in processing power and the

demands of gaming applications. As noted previously,

technical feasibility of HRTF implementations has al-

ready been demonstrated on the Nokia N95.

The user interface, described in the next section,

renders up to three audio representations of a location

depending on user preference and current mode:

– Spatialized category name: A spoken pre-recorded

category name rendered by a text-to-speech (TTS)

system, e.g., “restaurant,” “shop,” or “cafe.”

– Spatialized category audio icon: A short sound, e.g.,

ice clinking in a glass representing a bar, or a drum

beat for entertainment.

– Non-spatialized details: The full name of the lo-

cation, usually with spoken confirmation of bearing

and distance.

Audio icons have several advantages over spoken

words. In particular, we expected that walking mode,

described below, would benefit from shorter, clearer in-

dications of locations surrounding the user. There is a

trade off, however, against the greater specificity possi-

ble when using words. For example, a verbal category

name for a restaurant can easily differentiate between

fast food, a food court, and a normal restaurant. We

conducted two informal walks, each with a blind par-

ticipant, during which they qualitatively compared ver-

sions that used audio icons vs. spoken category names.

17 http://puredata.info/community/projects/software/

earplug
18 http://gitorious.org/pdlib

Their feedback, coupled with multiple informal trials

by the ISAS development team, led to the conclusion

that designing icons to represent location categories

is surprisingly difficult, as they must satisfy multiple

criteria:

1. They must be easily distinguishable from real en-

vironmental sounds. For example, a siren sound for

a fire station risks confusion with a real siren, thus

connoting danger rather than safety.

2. A strong onset (attack) helps disambiguate one long

sound from overlapping repetitions, and avoids mask-

ing from other nearly simultaneous icons.

3. Since the icons may be filtered, e.g., when they are

behind the user, they must contain a sufficient dis-

tribution of frequencies so that the effect of filtering

is perceptible, differentiated from other filtering ef-

fects, and leaves the sound in a recognizable state.

3.3 Application Design

As noted earlier, our system is not intended for naviga-

tion assistance but for exploration and discovery within

one’s environment. This functionality is provided by

two primary modes. Walking mode is designed to be

used while users are walking down the street, and not

actively interacting with the device until they notice

something of interest. This can be viewed as a back-

ground voice, designed to be turned on continuously as

a user walks down the street. Stop & listen mode is

designed for actively searching the immediate vicinity.

These modes are intended to work together, allow-

ing the user to notice something in walking mode, then

transition seamlessly to obtain more details and carry

out further exploration as desired. For example, just as

a sighted person walking down a familiar street may no-

tice a new sign by virtue of its bright colors, the walking

mode provides a blind user with the possible auditory

equivalent, that is, an unexpected sound icon on a route

the user has traversed many times in the past. If this

icon is of interest, the user can obtain details about the

new location directly in walking mode, or else switch to

stop & listen mode to explore the area in more detail.

3.3.1 Walking Mode

This mode is engaged when the device is kept in a verti-

cal position (i.e., as if in a front shirt pocket, or hanging

from a pouch around the user’s neck). We implemented

two different sound triggering mechanisms for walking

mode, a radar sweep, which plays sound nodes sequen-

tially in a clockwise sweep around the user’s head, and

a shockwave mechanism, which instead plays the sound
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nodes in order of distance, from near to far. Both are

similar to those described in the earlier PGS system [7].

However, we repeat the playback continuously as long

as the user remains in walking mode, whereas PGS ap-

pears to allow only manual triggering of sweeps.

The radar mechanism allows users to place the di-

rection of nodes sequentially in clockwise order simply

by the order in which they play. In addition, to rein-

force the mental image of a circular “sweep” around the

user’s head, a short spatialized tick is played every 7.5o,

thus indicating the current position of the radar sweep.

A more intense sound is played at the user’s left, front

and right sides to assist further in registration. These

cues also indicate that walking mode is still active and

operating.

In an earlier experiment [5], we tested variants of

these two mechanisms, with subjects sitting in a chair,

and concluded that there were few meaningful perfor-

mance differences between them. However, in the shock-

wave representation, perception of bearing information

is dependent entirely on the quality of spatialization.

Recognizing this as a potential downside, we opted to

carry out our actual user testing with the radar mode,

rendering objects as far as 150 m from the user. Fol-

lowing initial user feedback, the distance cutoff was re-

duced to 70 m, and can be further limited to a maxi-

mum number of POIs (choosing the closest) per sweep.

Achieving what one might consider an ideal rendering

of the scene is highly challenging. As the user typically

moves and rotates, new items come into range. We must

thus decide between rendering more than the maximum

number of items the user has specified, or else drop-

ping potentially relevant information. The latter, how-

ever, risks incompleteness, since some POIs within the

cutoff limit might never be rendered. Early versions of

ISAS completed one 360o revolution of the radar sweep

every 12–18 seconds, and in dense areas with many

locations, the sweep was dynamically slowed to avoid

an overwhelming number of simultaneous sounds. This

resulted in a disturbing, arrhythmic ticking, and the

sweep was considered too rapid. This feedback prompted

us to increase the sweep time to a constant 36 seconds

per revolution, without any dynamic changes based on

local POI density. To avoid cluttering the audio scene

with objects the user has already passed, we only play

locations to the front and sides. Although we arrived at

this design decision at an early stage of our research, we

subsequently discovered that PGS [7] suggested the ex-

act same approach. While each location is always spa-

tialized relative to the device’s (and we assume, the

user’s) current orientation, the radar sweep itself pro-

gresses independently. For example, if the user rotates

by 90o during a sweep, the spatialization of POIs will

also shift immediately by that amount, but the scene

will not skip or repeat nodes in that 90o region.

However, despite the drawbacks noted above, the

shockwave representation may be better suited to the

needs of our users. Because this approach renders POIs

in order of proximity, from near to far, the ordering

is often likely to correspond to degree of importance

to the user. This recently prompted us to begin user

tests of the shockwave rendering strategy. Both sweep

types are now available as options, although the default

choice remains to be determined.

To hear details in walking mode, the user touches

a finger on the screen, which pauses the current sweep

and begins playing additional information for the last

location heard. Sliding the finger to the left allows the

user to hear details for locations further back (counter-

clockwise) in the sweep. Again, this is similar in func-

tionality to PGS [7]. Lifting the finger restarts the radar

sweep from where it was paused. In order to allow easy

access to the touchscreen when in walking mode, we

use a neck pouch that hangs around the user’s neck

and holds the phone upside down, with the screen fac-

ing outwards away from the user’s body. This makes

it convenient to manipulate the screen without fum-

bling with the phone. The neck strap is long enough

that users can also raise the phone to their ears to take

phone calls, without having to remove the device from

the carrier. The touchscreen works through the plas-

tic pouch, allowing it to be used in inclement weather

as well. Concern for the risk of theft of the device has

arisen, especially when the screen is facing outward. We

are currently investigating screen dimming to reduce

the blatant visibility of the device, but expect that a

more opaque holder that does not interfere with use

of the touchscreen will still be necessary, since screen

dimming alone would still let others easily identify the

phone.

The walking mode has evolved considerably over the

course of the project, largely in response to user test-

ing. Most importantly, the type of information for each

location and the manner in which it is played has under-

gone significant modification. Initially, the radar sweep

only played the spatialized audio icon or category name

of the locations, allowing the audio of two or more icons

at similar bearings to overlap each other. This was later

modified so that the full name of each location was in-

cluded in the output. The change resulted from an ini-

tial round of usability testing, conducted with six blind

participants, using ISAS to accomplish specific tasks

on a street in Montreal. Four of the participants were

blind from birth, one for approximately 40 years and

another for approximately 20 years. All used a white

cane on a regular basis. In this experiment, playback of
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Fig. 1: Neck carrier holding the iPhone for hands-free

use in an upside down orientation, facing outward, to

provide easy access to the touchscreen. Device is in a

plastic pouch that protects it from the elements, yet

does not interfere with touch events. User is wearing

Airdrive headphones that do not obstruct the ear canal,

so is able to hear ambient noise, important for safety in

a busy urban environment.

the location name, albeit unspatialized, was included

as an option during the radar sweep, in addition to

always playing the spatialized audio icon or category

name. Users generally found the inclusion of the name

to be useful, preferring this to hearing only the audio

icon or category name. Referring to the inclusion of

the location name, Participant 6 indicated, “I find this
one better, I find it more at ease. . . it gives you more

information, it is less frustrating. . . do not have to con-

centrate as much. . . is less physical (you do not have to

tap constantly). . . find this one gives you more informa-

tion.” Despite the fact that pausing the sweep to read

the name of each POI significantly increases the time

of each sweep, this is now the default behavior.

Since walking mode repeats the sweep continuously,

it can become not only distracting, but potentially dan-

gerous when the user needs to perform a task such as

crossing the street. For such situations, users expressed

a strong desire to be able to silence ISAS completely on

demand. In the original implementation, this could be

done by holding the device parallel to the ground (ac-

tivating Stop & Listen mode, described below), which

does not render POI information until initiated man-

ually by the user. However, this required the user to

hold the device in an inconvenient orientation at the

very moment they needed to focus on a new task. To

ameliorate this, we implemented two changes. First, tip-

ping the phone horizontal to the ground (entering stop

& listen mode) then back down now serves as a toggle to

activate or silence walking mode. Second, in the silent

state, tapping the screen triggers a single sweep, and

then returns to silence. This control not only improves

safety, but also allows the use of ISAS without fear of

constant interruption, for example, while having a con-

versation with someone. At the same time, on-demand

rendering of the walking mode information remains eas-

ily accessible by a single tap. This trade-off between

automatically pushing data to the user based on the

changing device context, e.g., location, orientation, and

surrounding POIs, which can be overwhelming, vs. hav-

ing the user “pull” information manually, is an ongoing

tension when designing mobile applications [3].

3.3.2 Stop & Listen Mode

When the user tips the device so it is parallel to the

ground, it enters stop & listen mode. In this mode, the

user can more actively explore the area around them.

Our first version of Stop & Listen mode was oper-

ated by running a thumb up and down the screen. In

this implementation, the bottom of the screen repre-

sents nearby locations, and the top represents locations

at some maximal distance, currently set to 70 m19, as

with walking mode. As users drag a finger, each sound

node is played as it is crossed. Thus, users can “look”

ahead of their current location in a more controlled

way than in radar mode, since they actively control the

triggering of the sound nodes. The device can then be

tipped to the side while the finger or thumb remains on

the screen to hear the same unspatialized details that

can be heard in walking mode. If the user maintains

the device tipped to the side, the details for the next

closest four locations will also be read. This is particu-

larly helpful in very dense areas, when it can be diffi-

cult to isolate a single location while dragging a finger.

If desired, users can drag a finger up the left edge of

the screen to increase the normal “lookahead” range by

five times. Note that for continuity, the sweep in walk-

ing mode begins from the last location played in stop

& listen mode when the user switches from the latter

to the former.

In user testing, however, this manipulation proved

to be difficult physically, since it involved both sliding

a finger on the screen, as well as tipping the device

for details. Thus, we have since implemented a simpler

version of Stop & Listen mode. This allows the user to

make a rightward swipe gesture on the screen to hear

the location next furthest from their current position.

Similarly, a leftward swipe can be used to go back one

19 Earlier versions extended to 150 m.
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location. Expanding on this concept, it was then logical

to add a “you are here” feature, which is standard in

devices such as the Humanware Trekker. A simple tap

instead of a swipe in this mode reads the user’s current

location as a street address, followed by a summary of

the scene, with a count of nearby POIs in each category.

Although we have retained the original version for ad-

vanced users with finer motor control, the simplified

mechanism is the default.

3.3.3 Sensor reliability

Accurate location and orientation information is key

to implementing a working spatialized audio system.

For the compass, magnetic interference is a significant

issue. In ad-hoc testing, for example, we observed a re-

peatable difference of 30o in the compass reading when

bringing the device near a parked sport utility vehicle.

In addition to the magnetic compass, the iPhone also

includes a gyro-based sensor which provides device ro-

tation readings, although they are not relative to the

cardinal directions. Since the compass provides an ac-

curacy estimate with each reading, we originally imple-

mented a sensor fusion between the gyro and the com-

pass in order to improve the reliability of the heading

information. When ISAS started, it needed one good

compass reading before it could function, since the com-

pass is the only hardware sensor capable of finding

north, which we require for calculating the bearing to

surrounding POIs. Once this reading was obtained, we

calibrated the gyro with this value. From then on, we

used the calibrated gyro reading for all heading val-

ues. Every time a valid compass reading was received,

the gyro was recalibrated to north, both to correct for

gyro drift as well as to benefit from potentially more

accurate compass information. When the compass lost

its heading entirely or the reported accuracy was worse

than ±30o, the readings were ignored. Thus, once we

had a single good compass heading, we could rely on

the gyro to carry the system though periods where the

compass was known to be unreliable.

After completing this implementation, however, user

feedback indicated that POIs were frequently being ren-

dered far from their correct bearing or location. In an

effort to determine why, and under what circumstances

this occurred, we conducted a more formal evaluation of

the device sensors. Preliminary results indicate that al-

though the gyro values, as obtained through the iPhone

Core Motion API, are sometimes very reliable, they of-

ten exhibit a drift up to almost 3o/s over sustained

periods. This prompted us to stop using sensor fusion

and instead, to rely solely on the compass itself. Al-

though when the gyro is well-behaved, the fusion algo-

rithm provides superior results, in the presence of drift,

the quality of fused output can be much worse than

without such fusion.

The former case is illustrated in Figure 2. In leg

three of the walk, beginning at approximately 140 sec-

onds, the compass reports an error over 30◦, causing the

algorithm to switch to the calibrated yaw value (blue)

instead of the compass (cyan). Yaw was calibrated to

north based on the last compass reading at a reported

accuracy of 30◦ or better. Despite yaw drift of -0.32◦/s

in this leg, indicated by the slope of the raw yaw values

(dark green), the calibrated yaw error (yellow), exhibits

a mean absolute error of 6.59◦ with standard deviation

4.48◦. Overall, this is better than the compass error,

shown in red, with mean absolute error of 9.84◦ and

standard deviation of 7.31◦. Near the end of this leg,

the compass reports improved accuracy, so the algo-

rithm switches back to accepting compass values, re-

calibrating the gyro to north each time a new compass

value is received.

The latter case is illustrated in Figure 3. At ap-

proximately 120 seconds, the compass reports an error

estimate of 35◦, causing the fusion algorithm to switch

to the iPhone’s yaw value, indicated in blue. Again, this

was calibrated to north based on the previous compass

reading, while the reported error was lower. In this in-

stance, the compass (cyan) then moves closer to the

ground truth value (black), and performs well through-

out the rest of the walk, despite its poor reported accu-

racy. However, the raw yaw in the fourth and fifth legs

of the walk drifts at approximately 1.34◦/s and 2.14◦/s

respectively, resulting in very poor fusion results. This

can be seen by comparing the yaw error (yellow) with

compass error (red), both of which indicate absolute

differences from ground truth.

Interestingly, the Android platform uses the magne-

tometer in its calculation of device orientation by de-

fault. Starting with iOS version 5, this capability has

been added as an option in the iPhone API as well.

Although we cannot entirely overcome the sensor

limitations, we are designing the system to be maxi-

mally robust to sensor errors, in the manner suggested

in previous work attempting to use unreliable GPS on

handheld devices [15]. In our current implementation:

– If the GPS reports an error that exceeds a prede-

termined threshhold, synthesized speech explicitly

informs the user regularly.

– By default, ISAS provides the relative orientation

to a given POI, in the form of “Restaurant Lola

Rosa, front left.” However, when the compass accu-

racy degraded, early versions of our software would

generate a spoken warning, which we found to be in-

trusive. Fortunately, we noted that even without a
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Fig. 2: Fusion algorithm working well: User is walking in five straight-line legs on a university campus and city

streets.

Fig. 3: Fusion algorithm working poorly.

compass, a reasonably accurate cardinal direction,

e.g., “North” or “Southwest”, can be determined

to a particular POI, as this depends only on the

user’s current location. This allows us to provide

some direction information, e.g., “Restaurant Lola

Rosa, Southwest”, albeit only useful to users inde-

pendently aware of their approximate orientation.

– Even when the GPS and compass readings are valid,

we provide a low-level white noise in the background

that varies in intensity based on their reported ac-

curacy. This provides a continuous indicator analo-

gous to the shaded GPS error circle visible in the

iPhone’s map application.

– Locations within the current GPS error are rendered

without spatialization (and thus currently sound like

they are in front of the user), and the details report

they are nearby, rather than providing a specific di-

rection or distance.

– When describing the direction to a location, we use

either clock directions (e.g., “9 o’clock”) or descrip-

tions based on 45o segments (e.g., “front” or “back

left”), instead of a precise bearing in degrees, to

avoid conveying more precision than warranted.

Thus, we depend on the sensors providing valid er-

ror estimates. Unfortunately, we see the same issue of

poor error estimates from both the iPhone compass and

GPS as documented for other mobile phone GPS imple-

mentations [31], with indications of reasonable accuracy

when it is in fact off by 90o or over a city block. When

this occurs, we do not even know that the results are so

inaccurate, and thus that nearby locations are rendered

in the wrong directions. In the end, we must reinforce

that ISAS does not replace a guide dog or cane, and

there will be times when the information is simply in-

accurate, without any indication. We expect this prob-

lem to fade as sensors improve, but it is a significant

concern for deployment on currently available smart-
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phone hardware, and reinforces the decision to provide

a system for exploration rather than navigation.

3.3.4 Platform challenges

In addition to the hardware sensor issues described ear-

lier, we have also encountered a number of practical

challenges during our time implementing the ISAS soft-

ware on the iPhone platform.

First, VoiceOver, which allows blind users to hear

and manipulate all of the controls on the phone, is crit-

ical for practical adoption of the phone itself. However,

since it filters all of the touch input to applications,

it precludes the types of manipulation we have imple-

mented in ISAS. Thus, on launch, we are in the posi-

tion of having to tell the user to turn off VoiceOver in

order to use ISAS, which is ironic given that ISAS is de-

signed from the ground-up for blind use. Unfortunately,

we have found no way to turn VoiceOver on and off au-

tomatically, nor even detect if it is currently enabled.

Thus, we must resort to verbal instructions for turning

it off on launch, and reminding the user to re-enable it

when ISAS exits.

Second, the previous item is made additionally diffi-

cult since the user may switch to other applications for

reminders, phone calls, or other system events. In iOS 5,

a “Notification Center” was added, which scrolls down

when touched to provide status of email, weather, or

other items. This can be triggered accidentally when the

user is manipulating ISAS, and with VoiceOver turned

off, the user could become very confused. Since it is not

possible to disable the Notification Center completely,

nor do we want to disable other applications, we simply

provide a spoken message whenever ISAS loses or gains
focus, so users have some idea that the status of the

application has changed, and they may need to toggle

the VoiceOver mode.

Third, we are using the built-in iPhone text-to-speech

engine, which makes ISAS ineligible for the Apple App

Store, and thus limits its potential distribution. Switch-

ing to another TTS engine would resolve this issue.

3.4 Location data

In addition to relying on the sensors in the device,

ISAS also depends on good location information. Other

systems have used data sets generated specifically for

their projects, or databases for small areas such as a

university campus. This limits the area in which the

tool is practically useful, and also imposes an ongo-

ing maintenance burden. Increased interest in location-

based service (LBS) products such as Foursquare has

led providers including OpenStreetMap, Google Places

and the Yellow Pages Group to offer application devel-

opers access to constantly updated databases of geo-

graphic content including businesses and other points

of interest.

Initially, we were attracted to the OpenStreetMap

service due to its openness and the ability to add our

own data into the system. However, although the data

was generally accurate, the quantity was insufficient.

We now use the Google Places API to furnish data to

the ISAS application, which provides an almost over-

whelming amount of information on dense urban streets.

Unfortunately, the way the data is generated causes

some issues for ISAS.

A substantial portion of the latitude/longitude data

appears to be generated by interpolating the location

along the street using nothing more than the address

to determine where along the street it lies. For exam-

ple, the McCord Museum in Figure 4a is located on the

opposite side of the sidewalk from the actual building,

and past the building along the street. For car naviga-

tion, this is not a significant issue, as it is accurate to

the city block, but for a blind pedestrian, this means

that while walking on the sidewalk in a northeast di-

rection, she would pass the actual museum on the right

side, while hearing it spatialized off to the left. Then,

immediately after passing the building, she would hear

it directly to her left, despite it being to her back right.

Further, the data is inconsistent, as in Figure 4b, which

shows three restaurants all in the same building. One of

them (the Subway restaurant) is placed exactly at the

entrance door, which is the best possible case. Art Java

is near enough to the entrance door that the error is not

likely to be significant compared to GPS and compass

errors on the device. However, the Broadway Cheese-

cake restaurant is placed on the street corner, far from

the building, resulting in the same issue seen in Fig-

ure 4a. Fortunately, these issues subside somewhat in

areas of the city where there are more discrete buildings

with individual addresses, as in Figure 4c, although a

significant portion of the data is still placed directly on

the street.

To overcome these problems in part, we are now

experimenting with “snapping” the user’s location to

the middle of the closest street, as is frequently done

in a car GPS unit, where the system can generally as-

sume that the car is travelling on a roadway. Although

we cannot necessarily make the same assumption when

tracking a pedestrian, we expect that a similar algo-

rithm can improve the quality of the rendered scene.

For example, if users virtually “drift” into a building

due to GPS error, the algorithm should move their po-

sition back to the correct side of the POI. This may

be especially useful if a POI is placed directly on the
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(a) (b) (c)

Fig. 4: Examples demonstrating Google Places data issues for pedestrian use.

edge of the street, as discussed above, since this results

in rendering on the wrong side, even when the GPS is

perfectly accurate.

Of course, one of the downsides of this approach

is that the estimated distance to the POI may be less

accurate. However, as was expected, user feedback in-

dicated that rendering POIs on the incorrect side of

the street was a far more serious problem, and greatly

reduced confidence in the overall system. Other antic-

ipated failure cases include the possibility of the snap-

ping algorithm placing the user on the wrong street. To

mitigate against serious errors of this type, it may be

useful to introduce additional feedback, alerting users

when the current street changes due to the snapping al-

gorithm. This would allow for monitoring of the system

accuracy, and for users to ignore the output when it

appears they have been “teleported” to an incorrect lo-

cation. Another approach that could be considered is to

introduce heuristics that allow the system to snap the

user to a different street only when the algorithm con-

siders this to have occurred with some probability above

a threshold. However, making such decisions with con-

fidence becomes challenging in various scenarios, such

as narrow city blocks and user movement through large

open spaces such as parks.

Our “snapping” implementation uses street segment

data from OpenStreetMap, which is downloaded and

cached on the device based on its current location, sim-

ilar to the other POI information. Once the user moves

sufficiently to require another download, the new results

are merged with previously downloaded content and

data far outside of the user’s current radius is pruned

from the cache. The caching algorithm uses different up-

date thresholds and query radii depending on the data;

for example, we use a larger radius when querying the

street segments necessary for the “snapping” algorithm

than when querying for POI content. This ensures that

there are enough segments in range to determine the

nearest street accurately.

Whenever ISAS receives a location update, it uses

the locally cached street segment data to calculate the

latitude and longitude of the nearest point on the clos-

est street segment. This point is determined by a brute-

force trial of all possible linear projections to street seg-

ments, then used instead of the raw GPS coordinate to

represent the user’s location.

We have also integrated other frequently requested

data sets into ISAS, specific to Montreal, such as bus

stop and subway data. These are currently licensed only

for research use, and thus cannot be deployed widely.

We have not found a global source for this type of in-

formation, so this may need to be accomplished on a

city-by-city basis for the near future.

Finally, location names are usually not tagged by

language, so we cannot easily indicate the correct text-

to-speech voice to use. In bilingual Montreal, it is diffi-

cult to understand the French voice speaking “Ye Olde

Orchard Tavern” just as it is difficult to understand the

English voice speaking “Lévesque”.

3.4.1 Content server

Since we include data from multiple sources, we have

also created a server system that queries or stores a lo-

cal copy of the necessary information, then consolidates

and sends it to the mobile client on request. This archi-

tecture, described below, is illustrated in Figure 5, and

is currently broken down as follows:

1. Generic POI content, such as businesses and land-

marks: queried by the ISAS server via the Google

Places API on each device request, but not cached

on the server. Since there is a limit to the number

of POIs returned per Google query, multiple queries

broken down into sets of categories are executed,

then consolidated to ensure most of the POIs in

the radius are returned. If the radius of the device

query becomes too large, one central circle plus six

surrounding circles are “probed.” In this case, the
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Fig. 5: ISAS content server architecture. Dashed lines

indicate wireless connections. Note that for efficiency,

most data is proxied through the ISAS content server

rather than directly queried from the mobile client.

ISAS server currently generates a total of 49 Google

queries.

2. Bus and metro information for Montreal: obtained

under a research license, and stored on the server.

This is not updated frequently, as it was provided on

physical media directly from the Société de trans-

port de Montréal (STM). This data is password-

protected to ensure that it is only accessible by users
in our studies.

3. Street intersections and segments: downloaded from

OpenStreetMap and stored on the server. This can

be updated through a series of scripts that organize

the raw data into a format optimized for our queries.

4. Polygon POIs: For large buildings, parks, and other

open areas, using only a single latitude/longitude

location is misleading. For example, if the user is

standing at the entrance to a park, but the corre-

sponding POI is represented by a point in the cen-

ter, or worse, at the opposite end, the system would

indicate that the park is far away. To address this

problem, we have imported polygon data for all of

Quebec from OpenStreetMap. We use this to calcu-

late the nearest point on the polygon to the user’s

current location, and to determine whether the user

is inside or outside of the polygonal region, using a

point-in-polygon algorithm [23].

5. User-generated POIs: Although not yet tested with

users, we have prototyped the ability to upload record-

ings from a device to create new POIs. These are

stored only on our ISAS server.

6. Address information: a separate query to the Google

reverse-geocode API is sent each time the device

receives a location update, in order to find and cache

the nearest address, in case the user requests it in

stop & listen mode.

After each query from the device, the timing of

which is determined by user movement, data obtained

from all of these sources is rendered in an XML format,

compressed, and sent to the device. User-generated au-

dio recordings are downloaded separately via a link in

the associated XML POI. No state is kept on the server

regarding individual devices; each phone is responsi-

ble for determining when it needs new data. This is

non-optimal since the same POIs can be sent in mul-

tiple queries, due to overlap in the regions for each

query. Currently, the duplicate nodes are simply dis-

carded when received on the client. Although this is

currently not a serious issue, in the future, bandwidth

wastage could be reduced by a smarter query algorithm

or retention of some client state on the server.

4 User Feedback

Quantitatively evaluating a system like ISAS, which

seeks to improve the quality of life for blind users, is

difficult. So far, we have carried out both informal us-

ability evaluations with sighted team members and two

blind participants walking in downtown Montreal, fol-

lowed by two more formal studies, each with six blind

participants. Several important findings came out of the

feedback from these sessions.

First, there was an insistence that the system not

“get in the way” by playing long segments of audio that

cannot be interrupted. This makes sense, as audio is

largely a linear communication method, unlike vision,

with which we can more easily make sense of multiple

inputs at the same time. Thus, ISAS spatialized cat-

egories and audio icons are kept short, and the user

must explicitly request longer details. Even then, the

user can immediately cancel the details with a simple

gesture. This decision encourages the user to get details

frequently, since the cost of cancelling the operation is

minimal. In addition, keeping the communication terse

is crucial to a good experience. Aside from carefully

wording messages to be as short as possible, we also

round distance values as they are further from the user,

since “one hundred forty seven meters” is longer than

a rounded “one hundred fifty meters,” and in French,

“quatre-vingt-dix-neuf” (99) is significantly longer than

“cent” (100).



Spatialized audio environmental awareness for blind users with a smartphone 13

Not surprisingly, our experience confirmed that feed-

back obtained in a laboratory environment is often of

limited value, or worse, occasionally misleading. Sit-

ting in a quiet environment listening to test versions of

the software, we would frequently overrate the amount

of information a user could handle. These naive esti-

mates were quickly dispelled after trying the system on

a real (noisy) street. This pitfall not only applied to

the sighted members of the ISAS team. For example, a

blind user tried the system in a quiet indoor environ-

ment, and indicated it would be good if the details for

a location would be spatialized along with the category

indicator. However, at a later date, while using the sys-

tem outdoors and walking down a busy street with a

guide dog harness in one hand and ISAS in the other,

the same user explicitly indicated it was good that the

details were not spatialized since it was more important

that the details cut through all of the distractions and

surrounding noise.

Accompanying blind users while they use ISAS has

illustrated several other interesting effects. For exam-

ple, one user heard the actual sounds of people eating

on a restaurant terrace. He commented that he would

like to know the restaurant’s name, so he entered stop

& listen mode, pointed the device in the direction of

the (real) sound, and attempted to find the restaurant.

Unfortunately, it was not in the database at that time,

but we note that the combination of real-world sounds

with the augmented reality provided by ISAS can form

a powerful combination. This same blind user, while

in walking mode, paused to get details on a restaurant,

then while gesturing in the correct direction, mentioned

he did not know there was a cheesecake restaurant over

there. These are the types of serendipitous discovery we

hope ISAS will enable for more users.

After completing the first user test, we questioned

the ecological validity of a short-term experiment out-

side of the user’s usual context, compounded by the

presence of an accompanying experimenter. To address

these concerns, we completed a set of longer-term tri-

als in which six participants were loaned a device to

use in their daily routine for a week or more. This al-

lowed them to provide more informative feedback re-

garding their experiences with the system within their

daily routine. Feedback pointed to user excitement for

ISAS, albeit with two important problems that we have

since attempted to address, to be verified in the next

round of user testing. First, users frequently felt over-

whelmed by the quantity of information provided in

walking mode, resulting in our modifications to limit

such audio output. Moreover, as described earlier, we

now allow the walking mode to be toggled on and off

easily, and provide more manual control for the trig-

gering of sweeps while walking. Second, participants

strongly prefer to avoid having to hold the device con-

tinuously while walking. This prompted the fabrication

of a harness (described earlier) that supports the smart-

phone in a stable position while allowing easy manual

interaction with the device. Similarly, it also motivated

us to ensure that the device need not be held in a par-

ticular position to keep it silent.

Throughout the development, we have emphasized

experimentation with users in natural settings. Apply-

ing the feedback gained from these sessions has been

a significant factor in the evolution of our interaction

design, and one, we believe, that may distinguish the

user experience with ISAS from that of other systems.

For example, Ariadne GPS opts for a map-based rep-

resentation in which the top-half of the smartphone

screen includes locations in front, the lower-half rep-

resents locations behind, and the center of the screen

corresponds to the user’s current location. Ariadne GPS

allows users to point the device in a desired direction

or employ finger-based exploration of the map, an ob-

vious navigation metaphor for sighted users. However,

our experience suggests that the latter raises problems

for the visually impaired, not the least of which is the

difficulty of establishing the center point of the screen

in the absence of a tangible cue or remembering the

precise screen location corresponding to another point

[5]. Moreover, our testing indicated that users typically

referred to objects and points of interest ahead of them.

In fact, our participants often found it confusing or an-

noying to hear information to related points of interest

they had already passed. This led to our limiting the

ISAS radar sweep to exclude content behind the user, as

noted in Section 3.3.1. In general, our approach favours

the use of generic gestures, e.g., flipping the phone up

to enter Stop & listen mode and swiping left or right

to proceed backward and forward through the details

of nearby locations.

In a similar vein, our approach differs from Blind-

Square, which, like ISAS, reports on locations of inter-

est in the user’s vicinity and employs a similar break-

down of content by categories as used in ISAS. The

most significant differences are our exploitation of spa-

tialized audio for rendering an ongoing display of the

environment in a geographically organized manner (i.e.,

by direction or distance), as well as the option of ren-

dering information regarding points of interest based on

their position relative to a nearby intersection. In con-

trast, BlindSquare reads POIs filtered by their FourSquare

popularity and organized by category (e.g., food, nightlife

spot, shop & service), and always in an egocentric man-

ner. Although BlindSquare does read popular POIs at

intervals while walking, there is limited user control of
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this rendering beyond selecting categories and range.

BlindSquare also does not utilize gestures with the de-

vice itself beyond shaking the phone to trigger reading

the current location (address, direction, nearest inter-

section) information, or checking in on FourSquare. In

contrast, ISAS uses the device’s orientation sensors to

change modes and general touchscreen gestures to move

between POIs.

5 Future Work

Our ongoing work includes refinement of the accuracy

and reliability of the system and porting to other plat-

forms, e.g., Android, which is now operational. We are

also completing the implementation of features such as

user tagging, where users can record new POIs based

on their current location, which are uploaded to our

server and provided to future visitors to the same lo-

cation. We expect this to be most useful for identify-

ing hazards or other information most useful to blind

users, as a supplement to the generic location infor-

mation provided by existing online POI databases. We

have also not yet explored filtering of content by cate-

gory or other criteria to reduce the overwhelming na-

ture of areas with many POIs nearby, crucial for fur-

ther reducing the intrusiveness of the system in walking

mode. Although not the focus of this work, we have also

considered adding support for optional hardware such

as a head-mounted compass, which may not only be

more reliable than the built-in smartphone sensor, but

also allow the user to orient their head independently

of the smartphone to better localize sounds. Last, we

have not optimized ISAS for power consumption. Cur-

rently, we run the sensors continuously at a high refresh

rate, but could be much smarter about reducing the

rate or accuracy requirements. Even so, we anticipate

that ISAS will typically be run in bursts throughout the

day, potentially allowing for charging in between uses.

For users who might require longer periods of uninter-

rupted use, many smartphone battery extension sleeves

are also available.

6 Conclusion

We created a smartphone application that uses spatial-

ized audio to render nearby locations to blind users as

they walk down the street. We accomplished this using

only built-in sensors to obtain location and orientation

information, allowing it to be installed on any iPhone 4.

Initial feedback indicates the system is promising as a

practical tool. However, limitations in the iPhone hard-

ware sensors and currently available location databases

mean the system not only fails in some cases, but cannot

always know, and therefore indicate, significant errors

in the presented information. We conclude that given

current smartphone capabilities, a practical system is

possible only for non-critical exploration of an environ-

ment, and not for high-accuracy navigation tasks. We

have thus focused ISAS on exactly these use cases. Fur-

ther user testing, especially over longer periods of time,

will reveal whether blind users find the system useful

on an ongoing basis, or whether the issues we have dis-

cussed are too great to overcome in practice. Toward

this goal, work has been carried out to refine the ISAS

user interface, based on user feedback pointing out sev-

eral areas that need improvement. Each such change

must then be verified through testing with blind users.

Although only a snapshot in time, ISAS illustrates how

close a practical system is, especially for a system tar-

geted at exploration and ambient location information

rather than navigation. Given the rapid rate of improve-

ment in phone technology and geographic data sets, we

have high hopes for such a system in the coming years.

We expect that in the not-too-distant future, an appli-

cation similar to ISAS will provide the blind community

with an experience that matches the capabilities of re-

search platforms such as SWAN, but implemented on a

commodity smartphone, and deployed on a global scale.
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