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Abstract

A camera sensor captures a raw-RGB image that is then

processed to a standard RGB (sRGB) image through a se-

ries of onboard operations performed by the camera’s im-

age signal processor (ISP). Among these processing steps,

local tone mapping is one of the most important opera-

tions used to enhance the overall appearance of the final

rendered sRGB image. For certain applications, it is of-

ten desirable to de-render or unprocess the sRGB image

back to its original raw-RGB values. This “raw recon-

struction” is a challenging task because many of the oper-

ations performed by the ISP, including local tone mapping,

are nonlinear and difficult to invert. Existing raw recon-

struction methods that store specialized metadata at cap-

ture time to enable raw recovery ignore local tone mapping

and assume that a global transformation exists between the

raw-RGB and sRGB color spaces. In this work, we advo-

cate a spatially aware metadata-based raw reconstruction

method that is robust to local tone mapping, and yields sig-

nificantly higher raw reconstruction accuracy (6 dB aver-

age PSNR improvement) compared to existing raw recon-

struction methods. Our method requires only 0.2% samples

of the full-sized image as metadata, has negligible compu-

tational overhead at capture time, and can be easily inte-

grated into modern ISPs.

1. Introduction

Cameras employ dedicated hardware in the form of an

image signal processor (ISP) to convert the scene-referred

raw-RGB response recorded by the sensor to the final

display-referred output of the camera, which is typically

a standard RGB (sRGB) image. The ISP applies a se-

ries of operations that include white-balance, chromatic

adaptation, and photo-finishing color manipulations, on the

sensor’s linear raw-RGB image to produce the non-linear

sRGB image. One of the key photo-finishing routines ap-

plied by the ISP is a local tone mapping operation. Unlike

a global tone mapping operator that modifies a pixel’s in-

tensity the same regardless of its spatial location, local tone
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Figure 1. Two spatially separated pixels (marked red and blue)

having very different raw-RGB sensor responses are mapped to the

same output sRGB intensity value due to the local tone mapping

operation applied by the camera’s ISP. Existing raw reconstruc-

tion methods, such as [6, 2, 23], assume a global transformation

from sRGB to raw-RGB, and do not model local tone mapping.

Our proposed raw reconstruction approach considers not just the

pixel’s intensity value but also its spatial position, and thereby pro-

duces a more accurate result. PSNR (dB) values of the raw recon-

struction, and the corresponding error maps are shown as insets.

operators dynamically modify the tone mapping operator to

enhance contrast in a spatially varying manner. Local tone

mapping has a significant impact on the rendered sRGB im-

age’s final appearance. Local tone mapping operators may

even vary per scene-category (e.g., food, indoor, portrait) to

impart a particular aesthetic to the output sRGB image.

Most modern cameras provide users the ability to shoot

in the raw-RGB format. However, raw images are not suited

for sharing and viewing – raw files are typically 4–6 times

larger than sRGB encoded images, and they need to be

rendered to a display-referred color space before viewing.

Therefore, the vast majority of captured images are saved

in a display-referred format, such as sRGB. However, many

computer vision problems, such as image deblurring, color

constancy, and photometric stereo, that assume a linear re-

lationship between scene radiance and pixel intensity are

more effective when applied to raw-RGB data [24]. Re-

cent deep learning methods for image denoising [29] and
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high dynamic range reconstruction [20] have also demon-

strated the advantages of raw data and incorporating knowl-

edge of the camera ISP stages into their training framework.

Additionally, the raw-RGB format is very useful for pho-

tographic applications. Using photo-editing software such

as Adobe Photoshop or Luminar, users can render the raw-

RGB image to their own preferred rendering styles. As a

result, methods for recovering the raw-RGB sensor image

from the rendered sRGB image are an active area of re-

search [6, 17, 28, 23, 2].

De-rendering an sRGB image to its original raw-RGB

values is a challenging task. This is because many ISP op-

erations, including local tone mapping, are non-linear and

hard to invert. Moreover, most ISPs are ‘blackboxes’ to the

end user, and as such, proprietary color manipulations ap-

plied by these ISPs cannot be accurately captured by generic

models, such as in [6, 17]. A few works [28, 23, 2] have ad-

vocated saving specialized metadata at capture time along

with the sRGB file to facilitate more accurate raw recov-

ery. However, these existing approaches have several lim-

itations. The image upsampling method of [28] adds con-

siderable overhead in the form of a 1.5–6 MB downsampled

raw file saved as metadata along with the sRGB file. The al-

gorithm of [23] imposes a significant computational burden

at capture time from the need to estimate a complex map-

ping function using a full-sized raw-sRGB image pair. The

approach of [2] entails substantial changes to ISP hardware

since a single capture requires multiple passes through the

ISP. More importantly, methods such as [6, 23, 2] assume a

global mapping from sRGB to raw-RGB color spaces, and

ignore the effects of local tone mapping. In this paper, we

propose a metadata-based raw reconstruction method that

addresses these above drawbacks.

Contributions We propose an approach to sparsely sam-

ple the demosaiced raw-RGB image at capture time on a

known uniform grid and store these raw-RGB samples as

metadata along with the sRGB image. To undo the ISP pro-

cessing post capture, we sample the output sRGB image on

the same spatial grid, extract the raw-RGB samples from the

metadata, and use these corresponding raw-sRGB samples

to compute a mapping function from sRGB to raw-RGB

that explicitly accounts for the spatial location of the sam-

ples. Our spatially aware sRGB to raw-RGB mapping is ro-

bust to local tone mapping and produces significantly higher

raw reconstruction accuracy compared to existing raw re-

construction methods. An example is shown in Fig. 1. Our

raw-RGB metadata, at 0.2% samples of the full-sized im-

age, adds only a nominal storage overhead. The additional

computational cost at capture time is minimal since no map-

ping function needs to be estimated; the raw samples them-

selves constitute the metadata. Moreover, our approach can

be easily integrated into current ISP hardware since only a

straightforward sampling operation on the raw-RGB grid is

involved. We also demonstrate the utility of our approach

for various computer vision and photographic editing tasks,

such as white balance manipulation, exposure correction,

and motion deblurring.

2. Related work

We discuss works on raw reconstruction as well as the

closely connected topic of radiometric calibration. Raw

reconstruction algorithms can be classified into those that

leverage specialized metadata embedded at capture time in-

side the sRGB file, and blind approaches that require no

additional metadata. The metadata-based approaches are

more closely connected to our work, and we examine them

in greater detail below.

While most present-day cameras provide users the flex-

ibility to save the raw-RGB sensor image, access was re-

stricted to only the ISP-rendered sRGB image on older-

generation devices. Thus, preliminary work was targeted

simply at linearizing the sRGB data, and not on recovering

the actual raw-RGB image. This process of linearization,

called ‘radiometric calibration’, employs a camera response

function to model the relation between the output pixel in-

tensities and the amount of light falling on the sensor. Tra-

ditional radiometric calibration methods typically employ

a single response function per color channel [10, 14, 21],

which is inadequate to model the many non-linear stages of

the camera ISP.

With modern cameras providing access to the raw sen-

sor image, the goal shifted from radiometric calibration to

actual raw reconstruction i.e., recovering the original raw-

RGB sensor data instead of merely linearizing the sRGB

values. However, just as with radiometric calibration, raw

reconstruction methods [8, 7, 16, 13] also usually require

cumbersome calibration procedures to be repeated per cam-

era and even per camera setting. Recent deep learning meth-

ods for raw reconstruction (e.g., [22, 20]) too suffer from

similar drawbacks since the trained models are camera spe-

cific, and sufficient training data has to be available for each

camera. Methods such as [6, 17] that assume a standard set

of ISP operations cannot model proprietary routines applied

by individual ISPs. Moreover, these techniques assume that

the target camera parameters (e.g., white balance and color

correction matrices) are known a priori.

Raw reconstruction with metadata A few recent

works [28, 23, 2] have advocated storing extra metadata

along with the sRGB image at capture time. This addi-

tional information facilitates more accurate raw reconstruc-

tion than the blind approaches discussed thus far. Yuan

and Sun [28] store a quarter- or half-sized small raw image

along with the full-resolution sRGB image, and perform a

guided upsampling of this lower-resolution raw image to re-

cover the full-resolution raw image. However, the small raw

file is still 1.5–6 MB, limiting the method’s practical utility.
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Figure 2. An overview of our proposed method. At capture time, we sample the demosaiced raw-RGB sensor image on a sparse uniform

grid. The size of the pixels is exaggerated in the figure for visualization purposes. These raw-RGB samples are then stored as additional

metadata along with the ISP-rendered sRGB image. To edit post-capture, we first recover the raw-RGB samples from the saved metadata.

We also sample the sRGB image at the same spatial locations. From these corresponding raw-sRGB samples, we estimate a de-rendering

function f{R,G,B,X,Y } that considers the RGB intensities as well as their spatial locations (X,Y ). This lends our method robustness to the

local tone mapping operation applied by the ISP. Applying f{R,G,B,X,Y } on the sRGB image produces our estimated raw-RGB image.

Nguyen and Brown [23, 24] estimate and store a set

of raw reconstruction parameters at capture time from the

given raw-sRGB image pair. These parameters model the

typical operations on an ISP, such as white-balance, color

space transformation, global tone mapping, and gamut map-

ping. But their optimization algorithm applied on full-

resolution images has high computational cost and is hard

to implement on-device in real time.

Recently, Afifi et al. [2] have proposed a multi-pass

imaging framework where a downsampled demosaiced

raw-RGB image is passed through the ISP multiple times

with different ISP settings. Mapping functions are then

computed between each different rendering and a down-

sampled version of the output sRGB image. The authors

demonstrate that these mapping function parameters, stored

as metadata at capture time, allow accurate raw recovery

or post-capture image manipulations. However, most ISPs

do not support multiple passes, and their proposed pipeline

demands substantial changes to existing design.

It is important to note that [23, 2] assume a global map-

ping from sRGB to raw-RGB and ignore the effects of local

tone mapping. On the other hand, we employ a spatially

aware de-rendering function that makes our method robust

to local tone mapping. And in contrast to [28, 23, 2], our

proposed method requires only 0.2% samples of the full-

sized image as metadata, adds minimal computational over-

head at capture time, and is easily integrable to existing ISP

design, as explained next.

3. Method

On a typical ISP, demosaicing is one of the very first op-

erations after the raw sensor response is digitized and the

black light and lens distortions have been compensated for.

The demosaicing step interpolates the single-channel Bayer

raw to three full-resolution RGB channels. We propose a

simple modification to the ISP whereby this demosaiced

raw-RGB image is sampled sparsely (0.2% samples of the

full-sized image) on a uniform grid, and these raw-RGB

samples are held in memory. The demosaiced raw-RGB

image then passes through the rest of the pipeline, and un-

dergoes the usual steps of white balance, chromatic adapta-

tion, and photo-finishing color manipulations to produce the

display-referred sRGB output of the camera. The raw-RGB

samples are now saved as metadata along with the sRGB

image. This extra metadata adds only a minimal overhead

of less than 96 KB to the full-resolution sRGB image, which

on modern cameras is usually 12–20 megapixels and sev-

eral MB in size. Note also that the additional computational

cost at capture time is nominal since only a straightforward

sampling operation is involved.

To recover the raw sensor image post capture, we first

extract the metadata saved along with the sRGB image to

obtain the raw-RGB samples. Next, we sample the sRGB

image on the same grid. We then use these correspond-

ing raw-sRGB samples to estimate a de-rendering function.

We use a scatter point interpolant as our mapping function

from sRGB to raw-RGB. We construct the interpolant to

consider the RGB intensity value as well as the spatial lo-

cation (X,Y ) i.e., five dimensions. Radial basis functions

(RBF) can be used to interpolate scattered data in higher di-

mensions [5]. Usually, the interpolation comprises a sum

of weighted radial interactions and a polynomial correc-

tion. The weights of the radial function and the coefficients

of the polynomial, which constitute the unknowns, can be

computed by solving a linear system built from known sam-

ples. Once these unknown parameters are determined, we
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can query the interpolating function, which is expressed as

the weighted summation of the radial contribution of each

source sample and of the polynomial term. We discuss this

approach formally below.

Let si = (sRi
, sGi

, sBi
, sXi

, sYi
) with 1 ≤ i ≤ N de-

note the ith sRGB sample, where the first three coordinates

represent the RGB pixel intensity values and the last two

coordinates represent the X and Y spatial position. Here N

denotes the total number of samples. Let us introduce

M = [Mij ]N×N
= ϕ (‖si − sj‖R5) , (1)

where ϕ denotes the radial function. Let us also define

P =

















1 sR1
sG1

sB1
sX1

sY1

...
...

...
...

...
...

1 sRi
sGi

sBi
sXi

sYi

...
...

...
...

...
...

1 sRN
sGN

sBN
sXN

sYN

















, (2)

γC =

















γC1

...

γCi

...

γCN

















, rC =

















rC1

...

rCi

...

rCN

















, βC =

















1
βCR

βCG

βCB

βCX

βCY

















, (3)

where C can be one of {R,G,B} color channels, γ rep-

resents the weights of the radial function ϕ, r denotes the

raw-RGB samples stored as metadata, and β corresponds to

the coefficients of the linear polynomial function.

Solving the following linear system,
(

M P

P
T

0

)(

γC

βC

)

=

(

rC

0

)

, (4)

gives us our required interpolating function

fC{R,G,B,X,Y}
=

(

γC

βC

)

. Given a set of Q query

points s
∗

i = (s∗Ri
, s∗Gi

, s∗Bi
, s∗Xi

, s∗Yi
) with 1 ≤ i ≤ Q,

which in our case is the full-sized output sRGB image, we

first construct the matrices

M
∗ =

[

M∗

ij

]

Q×N
= ϕ (‖s∗i − sj‖R5) , (5)

and

P
∗ =

















1 s∗R1
s∗G1

s∗B1
s∗X1

s∗Y1

...
...

...
...

...
...

1 s∗Ri
s∗Gi

s∗Bi
s∗Xi

s∗Yi

...
...

...
...

...
...

1 s∗RQ
s∗GQ

s∗BQ
s∗XQ

s∗YQ

















, (6)

and finally perform the matrix-vector product

r
∗

C =
(

M
∗

P
∗
)

(

γC

βC

)

, (7)

to obtain the reconstructed raw-RGB values r
∗

C . An

overview of our method is provided in Fig. 2.

One disadvantage of RBF interpolation is that the

method is slow if N increases beyond, say, a few hundred

samples [3]. To overcome this limitation, we adopt a patch-

wise approach. This has the advantage of eliminating radial

interactions outside a local spatial neighbourhood. Further-

more, it makes our method amenable to parallelization (say,

on a GPU) since each patch is independent. In particular,

we query patches of size 100× 100 pixels, and use samples

drawn only from a 500 × 500 pixel neighbourhood around

this patch while computing the interpolation function. We

use a linear RBF ϕ(z) = ǫz, with ǫ = 1

2.5
. Please see the

supplementary material for ablation studies on type of RBF

and number of samples.

4. Experiments

The first set of experiments, in Section 4.1, is designed

to evaluate our proposed method’s raw reconstruction per-

formance. In Section 4.2, we assess the accuracy of our ap-

proach in sRGB space by re-rendering our estimated raw-

RGB image through an ISP. The remaining set of exper-

iments are designed to demonstrate the utility of our ap-

proach when applied to various computer vision and pho-

tographic editing tasks, such as white balance manipulation

(Section 4.3), exposure correction (Section 4.4), and motion

deblurring (Section 4.5). Ablation studies are presented in

Section 4.6. We use images from the NUS dataset [9] for

all our experiments.

4.1. Raw reconstruction

We first evaluate our method’s effectiveness in recover-

ing the raw-RGB image. We test on seven cameras from the

NUS dataset [9] – Canon 1Ds MkIII, Canon 600D, Nikon

D40, Nikon D5200, Olympus E-PL6, Panasonic GX1, and

Sony SLT-A57 – for a total of 1455 images. The NUS

dataset includes both sRGB images and their corresponding

raw files. Note that the sRGB JPEG-compressed images in

the dataset have been produced by each individual camera’s

hardware ISP. To evaluate our method, we also require the

demosaiced raw-RGB image corresponding to each sRGB

image. As already mentioned, the hardware ISPs of these

cameras are proprietary and inaccessible. Therefore, to ob-

tain the demosaiced raw-RGB image, we use the software

ISP platform of Karaimer and Brown [15], which allows ac-

cess to the various stages of the camera pipeline. In partic-

ular, we render the raw files from the NUS dataset through

their pipeline, and use the images obtained after the demo-

saicing stage of their software ISP as the ground truth raw-

RGB images, for all our experiments.

We apply our proposed framework of Section 3 to com-

pute our raw reconstruction. Before applying our method,

the color charts are masked out in both the raw-RGB im-
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Figure 3. Raw reconstruction. Results of the competing approaches of [6, 29, 23, 2] are presented. A variant of our method, denoted ‘W/O

spatial’, that constructs a global mapping function by considering only pixel RGB values and ignoring spatial information, is also provided

for comparison. Our results and the ground truth (GT) are shown in the last two columns, respectively. The corresponding per-pixel error

maps are shown as insets. Note that a gamma function has been applied to all raw-RGB images for better visualization.

age and the sRGB image. The PSNR (dB) values between

our reconstructed raw image and the ground-truth (GT)

raw image is presented in Table 1. We provide compar-

isons against the blind (i.e., without metadata) raw recon-

struction methods UPI [6] and Cycle [29]. We also com-

pare against the metadata-based raw recovery approaches

RIR [23] and CTT [2]. We also include a variation of our

framework, denoted ‘W/O spatial’, where a global mapping

function is computed from the raw-sRGB samples using

only the pixel’s intensity values, and spatial information is

discarded. Note that the deep learning approach Cycle [29]

cannot process the full-resolution image. Hence, we pro-

vided downsampled images as input to this method. For

fairness of comparison, the PSNR values of all competing

algorithms, including our own method, are also computed

on this downsampled resolution. It can be observed that

our proposed approach outperforms our closest competi-

tor CTT [2] by a substantial margin, approximately 6 dB

mean PSNR. Our proposed spatially aware algorithm also

performs significantly better than the W/O spatial variant

(see, in particular, the worst 25% results). Another obser-

vation is that the metadata-based approaches, as expected,

Table 1. Quantitative raw recovery results on seven cameras from

the NUS dataset [9]. The PSNR (dB) of the estimated raw-RGB

result is shown. Best results are provided in bold.

PSNR (dB)
Method

Mean Median Worst 25% Best 25%

UPI [6] 26.00 25.83 21.33 31.03

Cycle [29] 17.33 17.06 13.66 21.41

RIR [23] 44.14 45.33 27.93 58.86

CTT [2] 45.04 44.39 33.58 57.79

W/O spatial 47.87 48.28 34.87 60.14

Ours 51.23 51.03 42.60 60.47

perform better than their blind counterparts. A few repre-

sentative examples of our raw reconstruction, along with

comparisons, are provided in Fig. 3. The corresponding

per-pixel errors maps are also displayed in the figure.

4.2. Re-rendering to sRGB

As discussed in the introduction, the raw-RGB format is

not suitable for viewing, and it is the display-referred image

that is used in most consumer applications. Therefore, we

evaluate our method’s performance by rendering our raw re-

construction through an ISP, and comparing our re-rendered

result with the ground truth in the sRGB space.

We test on three cameras – Samsung NX2000, Olympus

E-PL6, and Sony SLT-A57 – from the NUS dataset [9]. The

total number of images used in this experiment is 678. The

demosaiced raw-RGB ground truth images are obtained fol-

lowing the same procedure as in Section 4.1. Our objective

is to process our raw reconstruction through the ISP to the

sRGB space; however, the hardware ISPs corresponding to

these cameras are not accessible. Therefore, we render our

estimated raw-RGB image to sRGB using a software ISP.

In particular, we selected Adobe Photoshop as the software

ISP for this experiment. To ensure that the ISP operations

are consistent between our re-rendered sRGB output and the

ground truth sRGB images used for evaluation and as input,

we render the raw files from the NUS dataset to sRGB us-

ing Photoshop. We treat these sRGB outputs as the ground

truth, and not the camera-rendered sRGB images as in Sec-

tion 4.1.

We now apply our proposed framework on the demo-

saiced raw-RGB and sRGB pair to obtain our raw recon-

struction. We then save our estimated raw reconstruction

as a raw-DNG file, and render it to sRGB using Pho-

toshop. The PSNR and structural similarity index mea-
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Figure 4. Re-rendering to sRGB. Results of [6, 29] and our method are provided. The ground truth is presented in the last column. The

corresponding per-pixel error maps are shown as insets.

Table 2. Quantitative sRGB re-rendering results on three cameras

from the NUS dataset [9]. The PSNR (dB) and SSIM of the esti-

mated sRGB result are shown.

Method
PSNR (dB) / SSIM

Mean Median Worst 25% Best 25%

UPI [6]
20.62 20.69 17.96 23.25

0.856 0.856 0.797 0.913

Cycle [29]
27.91 27.61 24.57 31.81

0.867 0.870 0.787 0.939

Ours
31.12 31.03 27.48 35.08

0.973 0.986 0.928 0.995

sure (SSIM) [27] values computed between our re-rendered

sRGB results and the ground-truth sRGB images are shown

in Table 2. Comparisons have been provided against the

methods of [6, 29] because only these two methods model

the ISP in both the forward and reverse directions. It can

be observed that our method offers significantly more accu-

rate results. A few qualitative examples of our re-rendered

sRGB results, along with comparisons, are shown in Fig. 4.

4.3. White balance manipulation

Next, we apply our proposed method to the task of white

balance (WB) manipulation. We use the same three cam-

eras from the NUS dataset as in our earlier experiment in

Section 4.2. However, instead of rendering the raw files

to sRGB with the “as shot” parameters, we render out to

a different WB setting. Specifically, we use Photoshop to

generate sRGB images under Tungsten WB (2850 K) and

Shade WB (7500 K). We now apply our method to the

demosaiced raw-RGB images and these differently white-

balanced sRGB images. As before, we save our estimated

raw-RGB image as a raw-DNG file. The target is to eval-

uate our method’s accuracy in re-rendering to a different

WB from our raw reconstruction. Towards this goal, we

render our estimated raw-DNG to the Daylight WB (5500

K) setting using Photoshop. The ground truth is obtained

by rendering the original raw files in the dataset to Day-

light WB using Photoshop. To quantitatively evaluate per-

formance, we adopt four commonly used error metrics: (i)

mean squared error (MSE), (ii) mean angular error (MAE),

(iii) ∆ E 2000 [25], and (iv) ∆ E 76; the results are provided

in Table 3. We compare our results against a classic diago-

nal WB manipulation performed on the sRGB image using

an exact achromatic reference point obtained from the color

chart placed in the scene. The diagonal WB manipulation is

performed both with and without the commonly used pre-

linearization step using a 2.2 gamma [4, 11]. We also com-

pare against the CTT method of [2] that renders out multiple

tiny images through the ISP under different WB settings to

enable post-capture WB manipulation in the sRGB space.

The target WB value of 5500 K is one of their pre-selected

color temperatures for which a direct mapping function was

estimated at capture time. It can be observed from the re-

sults in Table 3 that our method outperforms both diagonal

WB manipulation and CTT [2] on all four metrics.

In Fig. 5, we show results of auto WB correction. Photo-

shop’s auto WB algorithm is used in all cases, except for the

comparison with the CCW method of Afifi and Brown [1]

shown in the third column. In the second column, Photo-

shop’s WB correction is applied directly on the sRGB im-

age, in the fourth column, on our reconstructed raw-DNG,

and in the last column, on the ground-truth raw image from

the NUS dataset. It can be observed that our rendered sRGB
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Table 3. Quantitative WB manipulation results on three cameras from the NUS dataset [9]. Comparisons are provided against diagonal

(Diag) WB, applied directly in sRGB (using the exact achromatic reference point), and on “linearized” sRGB [4, 11]. The result of the

recent CTT [2] method is also shown. The terms MSE and MAE stand for mean squared error and mean angular error, respectively.

Method
MSE MAE ∆ E 2000 ∆ E 76

Mean Med B25% W25% Mean Med B25% W25% Mean Med B25% W25% Mean Med B25% W25%

Diag WB 0.541 0.194 0.033 1.503 5.653 3.883 1.716 11.794 7.057 4.142 2.182 14.088 10.575 6.975 3.376 20.821

Diag WB w linearization 0.475 0.174 0.030 1.325 5.444 3.844 1.652 11.399 6.686 3.949 2.086 13.419 9.935 6.677 3.214 19.443

CTT [2] 0.114 0.085 0.032 0.247 1.744 1.602 0.859 2.875 2.965 2.811 1.731 4.458 4.140 3.830 2.336 6.456

Ours 0.014 0.007 0.003 0.039 1.304 0.876 0.493 2.847 1.419 1.057 0.805 2.718 1.824 1.235 0.938 3.754

ΔE=16.60

ΔE=3.58

ΔE=0.84

ΔE=20.43

ΔE=6.04

ΔE=0.85

ΔE=16.54

ΔE=7.45

ΔE=0.90

ΔE=15.17

ΔE=8.15

ΔE=0.97
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Figure 5. Auto white balance. We perform auto WB on images

captured under Tungsten (2850 K) and Shade WB (7500 K). In the

second row, Adobe Photoshop’s auto correction of the input sRGB

image of the first row is shown. The third row shows the result of

the auto WB algorithm CCW of [1] applied on the sRGB input.

The fourth row shows Photoshop’s auto WB algorithm applied to

our recovered raw-DNG. The ground truth shown in the last row is

obtained by running Photoshop’s auto WB routine on the ground-

truth raw image from the NUS dataset [9]. ∆E 2000 values are

provided in the insets.

output is visually a close match to the ground-truth sRGB.

This is also verified quantitatively by the ∆E 2000 values

provided in the figure insets.

4.4. Exposure correction

Next, we demonstrate our method’s usefulness for ex-

posure correction. The exposure setting used by the ISP

at capture time directly affects the overall brightness of the

rendered sRGB image. Exposure settings are represented

by exposure values (EV). Exposure errors are a frequent oc-

currence in consumer photography and lead to dark image

regions (underexposure error) or bright washed-out regions

(overexposure error). Both types of errors reduce the con-

trast and visual appeal of the rendered image, and thus ex-

posure correction is an important problem.

For this experiment, we choose the 202 images from the

Samsung NX2000 camera of the NUS dataset [9]. The NUS

dataset was captured by a professional photographer with

carefully selected exposure settings. Thus, we use the orig-

inal raw files rendered through Photoshop with zero-gain

relative EV as ground truth. This is equivalent to the orig-

inal correct exposure setting applied onboard the camera at

capture time. Next, we render the ground truth raw files

with two different incorrect EV values using Photoshop –

-2 EV to mimic underexposure errors and +1 EV to simulate

overexposure errors. We apply our method to these incor-

rectly exposed input images, and render our reconstructed

raw-DNG to sRGB under the zero-gain EV setting. We

compare our results against the ‘Auto tone’ feature in Pho-

toshop that allows automatic exposure correction. We also

compare with the recent Retinex-based exposure correction

method DIEC [30] that is designed to handle both underex-

posed and overexposed images. Both comparison methods

work directly in the sRGB space. An example is shown in

Fig. 6. It can be seen that our result more closely matches

the ground truth for both under- and overexposure errors.

Quantitative results averaged over all test images are pro-

vided in the supplementary material.

Input Photoshop DIEC [30] Ours GT

Underexposed -2 EV

Overexposed +1 EV

Figure 6. Exposure correction. The first row shows an example

of underexposure error (-2 EV), while the second row illustrates

an overexposure error (+1 EV). The results of Photoshop’s ‘Auto

tone’ algorithm and the retinex-based exposure correction method

DIEC [30] are provided for comparison.
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Blurred sRGB Ours GT

Figure 7. Motion deblurring. The blurred input image and the cor-

responding motion blur kernel are shown in the first column. The

second and third columns show results obtained by performing de-

blurring in sRGB space, and in raw-RGB space by applying the

raw reconstruction procedure, respectively. The non-blind motion

deblurring algorithm of Krishnan and Fergus [18] was used. The

last column shows the ground-truth sharp image.

4.5. Motion deblurring

Traditionally, motion blur is formulated using a linear

image formation model. The blurred image is expressed as

the convolution between an underlying sharp image and a

motion blur kernel [12]. However, this relationship does not

hold for blurred sRGB images since linearity is broken by

the non-linear processing stages of the ISP. Therefore, it is

advantageous to deblur the image in a linear scene-referred

space [26]. To demonstrate our method’s usefulness for

the task of motion deblurring, we select the statistics-based

non-blind motion deblurring method of Krishnan and Fer-

gus [18] and compare its performance in sRGB space, and

in raw-RGB space by applying our raw reconstruction pro-

cedure. We select the Samsung NX2000 images used pre-

viously in Section 4.4 for this experiment too. To generate

motion blurred sRGB images, we blur each ground-truth

demosaiced raw-RGB image with a kernel selected ran-

domly from one of the four kernels in the widely used mo-

tion blur benchmark dataset of Lai et al. [19]. The blurred

raw-RGB images are then rendered to sRGB. We run our

raw reconstruction algorithm on this blurred data, perform

deblurring on our recovered raw image, and then render this

deblurred raw estimate to sRGB. Fig. 7 shows two represen-

tative deblurring results. It can be clearly observed from the

zoomed-in regions that directly deblurring the sRGB im-

age produces a lot of ringing artifacts. In comparison, our

results are sharper and less prone to ringing. Deblurring

Figure 8. Sampling density versus raw reconstruction accuracy.

in the linear raw-RGB space produced an average PSNR

of 27.10 dB, whereas sRGB yielded only 24.77 dB, which

clearly demonstrates our proposed method’s utility for the

problem of motion deblurring. Additional quantitative re-

sults are provided in the supplementary material.

4.6. Ablation studies

The plot of Fig. 8 presents an ablation study of sampling

density versus raw reconstruction accuracy. The 200 im-

ages from the Canon 600D camera were used for this exper-

iment. It can be observed that beyond roughly 0.2% sam-

pling density, the improvement in PSNR is marginal. For

all our experiments in this paper, we used less than approx-

imately 0.2% samples for an overhead of less than 96 KB,

as a compromise between accuracy and metadata size. Ob-

serve that the performance of the W/O spatial variant does

not improve with more samples.

We also experimented with different RBFs, such as a cu-

bic spline ϕ(z) = (ǫz)3 and a thin plate spline ϕ(z) =
(ǫz)2log(ǫz). On the Canon 600D test set, we obtained av-

erage raw reconstruction PSNR values of 46.96 dB using a

cubic spline, 48.64 dB with a thin plate spline, and 49.44

dB using a linear RBF, which indicates that a linear RBF

works well for the task at hand. All results reported in this

work are using a linear RBF ϕ(z) = ǫz.

5. Conclusion

We presented a spatially aware raw reconstruction

method that can be easily integrated into existing ISPs with

minimal hardware modifications. We demonstrated how

our simple framework is more accurate than existing raw

reconstruction methods, and also showcased its utility on

a number of computer vision and photographic applica-

tions. Our method’s significantly improved performance

over prior methods is attributed to a more robust modeling

of the local tone mapping operation performed onboard the

ISP. Incorporating spatial information allows us to circum-

vent the one-to-many ambiguity faced by existing methods

that arises when estimating the reverse mapping from sRGB

to raw-RGB. Our approach also has the advantage of low

computational overhead at capture time, and requires less

than 96 KB of additional metadata.
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