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Abstract – We consider a class of MIMO radar emissions in 

which a coherent spatial beam is formed while the direction is 

modulated during the pulse width. This type of spatial 

modulation has a direct analog to the rapid, small movements of 

the human eye during fixation (staring) to enhance contrast and 

sensitivity to fine detail. To replicate this passive sensing 

capability of the eye for the active sensing modality of radar we 

leverage and expand the continuous phase modulation (CPM) 

framework for code-to-waveform implementation and thereby 

realize a physical delay-angle coupled emission. Through 

analysis of a defined angle-delay ambiguity function for specific 

waveform/spatial modulation examples it is shown that 

enhanced discrimination is enabled at the cost of some SNR loss, 

which may be an acceptable tradeoff for some applications. 

I. INTRODUCTION 

Traditionally, a radar system emits a waveform-modulated 

pulse in a given spatial direction. With the advent of 

electronically steered arrays this emission is achieved by 

applying a fixed inter-element phase shift across the antenna 

array, with an otherwise identical waveform being generated 

by each antenna element.  The subsequent received echoes are 

characterized by the same waveform response regardless of 

spatial direction.  However, the multiple transmit channels of 

the array represent a source of design freedom that may be 

exploited to develop new sensing structures that are 

collectively ascribed the moniker of MIMO, which includes 

the extremes from standard beamforming to completely 

independent waveforms on each array element and all 

variations in between.  The majority of work in the literature 

has focused on the theoretically optimal design of MIMO 

waveforms and receiver processing under various statistical 

assumptions ([1] and references therein). In contrast, and 

complementary to that work, we consider the physical 

instantiation of a class of correlated MIMO emissions that can 

be readily implemented in hardware and subsequently 

evaluate performance for a few exemplary cases. 

The notion of transmitting different, albeit correlated, 

waveforms simultaneously from the elements on an array has 

been proposed [2-5] as a method to broaden the transmit 

beamwidth (i.e. beam-spoiling) for the purpose of achieving, 

for example, simultaneous multi-mode radar. Likewise, 

changing the beampattern in a pulse-to-pulse (inter-pulse) 

manner has been proposed for subsequent adaptive processing 

(e.g. [6]) and even forms the basis of an early form of target 

angle estimation related to monopulse known as sequential 

lobing [7], though the latter is an inefficient use of radar 

resources and is susceptible to inter-pulse target amplitude 

fluctuations. Alternatively, we consider the case in which the 

pulsed radar emission possesses both a temporal modulation 

(the waveform) and an intra-pulse spatial modulation that is a 

form of fast-time time-division beamforming, an example of 

which is the frequency-diverse array concept [3-5].  

There is an interesting biological analog to this fast-time 

direction changing found in the visual system of humans and 

animals possessing fovea in which the particular direction of 

attention is spatially modulated, in a seemingly random 

manner (Fig. 1), via slow eye movements known as drift and 

rapid eye movements known as microsaccades [8,9]. While 

the purpose of these fixational eye movements has long been 

debated and remains an open research topic in the biological 

community, the current consensus is that these spatial 

perturbations improve visual acuity because the associated 

transients enhance contrast and sensitivity as well as aid in the 

resolving of spatial ambiguities. Furthermore, there is 

evidence [10] that these eye movements adapt according to 

environmental conditions (e.g. amount of lighting) and the 

active attention of the observer thus suggesting a linkage 

between the physical actuation of the sensor and cognition, 

which for the extension here to active sensing thus implies an 

application within the context of cognitive radar [11]. 

 

 
Figure 1.  Example of eye movement during fixation 

 
In light of this visual/neurological antecedent we consider 

the concept of fast-time spatial modulation within the radar 

emission by employing an inter-element phase shift across the 

array that varies during the pulsewidth.  This emission strategy 

forms a subset of the general class of MIMO radar transmit 



schemes.  Here, an approach denoted as the waveform diverse 

array (WDA) is used to allow for arbitrary waveform selection 

and provide control over the fast-time-dependent spatial 

beampattern. The characteristics of the WDA approach are 

assessed relative to the traditional beamformed emission by 

examining the time-varying beampattern, the aggregate 

beampattern over the pulsewidth, and an angle-delay 

ambiguity function. Further, attention is focused on the 

performance resulting from matched filtering upon receive to 

ascertain the practical performance one might achieve by 

implementation of this physical angle-delay coupled emission 

scheme for existing hardware and computational capabilities. 

II. WAVEFORM-DIVERSE ARRAY 

The similarity to fixational eye movement in biology 

clearly suggests the use of a two-dimensional array.  However, 

while the WDA concept is applicable to any array geometry, 

for the sake of illustration we shall focus attention on the 

uniform linear array (ULA). For a ULA with element spacing 

d the spatial angle θ  is here defined relative to array boresight 

(where 0θ = ° ).  It is assumed that emitted/received signals 

satisfy the array narrowband assumption so the electrical 

phase angle is 2 sin( ) /dπ θ λ , with λ  the wavelength 

associated with the carrier frequency.   
 

A. WDA Definition 
The waveform diverse array (WDA) concept presumes a 

means of independent waveform generation behind each 

element of the antenna array.  To link the phase modulation of 

the waveform with the element-wise spatial modulation we 

leverage the continuous phase modulation (CPM) framework 

[12-14] that generates polyphase-coded FM (PCFM) 

waveforms that are both constant modulus and continuous 

(thus differentiable with good spectral containment).   

First, given a radar code with N + 1 chip phase values 

denoted as φ 0, φ 1, , φ N, a train of N impulses with time 

separation Tp are formed such that the total pulsewidth is        

T = NTp. The n
th

 impulse is weighted by αn, the phase change 

between successive chips of the polyphase code determined by 
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sgn(�) is the signum operation, and  φ n  is the n
th

 chip phase 

value in the polyphase code. The shaping filter g(t) may, for 

example, be rectangular (RECT) or raised cosine (RC) with 

the requirements 1) that it integrates to unity over the real 

line; and 2) that it has a time support on [0,Tp]. The 

continuous PCFM waveform can thus be expressed as  
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where ∗  denotes convolution, φ 0 is the initial phase value in 

the code, and the sequence of phase changes are collected into 

the vector xw = [α1 α2  αN]
T
 which parameterizes the 

complex baseband waveform.   

This code-to-waveform implementation can likewise be 

extended to parameterize in a physical manner the fast-time 

modulation of relative phase across the antenna array to 

facilitate spatial modulation over the pulsewidth. Here a 

spatial modulation code comprised of  N + 1 values denoted 

as Δ0, Δ1, , ΔN, is defined as a sequence of spatial angle 

offsets relative to some center direction θC.  The subsequent 

spatial phase-change sequence in terms of electrical angle is 

thus 
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for n = 1, 2, , N, noting that the values Δ n can be positive or 

negative and are small enough (when combined with θC) to 

avoid spatial “wrap around”.  Echoing the structure of (3), the 

spatial phase modulation as a function of continuous time is 
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where the sequence of spatial phase changes are collected into 

the vector xs = [ε1 ε2  εN]
T
 and the initial electrical angle is 
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2
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The negative sign prior to the j in (5), relative to (3), reflects 

the phase delay compensation for transmit beamforming. 

Given M antenna elements, indexed as m = � (M � 1)/2,     

� (M � 1)/2 + 1, , +(M � 1)/2 so that 0 is located at the 

center of the array, the emission from the m
th

 antenna element 

is defined as 
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The normalization in (7) provides unit transmit energy per 

antenna element. The Vandermonde form (�)
m
 in (7) yields 
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In the case of no spatial modulation, Δ0 = Δ1 =  ΔN = 0 

results so that, from (4), (6) and (8), a stationary beam is 

formed in the direction of spatial angle θC. 

The combined waveform/spatial modulation in (7) remains 

a form of frequency modulation (FM) that, as demonstrated by 

the widespread use of CPM for aeronautical telemetry, deep-

space communications, and the Bluetooth
TM

 wireless standard, 

can be physically generated without the need for an arbitrary 

waveform generator.  As such, this emission scheme is both 

physically realizable and economically feasible. 



B.  WDA Beampattern and Ambiguity Analysis 
The WDA emission can be assessed by examining the 

time-varying beampattern, aggregate beampattern, and the 

angle-delay ambiguity function. The definitions of these 

metrics are based on the normalized baseband representation 

of the composite far-field emission as a function of time t and 

spatial angle θ given by  
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where sm(t, θC) is taken from (7) and the exponential term is 

the delay imparted due to path length differences as a function 

of θ.  The dependence on the waveform code xw and spatial 

code xs have been suppressed for brevity. If the set of M 

waveforms sm(t, θC) are identical aside from a scalar phase 

shift (i.e. no spatial modulation) then the emission in (9) is just 

the original waveform s(t) beamformed in the direction θC.  In 

other words, the temporal modulation is decoupled from the 

spatial angle. Otherwise, however, different waveforms will 

be observed at different spatial angles θ in the far-field. 

Using (9), the instantaneous spatial features can be 

examined using the time-varying beampattern (TVBP)  

 ( ) ( ) ( )C C C, , , , , ,TVB t g t g tθ θ θ θ θ θ∗=             (10) 

for 0 ≤ t ≤ T, where (�)
*
 denotes complex conjugation.  

Integrating (10) over the pulse width yields the aggregate 

beampattern  
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As discussed above, if no spatial modulation is present the 

product in (11) is constant over the pulse width so B(θ,θC) 

yields the usual array factor beampattern [15] steered to θC.   

Also using (9), an angle-delay ambiguity function (ADAF) 

can be constructed as 
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where τ is the relative delay of the incident signal, the 

electrical angle of a signal arriving from spatial angle θ is 
2

sin( )
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= ,                             (13) 

and the electrical angle corresponding to the receive filter 

tuned to spatial angle β is 
2
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dπ
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In (12), the factor M normalizes the receive beamforming and 

the integral in the denominator normalizes the matched filter 

( )C, ,g t β θ∗  to unity gain.  Due to the normalization factors in 

(7), (9), and (12), the standard beamforming (no spatial 

modulation) response of (12) at τ = 0 and β = θ = θC achieves 

the maximum value of 0 dB. Thus the “beam smearing” loss 

of spatial modulation can be directly determined.  Also, while 

not considered here, Doppler can be readily incorporated into 

(12) for an angle-delay-Doppler ambiguity function.  Finally, 

as long as the array narrowband assumption holds the 

emission and subsequent analysis framework of (7), (9), and 

(12) can be easily modified for arbitrary array structures. 

III. SPATIALLY-MODULATED EMISSION EXAMPLES 

Consider a ULA comprised of M = 30 elements, a linear 

FM chirp implemented using the CPM framework of (1)-(3) 

for N = 200 (which approximates the time-bandwidth 

product), and boresight center direction (θC = 0°). For the time 

interval of a single pulse (vertical axis), Figure 2 illustrates the 

time-varying beampattern (horizontal axis) defined in (10) for 

the examples of Case 1: standard beamforming (no spatial 

modulation), Case 2: null-to-null linear spatial modulation, 

Case 3: double null-to-null linear spatial modulation, and Case 

4: null-to-null sinusoidal spatial modulation. The first three 

cases can be viewed as pulsed (and thus truncated) versions of 

the frequency-diverse array concept [3-5].  These examples 

are used to illustrate some of the characteristics of spatial 

modulation. Obviously there are myriad different spatial 

modulation codes that could be used to produce different time-

varying beampatterns over the pulsewidth. 
 

 
Figure 2.  Time-varying beampattern over the pulsewidth via (10) 

 
For these four example cases, Fig. 3 illustrates the 

aggregate beampatterns using (11), in which it is observed that 

the spatial modulation incurs a loss relative to the standard 

beamforming of Case 1 as a result of spreading the transmit 

energy in space.  Further, one might surmise from Fig. 3 that 

spatial modulation leads to a degradation in spatial resolution.  

However, this conclusion would be incorrect as the aggregate 

beampattern of (11) does not account for the decorrelation of 

the far-field emission as a function of spatial angle (which is 

different from the use of uncorrelated waveforms on different 



antenna elements). To determine the spatial resolution one 

must examine the angle-delay ambiguity function of (12). 

 

 
Figure 3.  Aggregate beampatterns via (11) 

 
It is instructive to examine some of the various cuts of the 

ambiguity function defined in (12) for these emission 

scenarios.  Figure 4 depicts the delay matched point (τ = 0) cut 

of the angle-delay ambiguity function for each of the four 

cases where the horizontal axis is the angle β of the receive 

filter and the vertical axis is the incident angle θ. The 

responses in Fig. 4 illustrate the impact of temporal cross-

correlation between the different angle-dependent emissions.  

It is interesting to note that, outside of the elongated mainlobe 

(along the θ = β axis), the sidelobes of the spatial modulation 

cases (2-4) appear to be somewhat lower than that exhibited 

by standard beamforming of Case 1. 
 
 

 
Figure 4.  τ = 0 cut of angle-delay ambiguity function from (12) 

 

Taking the θ = 0 cut of the responses in Fig. 4 and peak-

normalizing for easy comparison yields the results shown in 

Figs. 5 and 6 (the latter is a close-up of the mainbeam).  It is 

observed that the spatial modulation cases realize both lower 

spatial sidelobes (relative to the mainlobe) and enhanced 

spatial resolution, the latter by 23%, 27%, and 30% for Cases 

2, 3, and 4, respectively when measured 3 dB from the peak 

and in comparison to standard beamforming (Case 1). 
 

 
Figure 5.  τ = 0, θ = 0 cut of peak-normalized ADAF from (12) 

 

 
Figure 6.  τ = 0, θ = 0 cut of peak-normalized ADAF (mainbeam) 

 
Returning to the original angle-delay ambiguity function of 

(12), now consider the θ = 0 cut with arbitrary τ and β.  Figure 

7 depicts this aspect of the ambiguity function for the four 

cases where the sidelobes in the delay dimension (vertical 

axis) are noticeably reduced for the linear spatial modulation 

cases (2 and 3).  For a closer inspection consider the β = 0 cut 

as before where it is observed (Fig. 8) that the range sidelobes 

are substantially reduced at the cost of some degradation in 

range resolution.  In contrast, the sinusoidal spatial modulation 

(Case 4), which was found to provide marginally the best 

spatial resolution and sidelobes (of these cases) in Figs. 4 and 

5, exhibits quite poor performance in the delay domain with 

no clear mainlobe and very slow sidelobe roll-off. 

The linear spatial modulation results in the delay domain 

(Fig. 8) can be likened to an amplitude tapering of an LFM 

waveform, albeit one that is occurring in the far-field due to 



fast-time-dependent beamforming as opposed to within the 

transmitter (where the latter is well known to incur a power 

efficiency loss due to operation of the power amplifier in the 

linear regime). However, it is important to note that here the 

range resolution degradation is linked to the enhanced 

resolution in the spatial domain.  In other words, one can infer 

an attendant coupling that may enable some degree of trade-

off between range and spatial resolution which necessitates 

examination of how one may go about jointly optimizing these 

coupled physical emissions (e.g. generalization of [16,17]).  
 

 
Figure 7.  θ = 0 cut of angle-delay ambiguity function from (12) 

 

 
Figure 8.  θ = 0, β = 0 cut of ambiguity function in (12) 

 

Finally, consider a example scenario in which five 

targets exist in a cross pattern, with three of the targets 

occupying the same range cell (index 200) at spatial angles 

4− ° , 0° , and 4+ ° , and two more targets reside at spatial 

angle 0°  at range indices 192 and 208. The same four 

illumination schemes are used with the responses sampled in 

range at a rate of 3 samples / “transition interval” according 

to the continuous PCFM waveform structure defined in [14]. 

Figures 9-12 depict the delay-angle output generated by 

normalized beamforming across receive angle β and 

associated unity-gain-normalized pulse compression matched 

filtering as employed to define the angle-delay ambiguty 

function of (12). The standard beamforming result in Fig. 9 

clearly illustrates the range-delimited targets.  However, the 

angle-separated targets at range index 200 are not visible.  

 

 
Figure 9.  Five-target scenario for Case 1) standard beamforming 

 

 
Figure 10.  Five-target scenario for Case 2) linear spatial modulation 

 

 
Figure 11.  Five-target scenario for Case 3) double linear spatial modulation 



By comparision, the two linear spatial modulation 

schemes (Cases 2 and 3) shown in Figs. 10 and 11 provide 

less definition in the range domain and SNR loss relative to 

Case 1, but do provide clear visualization of the angle-

separated targets. Finally, the sinusoidal spatial modulation 

(Case 4) shown in Fig. 12 again demonstrates that it is a poor 

choice due to lack of resolving the angle-separated targets as 

well as false targets arising from high range sidelobes. 

 

 
Figure 12.  Five-target scenario for Case 4) sinusoidal spatial modulation 

 

While these emission examples provide some insight into 

the potential of spatial modulation for enabling greater 

discrimination of targets in close delay/angle proximity, such 

as needed for the tracking application, further work is needed 

to ascertain the performance that may be obtained when using 

joint angle-delay optimized emissions via generalization of 

[16,17]. Along those lines, this work is also complemented by 

ongoing work on transmitter/waveform co-design [18] and 

expanded design degrees of freedom via waveform “over-

coding” [19]. 

CONCLUSIONS 

A generalization of the recently introduced continuous 

phase modulation (CPM) waveform implementation scheme 

has been introduced that enables the physical generation of 

spatially-modulated MIMO radar emissions. The inherent 

angle-delay coupling can, dependent upon the specific 

structure of the underlying waveform and spatial modulation 

codes employed, realize various trade-offs in resolution and 

sidelobe levels for the delay and angle domains.  Further, the 

attendant enhanced discrimination capability on a per-pulse 

basis may facilitate improved tracking capability, particularly 

of closely-spaced targets, without the need for 

computationally intensive adaptive receive processing 

(though it is likely that doing so could provide further 

enhancement).  By paralleling the operation of the human 

eye, this and subsequent related work may be able to mimic 

the same degree of visual acuity and discrimination and 

further facilitate cognitive radar capabilities.  
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