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Abstract
The spread of Fake News during this global pandemic COVID-19 has dangerous consequences on economy and health of 
public. From origin of virus, spread, self-medication to hoaxes on vaccination, it created more panic than the fatality of the 
virus. For better infodemic preparedness and control, it is necessary to mitigate fear among people, manage rumours, and 
dispel misinformation. A survey on Fake News during COVID-19 was made by Poynter Fact Check institute. It stated that 
major chunk of the fake news on COVID-19 originated majorly in Brazil, India, Spain, and the United States. Fake news 
menace is severe in countries where the trust on online media is high such as Brazil, Kenya and South Africa. Based on 
these observations, this study provides preliminary insight on the co-relation of the spatial and temporal meta-information 
of the news like the news source country, the name of the countries specified in the news, and date of publish of news to 
the credibility of news. The main contribution of this study is to analyse the impact of spatial and temporal information 
features for classification of fake news, which to the best of our knowledge has not been explored yet. Also, these features 
are directly not available in any news article available online. Hence, these features are handcrafted. Meta-data of the news 
article such as origin of news is considered. Additional spatial information is extracted from the news article using NER tag-
ging. Temporal information such as date of origin of news is given as an input to the LSTM model. These features are given 
as an input to Long Short-Term Memory (LSTM) model along with GloVe vectors and word length vector. A comparative 
analysis for accuracy is tested of the models with and without spatial and temporal information. The model with spatial and 
temporal information has achieved noteworthy results in fake news detection. To ensure the quality of prediction, various 
model parameters have been tuned and recorded for the best results possible. In addition to accuracy, the spatial and temporal 
information for fake news detection offers several other important implications for government and policy makers that will 
be instrumental in simulating future research on this subject.
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1 Introduction

The COVID-19 epidemic is a one-of-a-kind occurrence in 
human history. It is critical considering its two main reasons. 
Firstly, the COVID-19 epidemic has affected practically 
every country on the planet. Secondly, the crisis has brought 
in an indefinite time of ambiguity and anxiety for people all 
around the world (Kharasch and Jiang 2020). When people 
are in a state of ambiguity and fear, they are more likely to 
share and any information they get about health, financial 
system, community, and other aspects of the environment 
without testing it on the anvil of veracity. This encourages 
them to share and consume misinformation about health, 
economy, society, and surroundings (United Nations 2020a). 
The WHO had coined a new term for the spread of fake news 
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during the COVID-19 pandemic—“Infodemic” stating that 
this is more deadly than the virus itself (Zarocostas 2020). 
It has affected people physically as well as mentally. Not 
only anxiety and fear levels have increased, the toll of death 
count has also amplified. During the first three months only, 
800 people lost their life and more than 5800 hospitalized 
infected by “Infodemic” (BBC 2020). 60 cases of people 
loosing their eyesight were reported by drinking methanol, 
which was a misinformation circulated as cure of COVID-
19 on online media (Aljazeera 2020). For better pandemic 
preparedness and control, it is necessary to mitigate fear 
among people, manage rumours, and dispel misinformation 
(Sakurai and Chughtai 2020; Islam et al. 2020). Also, for 
defining rules and regulations for governing this situation, it 
is of utmost importance to analyze the mechanisms driving 
the generation and consumption of fake news.

A study reveals that the tendency for creating and con-
suming COVID-19 related fake news varies greatly around 
the globe (Brennen et al. 2020). A survey carried out by 
Poynter Institute stated that a major chunk of fake news on 
COVID-19 initiated from United States, India, Spain, and 
Brazil (Poynter 2020a, b). The spread and consumption of 
fake news is high in countries such as Brazil, Kenya and 
South Africa where people have tendency to trust online 
media blindly and rely less on authentic sources (Newman 
et al. 2020). Countries with highest internet infiltration dur-
ing “Infodemic” are Argentina and Chile. The rate of inter-
net usage is 92.0–92.4%, respectively. These countries also 
topped the chart for relying on social media as their primary 
source of news 28.0% and 32.0%, respectively. Brazil and 
Colombia had a moderate figure for both metrics. Among 
all the countries, Mexico ranked first in use of social media, 
while Peru and Colombia had the highest indices of incapac-
ity to identify fake news (Nieves-Cuervo GM et al. 2021). In 
countries with high literacy rates such as Germany, Denmark 
and Netherlands, the propensity of fake news is less (New-
man et al. 2020).

In case of Infodemic, an observation can be drawn that 
credibility of information has a relevance with the location 
of news and location in the content. The main finding of this 
study is that the influence of spatial and temporal informa-
tion features on the classification of fake news has not been 
investigated before, to the best of our knowledge. Further-
more, these features are not directly available in any online 
news article. As a result, these features are handcrafted. 
To prove this hypothesis, first research question raised and 
solved in this paper is:

#RQ1 – Is the spatial information related to news (loca-
tion of origin of news or location information inscribed in 
news) linked to the credibility of the news?

The second key observation drawn from the data was that 
there was a relevance of date with the credibility. However, 
such instances of fake news were not limited to the time 

when scientists were struggling to find ways to counter the 
coronavirus but also when the news around COVID-19 vac-
cines started hitting the news headlines. For example, DW 
Fact Check recently debunked many fake scientists’ twitter 
accounts spreading misinformation about the coronavirus 
vaccine altering one’s DNA or the news about Peru forcing 
its people for compulsory COVID-19 vaccinations (Mudge 
and Weber 2020).For example, the spread of fake news has 
resulted in instigating tensions and violence against minority 
communities and healthcare workers in certain parts of the 
world, while 5 G conspiracy theories of coronavirus propa-
gation have resulted in significant property losses to national 
telecommunication infrastructures in the UK (Islam et al. 
2020; Newman et al. 2020). It has also been reported that 
during the COVID-19 pandemic, fake news phenomenon has 
been opportunistically capitalised by individuals to further 
their personal, political and business agendas (UN News, 
2020). Hence, the second question addressed in this work is:

#RQ2 – Is the temporal information such as publish date 
of news linked to its credibility?

To examine our research questions, a thorough survey of 
contributions made in the field of information mining using 
spatial and temporal information was carried out.

The objective of this work is to propose use of spatial 
and temporal information for classification of Fake news 
using LSTM. For this analysis, the dataset COVID19FN 
was compiled and published online for research community 
consisting of 2800 labelled news articles on COVID-19. For 
spatial information, the country information was extracted 
from the text. Temporal information was obtained from the 
date of publishing of the news article. These features along 
with global vectors (GloVe) for word embeddings and word 
length vectors formed the input feature set. A comparative 
analysis of the models—with and without these features to 
analyze the influence of spatial and temporal features is car-
ried out. The proposed framework with spatial and tempo-
ral features has obtained promising results. Various model 
parameters were calculated and reported to achieve optimal 
results in order to ensure prediction accuracy. Source web-
site used for data compilation of COVID19FN are used by 
other research of the fake similar research area like fake 
news detection. Also our dataset is having locations like 
China, Brazil, US, Australia, France, Philippines, Sri Lanka, 
Indonesia, Canada, Germany, Columbia, Japan, Thailand 
and Singapore. It can be observed that these are countries 
most popular among the tourists as shown in Fig. 1. This 
information can prove to be critical to help further dissipa-
tion of fake news and provide location based aid for the aid 
of affected people.

The rest of paper is organized as follows. The following 
section discusses survey of work done in Information Min-
ing using spatial and temporal information. Formulation of 
model for addressing the research questions is explained in 
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the following section. Experimentation carried out on the 
dataset and its analysis is in the following section. Conclu-
sion and directions for future research work are drawn at last.

2  Literature review

To examine these research questions formulated in the pre-
vious section, firstly a thorough survey of contributions 
made using the spatial and temporal information for Infor-
mation Mining is carried out to get in-depth understanding 
of the use and implications of these features for credibility 
assessment.

Choi et al. discovered how repeated online news report-
ing has affected perceptions of the integrity of the press and 
news aggregators. The time and space feature were used to 
determine the repeated publication of identical news content 
by the same news companies (Choi 2017). Lie et al. devel-
oped a coding scheme to turn instances of representation 
into spatial codes to show their latent space positions. Given 
its spatial codes, a multimodal auto-encoder is constructed 
to generate the description of a representation instance. The 
auto-encoder incorporation makes the framework able to 
deal with different data types. Experiments are performed 
under various design conditions and different representa-
tional learning models to show the versatility and efficacy 
of their system.

Moreover, an ensemble approach is proposed that effec-
tively incorporates and validates results from decomposi-
tion of various tensor in clean and coherent groups of fake 
news. This work studies the impact of spatial feature within 
the news as a classifier. The name of country is extracted 

from the text using NER. For the articles with multiple 
extracted values by NER, manual annotation was done. As 
a temporal cue, the publish date was passed as an input to 
the model. Next section throws light on the dataset followed 
by the methodology of experimentation. Comito analyzed 
geo-tagged movements to discover people and community 
behavior. This work proposed a novel methodology to mine 
popular travel routes from geo-tagged posts. The approach 
infers interesting locations and frequent travel sequences 
among these locations in a given geo-spatial region, as 
shown from the detailed analysis of the collected geo-tagged 
data (Comito et al. 2021). Falcone et al. used human activ-
ity dynamics to correlate categories with GPS positions of 
posts on OSN platforms. The Twitter API was used to col-
lect geo-tagged tweets. A supervised learning framework 
analyses the spatial–temporal features of tweets to deter-
mine individual behaviors, which are then utilised to infer 
the location category: eating, entertainment, or work place 
(Leetaru et al. 2013). Another significant contribution using 
the spatial and temporal information was made prove cor-
relation between tweets and real COVID-19 data, proving 
that Twitter can be considered a reliable indicator of the 
epidemic spreading and that data generated by user activity 
on social media is becoming an invaluable source for captur-
ing and understanding epidemics outbreaks (Comito 2021). 
Another interesting work proposed an online algorithm 
that incrementally groups tweet streams into clusters. The 
approach summarizes the examined tweets into the cluster 
centroids. The assignment of a tweet to a centroid uses a 
similarity measure that takes into account both the cluster 
age and the terms occurring in the tweet. Experiments on 
messages posted by users in the Manhattan area show that 

Fig. 1  Histogram of fake news 
depicting country wise instance 
of Fake News
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the method is able to extract events effectively taking place 
in the examined period.

Thus, the spatial and temporal information are potential 
indicators to gain important insights from the text data and 
a lot of interesting pattern analysis and behavior mining can 
be carried out using these information.

From the thorough literature survey, following significant 
findings were made:

 i. The spatial and temporal information are significant 
features to gain insights from the textual data, which 
can be further used for pattern mining or behavior 
analysis.

 ii. The spatial information is not directly and distinctly 
available in the news data.

 iii. The spatial information can be co-related to the cred-
ibility of the news and can be used for automatic veri-
fication of news.

 iv. The spike and rise of fake news can also be linked to 
significant real-time occuring events like pandemic 
spread, war, election, etc.

These findings motivated for the use of these signals for 
credibility assessment of Fake News. To the best of our 
knowledge, no prior contribution use of these indicators for 
classification of fake news.

The dataset used in this work is a Fake News on 
COVID19 [(Agarwal et al. 2020)]. COVID19FN consists 
1740 Fake news articles and 1160 actual news articles on 
the novel coronavirus pandemic. The fake news articles are 
from fact-check engine Poynter while the real ones have 
been obtained from well-known sources such as FactCheck, 
Observador, Snopes and the like. For each article, the data-
set contains several features like titles, text, date published, 
country and source URL. This work focuses on providing 
spatial and temporal features for classification. The explora-
tory data analysis was carried out on the dataset to analyses 
the statistical significance of the proposed features. Figure 2 
describes the distribution of fake news articles according 
to countries. By observing this graph from the data col-
lected, it can be noted that few of the regions contribute 
more in proliferation of fake news. Thus, adding country 
information to our fake news detection model could yield 
positive results. Figure 3 is the date-wise histogram of fake 
news about COVID-19 from January to April 2020. It can 
be observed here that there are spikes at particular dates on 
which the fake news was cooked up. Hence, this could also 
act as a potential classifier.

The process of cleaning the data was trivial as the 
COVID-19FN dataset is well curated. The next section briefs 
about Deep Learning Models and gives.

a brief intuition of the foundations of each one.

3  Proposed approach

The motivation for the dataset is to facilitate the develop-
ment of machine learning models for automatic fake news 
detection during the time of crises. In this task, we frame 
this as a binary classification problem.

The architecture diagram and algorithms below explain 
how the features are extracted and the flow of work. Since 
LSTM model have obtained the state-of-the art results on 
many text classification datasets, the proposed approach is 
built on LSTM neural networks. The algorithm 1 explains 

Fig. 2  Choropleth plot of fake news spread in various countries

Fig. 3  Number of COVID-19 misinformation online
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the process of extraction of spatial features from the news 
text. The flowchart is shown in the Fig. 4 below.

In the above algorithm, Step 1 through 3 tokenizes all the 
sentences in the news articles. The word vectors are tagged 
according to the respective categories. The NER tagger 
identifies named entities (people, places, organizations etc.) 
from a chunk of text, and classifies them into a predefined 
set of categories. The categories regarding the geographic 
locations can be chunked together and parsed with the help 
of entity recognizer as shown in line 6 and 7. The list of 
countries is present in the pycountry.countries. This list is 
then taken as filter to get the valid country information and 
a spatial feature vector is generated as shown in line 8 and 9. 
This vector is added as a classifier to the model. The entire 
work flow is explained in the next algorithm.

In the above algorithm, Step 1 through 8 indicate the con-
version of multi-class fake news detection to a binary clas-
sification by conversion of labels of different truth measures 
(partially true, barely true) to true or false. The reason this 
step was required was because data are collected from dif-
ferent websites and have different measures of truth. Step 
9 is to append the word length and the number of words to 
feature vector in article for all the news data points in the 
dataset. Step 12 is to normalize the values of articles date 
and country value and append it to the feature vector. Step 
13 indicated one-hot encoding for the categorical data of 
country and date values. Step 14 generates the GloVe vec-
tors taking input the article text and the country values. Step 
15 trains the model taking input the encoded date, coun-
try, embedding, and number of words and length of article 
features. Diagrammatic representation of the algorithm is 
presented in Fig. 4. Figure 5 shows the model integrating 
the spatial and temporal feature along with the embedding.

As shown, there are two inputs to the model, one which 
includes an LSTM layer and another that includes structural 
information about the model that is fed into two dense lay-
ers. Vectors generated by GloVe embedding are taken as 
an input. It is allocated a maximum size of 1500. The other 
two inputs are average word length and number of words in 
an article. A concatenation of the two inputs is then done, 
which is again fed to a dense layer. Dropout layer is used for 
reducing any over-fitting that might occur during training. 
Figure 6 describes the model architecture of the deep neural 
network with spatial and temporal information.

As shown in the architecture, there are four inputs to the 
model. Two of them are textual information that are to be fed 
into an LSTM, namely, the article body and spatial informa-
tion that consists of the country name. One of the two inputs Fig. 4  Spatial Feature Extraction
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contain structural information about the text, which includes 
average word length and, number of words in an article and 
the other includes temporal information, that is, day of the 
week. Dropout layers are provided to the model to avoid any 
over fitting conditions. All the inputs are then concatenated 
and given to the final output dense layer.

Labels is a list containing the feature label,  listfalse is a list 
varying degrees of falsehood like pants on fire, conspiracy 

theory, partly false, false etc. Similarly,  listtrue is a list of 
varying degrees of truth. Since the model is a binary clas-
sification model, we change any degree of falsehood or truth 
to a singular False or True label. Moreover, the data set also 
had other labels which were dropped, specified by the drop 
function in the algorithm. W and L are lists of average word 
length of a word in an article and number of words in an 
article, respectively. Normalize is a function that removes 

Fig. 5  Deep Neural Network 
for classification Model without 
Spatial and Temporal informa-
tion

Fig. 6  Deep Neural Network for classification Model with Spatial and Temporal information
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any non-alphabets, symbols, and converts the text into lower 
case and Tokenize is a function which is used for converting 
words into a vectors. GloVe is function that is used for gen-
erating glove embedding (COVID-19 Archives 2020) given 
length. Finally, different features are fed into the model, the 
structure of which is shown in Fig. 7.

The following section presents the results and analysis of 
the proposed approach.

4  Result analysis

The proposed work is to analyse the impact of spatial and 
temporal features for the classification of fake news. Experi-
ments were carried on the same setup with and without the 
features to testify the impact. The result analysis is divided 
into two subsections for better clarification (1) Classification 
without spatio-temporal features and (2) Classification with 
spatio-temporal features.

4.1  Classification without spatio‑temporal features

In the initial run of the experiment, test accuracy of 79.64% 
was achieved by using activation function ReLU in the dense 
layers and activation function Softmax in the last output 

Fig. 7  Comparison of hyperparameters

Fig. 8  Model accuracy vs. epochs

Table 1  Hyperparameters

LSTM units 64, 128
Dense layer input 10, 20
Activation Function ReLU, ELU
Dropout 0.1, 0.3
Batch Size 64, 128
Epochs 10, 30, 50
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layer. The model accuracies on train and test dataset is as 
shown in Fig. 8. 

To achieve the best possible performance metrics, a 
number of hyperparameters were chosen and the model was 

trained on them. The list of all the hyperparameters are given 
in Table 1.

Out of the different hyperparameters, the hyperparameters 
that work best for proposed model are dropout of 0.1, ELU 
activation function, batch size 64, epochs 50 and dense layer 

Table 2  Hyperparameters for 
model with Spatio-Temporal 
features

LSTM units 32, 64, 128
Dense 10
Activation Sigmoid, Softmax
Dropout 0, 0.1
Batch size 64
Epochs 10, 30, 50
Optimizers Adam, Nadam

Fig. 9  Comparision of different hyperparameters

Table 3  Comparison of accuracy of models with and without spatio-
temporal features

Spatio-
temporal 
features

F1-score Val 
F1-score

Accuracy Val accu-
racy

Val loss

Yes 0.974 0.968 0.974 0.967 0.104
No 0.826 0.804 0.826 0.803 0.464
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input of 20 to achieve a validation accuracy of 80.3% and 
f1score of 0.826 (Fig. 7).

4.2  Classification with spatio‑temporal features

Working with Spatio-Temporal features, a validation accu-
racy of 95.24% was achieved by using activation function 
ReLU in the dense layers and activation function Sigmoid 
in output layer. To achieve the best possible performance 
metrics, a number of hyperparameters were chosen and the 
model was trained on them. The list of all the hyperparam-
eters are given in Table 2.

The hyperparameters that work best for proposed model 
are Dropout of 0.1, Sigmoid activation function, batch 
size 64, epochs 50 and Dense layer input of 10 and Adam 
optimizer to achieve a validation accuracy of 96.78% and 
f1-score of 0.974 (Fig. 9). The comparative analysis of the 
proposed model with and without spatial and temporal fea-
tures is shown in Table 3.

5  Conclusion and future scope

This work proposes a novel approach of use of Spatio-
Temporal features for classification of Fake News. After the 
incorporation of spatial and temporal data, proposed model 
has shown promising results to predict domain specific fake 
news prediction on COVID-19 data. On addition of spatial 
and temporal features to the proposed model, we were able 
to achieve much higher accuracy and F1-Score measures of 
97.4% and 0.974, respectively, concluding that spatial and 
temporal features do affect the detection of fake news.

These spatial and temporal information signals derived 
from the true or factual news can be further used to get early 
warnings of other outbreaks such as new variant Omicron. 
A large-scale pandemic assessment can also be performed 
to detect predicted events and enhance preventative efforts. 
Enabling cooperation across time and geography can lead to 
an increase in coordinated clinical governance.
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