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Abstract: Theft is an inevitable problem in the context of urbanization and poses a challenge to
people’s lives and social stability. The study of theft and criminal behavior using spatiotemporal, big,
demographic, and neighborhood data is important for guiding security prevention and control. In
this study, we analyzed the theft frequency and location characteristics of the study area through
mathematical statistics and hot spot analysis methods to discover the spatiotemporal divergence
characteristics of theft in the study area during the pre-COVID-19 and COVID-19 periods. We
detected the spatial variation pattern of the regression coefficients of the local areas of thefts in
Haining City by modeling the influencing factors using the geographically weighted regression
(GWR) analysis method. The results explained the relationship between theft and the influencing
factors and showed that the regression coefficients had both positive and negative values in the
pre-COVID-19 and COVID-19 periods, indicating that the spatial distribution of theft in urban areas
of Haining City was not smooth. Factors related to life and work indicated densely populated areas
had increased theft, and theft was negatively correlated with factors related to COVID-19. The
other influencing factors were different in terms of their spatial distributions. Therefore, in terms of
police prevention and control, video surveillance and police patrols need to be deployed in a focused
manner to increase their inhibiting effect on theft according to the different effects of influencing
factors during the pre-COVID-19 and COVID-19 periods.

Keywords: theft; spatiotemporal distribution; hot spot analysis; geographically weighted regression

1. Introduction

As urbanization accelerates, an increasing number of people are moving to cities,
leading to the problem of urban crime becoming increasingly prominent. The occurrence
of COVID-19 in recent years has had a significant impact on urban development. Criminal
behavior not only disturbs the social order but also seriously threatens people’s daily lives,
personal lives, and property safety, which affects the prosperity and stability of society.
Crime is a particular human phenomenon, and as such, it has a chronological occurrence,
development process, and obvious geographic distribution characteristics.

In 1986, Zhu Xiaoguang [1] proposed the concept of crime geography for the first time
in China, which is defined as the science of studying the spatial, occurrence, and distribution
laws of the current situation of crime. Foreign research on crime geography is ahead of
research in China, and its progress has established the foundation of the development of
crime geography in China.
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Many scholars have studied the social environment and geographic distribution
related to crime geography [2–7]. Schweitzer et al. [8] analyzed the relationship between
the built environment and crime rates in urban residential areas and found that a sense
of community was important in predicting fear of crime. Boessen et al. [9] studied the
extent of socioecological influences on crime at the micro scale of neighborhoods and found
that accounting for multiple scales simultaneously was important in ecological studies of
crime. Mao Yuanyuan et al. [10] used a combination of analytical methods to study the
relationship between the spatial distribution characteristics of crime and environmental
factors, and their results can facilitate crime prevention through urban planning. Zhou
Suhong et al. [11] studied the impact of land use on street robbery cases and suggested that
correlative land use planning guidelines be made to consciously prevent the occurrence of
criminal behavior. The impact of urban facilities on crimes during the pre-COVID-19 and
COVID-19 periods was analyzed independently using negative binomial regression (NBR)
and geographical weight regression (GWR) [12].

Since the outbreak of COVID-19, many scholars have conducted numerous studies
on the impact of COVID-19 on crime. Prevention and control measures had a signifi-
cant inhibitory effect on crime and significantly reduced the number of crimes [13–15].
Nivette et al. collected data on daily counts of crime in 27 cities across 23 countries in
the Americas, Europe, the Middle East, and Asia. Stay-at-home policies were associated
with a considerable drop in urban crime, but with substantial variation across cities and
types of crime [16]. Ashby analyzed crimes in 16 large cities across the United States in the
early months of 2020, and the results were different for different types of crimes, such as
residential burglary, non-residential burglary, and thefts from motor vehicles [17].

In recent studies, researchers have started to include social and economic variables
to interpret the spatial distribution of crime variations during the COVID-19 period.
Ceccato et al. [18] conducted a comparative study of New York in the United States,
Sao Paulo in Brazil, and Stockholm in Sweden and proved that different restrictive poli-
cies led to crime varying by geographic location and economic development level. Sun
Yeran et al. [19] examined the spatial association of COVID-19 infection rates and crime
rates and validated that an increase in COVID-19 cases is likely to reduce the crime rate.
Halford et al. examined the effect of COVID-19 on crime for one UK police force area in
comparison to 5-year averages and found that crime rate changes were primarily caused
by mobility, suggesting the mobility theory of crime change during the pandemic [15].
The effect analysis of prevention and control measures in the context of COVID-19 on
criminal activities after the outbreak of COVID-19 has become a new direction in the field
of criminal geography. Recently, studies have been focused on policies [16,20,21], social
distancing [15,22,23], unemployment [24–26], and population [27,28], but research on the
characteristics of the spatial and temporal distribution patterns of crime and the changes in
the influencing factors of crime before and during the COVID-19 period are rare.

In terms of hotspot analysis, Weisburd et al. [29] studied street crime hot spots in
Seattle from 1989 to 2002 and found that 50% of cases occurred on 4.5% of roadways; Sher-
man [30] found that 50% of crimes in a city occurred in 3–4% of the micro-crime locations.
Ratcliffe [31] proposed a spatiotemporal hot spot matrix showing that crime has three
types of spatiotemporal distribution: dispersed, aggregated, and hot spot. Mahmood [32]
attempted to identify and assess COVID-19 incidence hotspots in the metropolitan area
of Pakistan using a geo-statistical approach. The Getis-Ord Gi* statistical model was ap-
plied to calculate Z-scores and p values for each point location to represent the COVID-19
incidence intensity. The ArcGIS Getis-Ord Gi* statistics tool was used to show the hotspot
mapping and illustrate the spatial distribution and trends of crime in the Saldanha Bay
Municipality [33]. These studies indicate the aggregation and stability of crime hot spots.
Accordingly, the hot spot analysis of crime is important for the identification of the spa-
tiotemporal characteristics of crime and security prevention and control.

Many scholars have explored the intrinsic connection between criminal activities and
spatial environments, but few have used spatiotemporal big data to study theft charac-
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teristics at the neighborhood scale. Geographically weighted regression (GWR) was used
to explore the potential effects of driving factors on COVID-19 counts in the contiguous
United States. Migration (domestic and international) and income factors played a crit-
ical role in explaining spatial differences in COVID-19 deaths across counties [34]. Liu
Lin et al. [35] used multiple linear regression models to analyze the effect of different types
of roads on the rate of theft in public environments. Yan Jun et al. [36] used the GWR
model to study and analyze the influence of geographically relevant factors on the spatial
distribution of crime and found that the influence of factors such as population density
and road network density on the spatial distribution of crime was spatially nonstationary.
As such, analyzing the spatiotemporal characteristics and influencing factors of theft from
the neighborhood perspective using spatiotemporal big data and population density can
improve the practical value of crime and enrich the empirical research of crime geography.

Geographic information system (GIS) spatial analysis is exploratory and verifiable
and can be used to analyze and present relevant factors through data visualization. In this
study, we used GIS as the basic tool for the data processing and analysis methods. We
conducted a crime hot spot analysis and crime spatial autocorrelation analysis using crime
data from Haining City and constructed a GWR model with a weighted assignment of the
crime dataset [37–39]. Analyzing the geographic factors of crime in Haining City and crime
hot spots before and during the COVID-19 period could help to target crime prevention
and management more efficiently, in addition to protecting people’s property and personal
safety and improving people’s sense of security and well-being.

Crime occurs in a certain regional environment, and the distribution of crime in space
is not uniform; however, crime is necessarily related to the socioeconomic, population
density, and spatial environments of an area, and thus exhibits certain spatial and temporal
aggregation characteristics [40]. Existing studies have shown that both the social and built
environment can induce or inhibit the choice of offenders’ place of operation. Therefore,
an understanding of the spatiotemporal distribution pattern of crime and its formation
mechanism is important for public security departments to develop effective and targeted
prevention and control strategies [41]. The main crime-related theories are routine activities
theory (RAT), crime prevention through environmental design (CPTED), crime patterns
theory (CPT), crime generators, and crime attractors.

RAT was created by Cohen and Felson [42], which posits that crimes occur at the
intersection of motivated offenders, suitable targets, and the absence of capable guardians.
This theory emphasizes the opportunity conditions of crime and found that the interac-
tion of victims, offenders, and guardians in a physical space leads to the occurrence of
crime. The spatial element of crime is a key component of the theory, which is impor-
tant for the analysis of the spatiotemporal differentiation and spatial elements of crime.
Brantingham et al. [43] argued that places people travel to and from daily, such as work,
shopping, leisure, and entertainment, are likely to become crime hot spots.

In the 1980s, investigators at the British Home Office summarized CPTED through
a series of studies that validated Clarke’s ideas [44]. The theory shifts the focus of crime
prevention from the offender to the “opportunity structure” of a particular environment
and location. Crime prevention can be achieved through simple and direct targeted rein-
forcement and enhanced control [45–47]. This theory helps citizens and police deal with
daily crime prevention to protect property and reduce victimization.

Criminologists Paul Brantingham and Patricia Brantingham developed CPT, which
emphasizes the role of location characteristics and human activities in shaping the type
and frequency of interactions between people [48,49]. CPT explains the spatial pattern
of criminal events by combining RAT and rational choice theory [50], determining where
offenders commit crimes by suggesting that crimes are most likely to occur in areas where
the activity spaces of both potential offenders and potential victims overlap [51].

The built environment influences the occurrence of crime through different func-
tions [52]. Some specific built environments function as places of daily activity, and they are
often considered to be the main “crime generators” and “crime attractors” [43,53,54]. Crime
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generators are accessible to the public and have a high flow of people, including places
such as shopping venues and public transportation stops [53–55], whereas crime attractors
do not draw a large number of people at the same time but do host many daily activities,
including restaurants, financial institutions, hotels, and bars [56–58]. Offenders can easily
go to crime generators and crime attractors to commit crimes. Therefore, studying the
relationship between POI data and crime has empirical value. Li He et al. [59] used five
types of POIs to measure crime attractors and crime generators and to depict the criminality
of places and impact the opportunities for crime.

These theories show that crime location has a significant influence on crime, and
different location environments have different probabilities of crime occurrence. Through
the study of crime geographic location characteristics, analysis of crime occurrence geo-
graphic factors, and access to urban crime hot spots, we can develop strong guidelines for
crime prevention, security management, and urban planning. Previous scholars seldom
studied the influencing factors of crime during the pre- and COVID-19 period from the
perspectives of spatiotemporal big and demographic data. To fill the gap, we will study the
spatiotemporal distribution and influencing factors of theft during the pre- and COVID-19
periods using hotspot analysis and the GWR model.

2. Study Area and Data Sources
2.1. Overview of the Study Area

Haining City (also known as Chaocheng), a county-level city under the jurisdiction
of Zhejiang Province under the escrow of Jiaxing City, is located in the north of Zhejiang
Province, with a total area of 863 square kilometers (including the water of the Qiantang
River). As of 2021, the city had four streets and eight towns under its jurisdiction, and the
resident population was 1,099,400. The Ping’an Zhejiang index which contains the rate of
crime was used to quantitatively analyze the safety conditions. From 1 January 2019 to
31 December 2020, the monthly data published by the Ping’an Office of Zhejiang Province
showed that Haining City was ranked after 50% in most months, and even the bottom 10%
three times. The level of safety in Haining City was lower compared to most districts in
Zhejiang Province. We cooperated with the Haining Public Security Bureau before and
are familiar with the relevant data and police practices in Haining City. Haining City is at
the forefront of public security information construction and crime prevention and control
practices in China and has collected a lot of basic and crime data. Moreover, Haining City
has a lot of resources in terms of crime prevention and control facilities, with more than
10,000 video surveillance devices being present in the city. Therefore, we chose Haining
City as the study area.

2.2. Data Sources of the Study Area

We obtained crime data for our study from Haining City, Zhejiang, from January
2019 to December 2020, which was provided by the Public Security Bureau of Haining
City. Through the analysis of different types of crime data from 2014 to 2021, we found
that theft accounted for more than 87.65% of the total number of crimes each year and
reached its highest level in 2016, which was 91.76%. Other types of crime accounted for a
relatively small percentage, so we focused on theft. The scope of theft in this paper was
broad, including shop theft, vehicle theft, personal theft, burglary, and other types of theft.

In this paper, the pre-COVID-19 period refers to 1 January–31 December 2019, and the
COVID-19 period refers to 1 January–31 December 2020. The theft data, provided by the
Public Security Bureau of Haining City, have been desensitized and include 3834 records for
2019 and 1824 records for 2020. The data contained only the time of occurrence, the latitude
and longitude of the location, and the type of crime; any sensitive information related to
individuals was not included. The resident population location data, provided by the Public
Security Bureau of Haining City, included the urban area household registration location
data for 2019 and 2020. Neighborhood data were generated from the road network data
(http://map.geoq.cn/, accessed on 6 January 2023). We obtained Haining City urban area

http://map.geoq.cn/
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points of interest (POI) data from the Gaode Map (https://lbs.amap.com/api/webservice/
guide/api/search, accessed on 6 January 2023), including dining and gourmet; company
and enterprise; shopping and consumption; sports and leisure service; financial institution;
hotel accommodation; science, education, and culture; tourist; automotive-related; business
and residence; life service; healthcare; and transportation facilities. We unified the spatial
reference for all the data before our experiments.

After obtaining the relevant data, we used the GIS Analysis Tool to connect the
theft data, POI data, and population location data with the neighborhoods and their
corresponding statistical results. Then, we calculated the number of POIs, population
density, and thefts per unit area of the neighborhood by the area of the neighborhood.

3. Research Methodologies
3.1. Hotspot Analysis

Hotspot analysis is a method to identify statistically significant spatial clusters of high
values (hot spots) and low values (cold spots) within a study area. In this case, a statistically
significant high value (hot spot) or low value (cold spot) indicates that a feature with a high
or low value is surrounded by other features with high or low values. Hotspot analysis
(Getis-Ord Gi*) [60] is primarily used to explore the local autocorrelation of features and to
discover the spatial clustering characteristics of datasets within a study area to explore the
spatial distribution of cold spots and hot spots in datasets:

G∗i =
∑n

j=1 wi,jxj − X ∑n
j=1 wi,j

S

√
[n ∑n

j=1 w2
i,j−

(
∑n

j=1 wi,j)2
]

n−1

, (1)

where xj is the attribute value for feature j, wi,j is the spatial weight between feature i and
j, n is equal to the total number of features, and

X =
∑n

j=1 xj

n
, (2)

S =

√
∑n

j=1 x2
j

n
− (X)2. (3)

Hotspot analysis was performed to delineate the spatial cluster of theft based on
the Getis-Ord Gi* statistic using a fixed distance band in ArcGIS software [61–63]. The
resulting z-scores and p values are used to spatially measure features with either high-
or low-value clusters. This study used z-score values to analyze whether a statistically
significant aggregation or discrete pattern of theft could be identified within the study area.

3.2. Global Spatial Autocorrelation Moran’s I Index

According to Tobler’s first law of geography, spatially adjacent features are more
similar than spatially distant ones in terms of their attribute values. Global Moran’s I is
a statistic used to measure spatial autocorrelation in point data [64,65] and assess spatial
patterning [66]. It is possible to assess three spatial distribution patterns (random, clustered,
and discrete) for theft or variables in space using Moran’s I index [67]. The global Moran’s
I index is calculated as follows:

I =
n
S0

∑n
i=1 ∑n

j wi,jzizj

∑n
i=1 z2

i
, (4)

https://lbs.amap.com/api/webservice/guide/api/search
https://lbs.amap.com/api/webservice/guide/api/search
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where zi is the deviation of an attribute for feature i from its mean
(
xi − X

)
, wi,j is the

spatial weight between feature i and j, n is equal to the total number of features, and S0 is
the aggregate of all the spatial weights:

S0 = ∑n
i=1 ∑n

j=1 wi,jzizj. (5)

3.3. Geographically Weighting Regression

GWR is an extension of the ordinary linear regression model in which the regression
coefficients are no longer globally uniform values but rather are values that vary with
spatial location. Theft data have spatial locations. Cahill and Mulligan argue that one
of the problems with global regression models is that possible variations over space are
suppressed [68]. Hence, we used GWR analysis to conduct our study. The calculation is
as follows:

yi = β0(ui, vi) +
p

∑
k=1

βk(ui, vi)xik + εi i = 1, 2, . . . , n (6)

where (ui, vi) is the coordinate of the ith sampling point (e.g., the latitude and longitude),
βk(ui, vi) is the k regression parameters on the ith sampling point as a function of geo-
graphic location, εi ∼ N

(
0, σ2), and Cov

(
εi, ε j

)
= 0 (i 6= j).

When transforming the GWR model equation into matrix form, we get:

Y = (β⊗ X) · I + ε, (7)

where β denotes the regression coefficient matrix and X denotes the independent variable
matrix.

Expanding Equation (7), we get:

β =


β0(u1, v1) β1(u1, v1) · · · βk(u1, v1)
β0(u2, v2) β1(u2, v2) · · · βk(u1, v1)

...
...

...
...

β0(un, vn) β1(un, vn) · · · βk(un, vn)

. (8)

The β estimate is expressed in matrix form as follows:

β̂(ui, vi) = (XTW(ui, vi)X)
−1

XTW(ui, vi)Y, (9)

where β(ui, vi) in Equation (9) is the observation of the element in Equation (8), and W(ui, vi)
denotes the weight matrix at the ith sample observation point, which is expressed
as follows:

W(ui, vi) =


wi1 0
0 wi2

· · · 0
· · · 0

...
...

0 0

...
...

· · · win

. (10)

In the GWR model, because the regression weight of each sample point changes with
the spatial location of the sample observation points, each sample observation point has a
corresponding weight matrix.

4. Analysis of Results
4.1. Time Distribution Characteristics of Theft

As is shown in Figure 1, in terms of monthly numbers, February had the lowest number
of thefts, with 181 thefts in February 2019 (pre-COVID-19) and 52 crimes in February 2020
(during COVID-19). In all other months in 2019, >240 thefts were committed per month,
and >110 thefts were committed per month in all other months in 2020.
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As is shown in Figure 2, regarding the time of day, 8:00–9:00 and 17:00–18:00 were the
peak commuting periods, during which more theft occurred both in 2019 (pre-COVID-19)
and 2020 (during COVID-19).
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Figure 2. Number of thefts per hour of the day.

We counted the number of thefts that occurred after 8:00 and before 20:00 as daytime
thefts and those that occurred after 20:00 and before 8:00 the next day as nighttime thefts. As
is shown in Figure 3, when comparing daytime and nighttime hours, more theft occurred
during the day than at night.

The number of thefts on weekdays and weekends was calculated based on the occur-
rence dates of thefts in 2019 and 2020. As is shown in Figure 4, it was found that the number
of thefts on weekdays pre- and during-COVID-19 was higher than that on weekends.

4.2. Spatial Distribution Characteristics of Theft

By analyzing the spatial distribution of thefts in the pre- and during-COVID-19 periods,
we found that the hot spots of theft were concentrated in the central region of the study area,
with slightly different boundaries between the two years. The cold spot areas were located
mainly in the southern part of the study area, and the cold spot area increased during the
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COVID-19 period. The hot spot characteristics of theft distribution at the neighborhood
scale are shown in Figure 5.
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The hotspot range of theft shifted to the northeast during the day in the COVID-19
period, and the cold spot area was increased; the hotspot area decreased more significantly
at night. The hotspot characteristics of theft distribution during one day are shown in
Figure 6.
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In both the pre- and COVID-19 periods, hotspots were concentrated in the central area,
and hotspots decreased on both weekdays and weekends during the COVID-19 period.
The characteristics of theft distribution are shown in Figure 7.
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4.3. Spatial Autocorrelation Characteristics of Impact Factors

We analyzed the Moran’s I calculation results to discern the spatial distribution pat-
terns of the dataset. The minimum value of Moran’s I is −1, and the maximum value is
1. When Moran’s I is < 0, the attribute values of the dataset have a discrete distribution
pattern in space. When Moran’s I is closer to −1, similar values have obvious dispersions
in space, and very different values have obvious clustering in space (“high–low” clustering
or “low–high” clustering). If Moran’s I is > 0, the attribute values of the dataset show a
spatial aggregation distribution pattern. When Moran’s I is closer to 1, similar values have
an obvious spatial aggregation (“high–high” aggregation or “low–low” aggregation). If
Moran’s I is 0, the attribute values of the dataset are randomly distributed in space and
there is no spatial autocorrelation.

The results of the Moran’s I test in the pre- and COVID-19 periods are shown in
Tables 1 and 2. We found that all Moran’s I values for 14 independent variables were
>0, and the corresponding p-statistic values of all independent variables were <0.05 (the
significance level was set at 0.05). Thus, the null hypothesis (the alternative independent
variables did not have spatial autocorrelation) was rejected, and the results indicated
that all of the alternative independent variables selected in this study had some spatial
autocorrelation. At the same time, all the independent variables had positive z-score values
and were >2.58, which further indicated that the alternative independent variables had
strong spatial aggregation characteristics and met the conditions for constructing the GWR
model in both the pre- and COVID-19 periods.

Table 1. Moran’s I index test results pre-COVID-19.

Moran’s I Index Expected Index Variance z-Score p-Value

X1 0.942931 −0.001786 0.000412 46.514893 0.000000
X2 0.610315 −0.001786 0.000413 30.107576 0.000000
X3 0.922103 −0.001786 0.000413 45.458592 0.000000
X4 1.025135 −0.001786 0.000411 50.681494 0.000000
X5 0.802339 −0.001786 0.000409 39.750823 0.000000
X6 1.000710 −0.001786 0.000406 49.773963 0.000000
X7 0.855719 −0.001786 0.000411 42.296918 0.000000
X8 0.235030 −0.001786 0.000379 12.167346 0.000000
X9 0.494608 −0.001786 0.000411 24.499080 0.000000

X10 0.724707 −0.001786 0.000413 35.760625 0.000000
X11 1.059239 −0.001786 0.000413 52.215374 0.000000
X12 1.079792 −0.001786 0.000411 53.372033 0.000000
X13 0.995083 −0.001786 0.000413 49.048678 0.000000
X14 0.504677 −0.001786 0.000413 24.934092 0.000000

Table 2. Moran’s I index test results during the COVID-19 period.

Moran’s I Index Expected Index Variance z-Score p-Value

X1 0.852175 −0.001786 0.000413 42.043374 0.000000
X2 0.538961 −0.001786 0.000413 26.596872 0.000000
X3 0.832803 −0.001786 0.000413 41.054320 0.000000
X4 0.768857 −0.001786 0.000411 38.011347 0.000000
X5 0.538303 −0.001786 0.000409 26.718267 0.000000
X6 0.649939 −0.001786 0.000407 32.307992 0.000000
X7 0.913006 −0.001786 0.000412 45.078005 0.000000
X8 0.335604 −0.001786 0.000399 16.898551 0.000000
X9 0.400080 −0.001786 0.000410 19.847979 0.000000

X10 0.722516 −0.001786 0.000413 35.638922 0.000000
X11 0.943492 −0.001786 0.000413 46.514503 0.000000
X12 0.985522 −0.001786 0.000411 48.696948 0.000000
X13 1.005885 −0.001786 0.000413 49.572372 0.000000
X14 0.504381 −0.001786 0.000413 24.919512 0.000000
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4.4. Geographically Weighted Regression Analysis

The dependent variable of this study was the number of thefts in each neighborhood
in 2019 and 2020. According to criminological theory, crime is related to many factors [34].
The point of interest data of this study is closely related to the RAT [42]. The independent
variables were mainly taken from the POI data, including X1–X13, and X14 was the demo-
graphic data. The variables can be divided into the three categories of functional facilities,
transportation conditions, and socioeconomic conditions. The list of influencing factors
(independent variables) is shown in Table 3.

Table 3. List of influencing factors (independent variables).

Classification Variable Name Description Variable Number

Functional Facilities

Dining and Gourmet Number of dining and gourmet establishments per
unit area in the neighborhood X1

Company and Enterprise Number of companies and enterprises per unit
area in the neighborhood X2

Shopping and Consumption Number of supermarkets, convenience stores, and
stores per unit area in the neighborhood X3

Sports and Leisure Services

Number of outdoor fitness places, fitness centers,
campgrounds, golf courses, taekwondo facilities,
ice and snow sports facilities, billiards facilities,
swimming facilities, soccer facilities, table tennis
facilities, badminton facilities, pensioner vacation
facilities, chess and card rooms, KTV bars,
farmhouses, Internet cafes, bars, and playgrounds
per unit area in the neighborhood

X4

Financial Institutions
Number of banks, ATMs, insurance offices, and
investment banking offices per unit area in the
neighborhood

X5

Hotel Accommodation Number of hotels, star hotels, and hotel chains per
unit area in the neighborhood X6

Science, Education, and
Culture

Number of kindergartens, primary and secondary
schools, research units, training units, conventions,
and higher education institutions per unit area in
the neighborhood

X7

Tourist Attractions
Number of parks, squares, monuments, and
religious institutions per unit area in the
neighborhood

X8

Automotive Related
Number of gas stations, charging stations, car
repair shops, car maintenance shops, and car
dealers per unit area in the neighborhood

X9

Business and Residence

Number of residential areas, dormitories,
industrial parks, office buildings, commercial and
residential buildings, and community centers per
unit area in the neighborhood

X10

Life Services

Number of intermediaries, beauty salons,
telecommunication business halls, public toilets,
logistics, bathing and massage sites, launderettes,
and lottery sale locations per unit area in the
neighborhood

X11

Healthcare

Number of general hospitals, specialty hospitals,
emergency centers, pharmacies, animal medical
care clinics, and clinics per unit area in the
neighborhood

X12

Transportation
Conditions Transportation Facilities

Number of subways, bus stops, parking lots, toll
booths, port terminals, and trains per unit area in
the neighborhood

X13

Socioeconomic Resident Population Density Resident population per unit area in the
neighborhood X14
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The values of the independent variables varied widely and did not satisfy a normal
distribution, and thus we obtained the final values of the independent variables using Log
transformation. Before using the GWR model, we checked the multicollinearity of the two
datasets. For the dataset before COVID-19, all variance inflation factor (VIF) values were
<10. Additionally, most were <5, except for X3 and X11. For the dataset during COVID-19,
all VIF values were <10. Additionally, most were <5, except for X3, X11, and X13. Therefore,
the two datasets could be used in the GWR model.

Before using the GWR model for the case analysis, we had to find the appropriate
weight function and bandwidth. In this study, through a large number of simulations,
comparisons, and analyses, we selected the adjusted exponential spatial weight function
and the cross-validation (CV) method to optimize the bandwidth selection.

From Tables 4 and 5, we can see that both the R2 and adjusted R2 values were larger
than the corresponding values of the ordinary linear regression. This result indicates that
the simulation of the GWR model was better than the ordinary linear regression model.

Table 4. Pre-COVID-19 parameter values calculated by different models.

Global Regression GWR

AIC 612.68356 334.823043
AICc 613.564294 532.640665

Residual sum of squares 92.474266 47.851422
R2 0.669023 0.828734

Adjusted R2 0.659914 0.744762

Table 5. Parameter values during the COVID-19 period calculated by different models.

Global Regression GWR

AIC 724.96088 479.972983
AICc 725.841614 675.206209

Residual sum of squares 112.963892 62.105284
R2 0.475052 0.711394

Adjusted R2 0.460604 0.57002

In Tables 4 and 5, the adjusted R2 is a multiple determination coefficient obtained by
adjusting R2. This value can be used to measure the regression fit of the regression model,
and the higher its value, the better it explains the relationship between the dependent
variable and the independent variable. As Table 4 shows, the R2 and adjusted R2 values of
the dependent variable increased compared with the global regression, with the R2 value
increasing by 0.159711 and the adjusted R2 value increasing by 0.084848. In Table 5, it
can be seen that the R2 value increased by 0.236342 and the adjusted R2 value increased
by 0.109416. This result indicates that GWR was a better fit for the relationship between
theft and influencing factors and has more explanatory power compared with ordinary
linear regression that was used throughout the study. In addition, we found that both
the Akaike information criterion (AIC) and AICc values of GWR converged compared
with the ordinary linear regression, which indicated that GWR was more sensitive to the
datasets and significantly improved the fitting performance. In conclusion, the GWR model
had more explanatory power for the independent variable influences on the dependent
variable (theft) and exhibited a significant improvement compared to the ordinary linear
regression method.

We used POI datasets for the GWR analysis. The spatial distribution of regression
coefficients for all case impact factors in the study area of the GWR model are shown in
Figure S1 for the pre- and COVID-19 periods. The summary of GWR coefficient estimates
in the pre- and COVID-19 periods are shown in Tables 6 and 7.

The effects of tourist attractions (X8) were positively correlated, and there was little
difference between the pre- and COVID-19 periods.
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The effects of dining and gourmet (X1), shopping and consumption (X3), business and
residence (X10), and life services (X11) were overwhelmingly positively correlated in the
pre-COVID-19 period. The basic life and work-related areas such as restaurants and food,
shopping, living services, and business residences were all hot spots for theft, but due to
the impact of COVID-19, thefts were negatively correlated with the above factors during
COVID-19, which may be due to the COVID-19 prevention and control policies and the
reduced frequency of residents going outside.

Table 6. Summary of GWR coefficient estimates pre-COVID-19.

Name Min 1st Qu Median 3rd Qu Max

Intercept −0.102 0.242 0.409 0.638 1.030
X1 −0.188 0.056 0.109 0.200 0.361
X2 −0.152 −0.031 0.003 0.039 0.255
X3 −0.074 0.095 0.157 0.216 0.405
X4 −0.163 0.041 0.105 0.136 0.288
X5 −0.151 −0.067 −0.033 −0.002 0.084
X6 −0.191 −0.098 −0.062 0.002 0.115
X7 −0.206 −0.087 0.000 0.082 0.397
X8 0.013 0.104 0.161 0.201 0.684
X9 −0.174 −0.070 −0.028 0.005 0.093

X10 −0.086 0.047 0.125 0.327 0.597
X11 −0.129 0.069 0.135 0.194 0.493
X12 −0.103 −0.014 0.034 0.093 0.304
X13 −0.159 −0.016 0.078 0.137 0.277
X14 −0.104 0.008 0.037 0.062 0.163

Min, minimum; 1st Qu, the first quarter; 3rd Qu, the third quarter; Max, maximum.

Table 7. Summary of GWR coefficient estimates during the COVID-19 period.

Name Min 1st Qu Median 3rd Qu Max

Intercept −0.391 0.023 0.158 0.315 0.645
X1 −0.367 −0.065 0.029 0.076 0.175
X2 −0.113 −0.025 0.016 0.046 0.121
X3 −0.371 −0.037 0.018 0.061 0.204
X4 −0.268 −0.093 −0.042 0.007 0.175
X5 −0.213 −0.153 −0.099 −0.037 0.107
X6 −0.170 −0.086 0.069 0.210 0.445
X7 −0.206 0.002 0.09 0.177 0.286
X8 −0.041 0.216 0.324 0.420 0.791
X9 −0.128 −0.035 0.021 0.132 0.280

X10 −0.146 −0.036 0.039 0.128 0.454
X11 −0.146 −0.007 0.037 0.093 0.292
X12 −0.285 −0.028 0.068 0.178 0.384
X13 −0.094 0.172 0.255 0.327 0.559
X14 0.010 0.080 0.117 0.158 0.226

Min, minimum; 1st Qu, the first quarter; 3rd Qu, the third quarter; Max, maximum.

Transportation facilities (X13) and resident population density (X14) were most posi-
tively correlated with thefts during COVID-19, which indicated that these two factors are
key targets for the prevention and control of theft in the COVID-19 period and that densely
populated areas, transportation facilities, and distribution areas require strengthened secu-
rity and control.

The effect of sports and leisure service facilities (X4) was mostly positively correlated
pre- COVID-19 and was mostly negatively correlated in the during COVID-19. The effect
of hotel accommodations (X6) was negatively correlated pre-COVID-19 and was negatively
correlated in the northern region but positively correlated in both the south and west during
the COVID-19 period. This is likely because the population flow was less intense during
the COVID-19 period, especially in the northern region, while the population flow was
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greater in the pre-COVID-19 period, and the suppression of the surrounding population
was obvious. Hotel accommodations (X6) were the public security focus of the deployment
of video surveillance, and its deterrent effect on theft was great.

The effect of companies and enterprises (X2) had similar impacts in the pre- and
COVID-19 periods, indicating that COVID-19 had little impact on theft around companies
and enterprises. The effect of financial institutions (X5) was positively correlated with
theft in the COVID-19 period and shifted to the west. The effect of science, education, and
culture facilities (X7) was different in the north and south, with a positive correlation being
seen in the south and a negative correlation observed in the north pre-COVID-19; negative
correlations were identified in the west and northwest during the COVID-19 period. The
positive correlation effect of automotive-related facilities (X9) shifted to the northern region
during the COVID-19 period. The negative correlation effect of healthcare facilities (X12)
was located in the center and the eastern region, and negative correlations appeared in the
northern region during the COVID-19 period.

A detailed analysis of the results of the GWR model demonstrated its ability to
discriminate the spatial heterogeneity of the factors influencing theft. Different influencing
factors had different theft coefficients; thus, crime prevention and control can be carried
out through the analysis of different regional influencing factors. The spatiotemporal
characteristics, spatial distribution, and influencing factors of theft in the pre- and COVID-
19 periods were different. The study of quantitative relationships has strong significance
for guiding security prevention and control. Prevention and control efforts should be
strengthened for those influencing factors that were positively correlated, especially those
with larger coefficients, to prevent the occurrence of theft.

5. Conclusions and Discussion

In this study, we conducted a spatiotemporal analysis and geographic modeling using
spatiotemporal big data, demographic data, neighborhood data, and theft data. This
study analyzed the theft data of Haining City in the pre- and COVID-19 periods using
mathematical statistical methods. The number of thefts decreased significantly in the
COVID-19 period. The daily, weekly, and monthly trends were similar in the pre- and
COVID-19 periods. The hotspot spatial distribution area decreased in the during COVID-19.
A greater number of thefts occurred during the peak commuting periods, and a greater
number occurred during the day than at night. In terms of police deployment and public
security prevention and control, it is necessary to increase police patrols in the peak months
and hours of theft so as to have a deterrent effect on theft.

When using the hot spot analysis (Getis-Ord Gi*) method to analyze the theft hot
spots in 2019 and 2020, the results showed that the theft hot spots were clustered, with 99%
confidence level hot spot areas being concentrated in the center of the study area and 90%
confidence level cold spot areas being concentrated in the south of the study area. In the
hot spot area, police patrol, video surveillance deployment, and other measures should
be increased. In the cold spot area, these measures should be appropriately reduced. For
the global spatial autocorrelation analysis, we used Moran’s I index to test the results in
the pre- and COVID-19 periods. All the Moran’s I indexes were >0, and all the z-score
values were >2.58, with obvious clustering benefits. These results can help guide precise
police deployment to theft hot spots. Mathematical analysis and temporal distribution
characteristics can support urban planning and enhance public safety. In hot spot areas,
police prevention and control measures need to be increased by implementing measures
such as video surveillance, patrol cars, and security booths, and police presence can be
reduced in cold spot areas.

We used the GWR model to detect the spatial variation pattern of the local regional
regression coefficients of theft in Haining City and to explain the relationship between
theft and their influencing factors. After analyzing the model regression results, we found
that thefts in the study area were not smoothly distributed in space. Through an analysis
of the GWR model results, we found that the effect of tourist attractions was positively
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correlated with theft, with little difference between the pre- and COVID-19 periods. The
effects of dining and gourmet, shopping and consumption, business and residence, and
life service areas varied greatly. These four factors are related to basic life and work and
represent densely populated areas for theft, but due to the impact of COVID-19, theft
was negatively correlated with the above factors during the pandemic, which may be
related to the COVID-19 prevention and control policies implemented in this city. The other
influencing factors were different in terms of their spatial distribution. Police prevention
and control measures can be adjusted according to the influencing factors of theft in the
pre- and COVID-19 periods. Points of interest that strongly positively correlate with theft
require an increased police presence, and vice versa. In urban public security planning,
land use planning should be conducted to reduce the agglomeration of factors with a great
influence on the crime rate. Combined with police planning, video surveillance should be
deployed to reduce the occurrence of theft, increase the efficiency of theft detection, and
ensure the safety of the public’s lives and property. The results of this study are important
for understanding the spatial evolution of crime under the influence of major public health
emergencies and for formulating scientific strategies for crime prevention and control.

Crime is a complex phenomenon that is the result of a combination of multiple factors.
More studies on influence factors and internal relationships should be added to explore
the influence mechanism of theft and other types of crime under different scenarios. By
looking at different types of crime and time points of crime occurrence, we can study the
impact of crime more granularly in order to tackle it with better placed video surveillance
in the future. For example, according to the time smoothness of daily changes over the
course of a week, we can focus on the regular characteristics and mechanisms of action
under daily changes. For different types of crime, we can analyze the R2 value and adjusted
R2 and AIC values using the GWR model, which can be used to study the mechanism of
action of crime impact. Additionally, we will distinguish the types of theft and conduct
more refined studies from different perspectives in future work. Based on the POI data
from multiple years, the length of the research time series should be increased to study the
impact characteristics of crime in different years. Video surveillance deployment should be
closely integrated with factors of high crime impact to have a greater inhibitory effect on
crime. However, the deployment of video surveillance does not necessarily and inevitably
reduce the occurrence of crime, because the crime rate is related to the type of crime, the
time of the crime, and other influencing factors of crime.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/ijgi12050189/s1, Figure S1: Spatial distribution of regression
coefficients for all case impact factors in the study area of the GWR model in 2019 (pre-COVID-19)
and 2020 (during COVID-19).
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