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Abstract—A speaker adaptation strategy is described that
is based on finding a subset of speakers, from the training
set, who are acoustically close to the test speaker, and using
only the data from these speakers (rather than the complete
training corpus) to reestimate the system parameters. Further,
a linear transformation is computed for every one of the selected
training speakers to better map the training speaker’s data to
the test speaker’s acoustic space. Finally, the system parameters
(Gaussian means) are reestimated specifically for the test speaker
using the transformed data from the selected training speakers.
Experiments showed that this scheme is capable of providing an
18% relative improvement in the error rate on a large-vocabulary
task with the use of as little as three sentences of adaptation data.

Index Terms— Data transformation, speaker adaptation,
speaker clustering.

I. INTRODUCTION

I N THE LAST few years, several advances have been
made in improving the error rate of continuous-speech-

recognition systems [1]. For instance, the best word-error rates
on test data drawn from theWall Street Journal(WSJ)data
base—as reported by different participants in theWSJ task
[1]—hover in the neighborhood of 7–8% for large-vocabulary
speaker-independent systems. Though this represents a reason-
able level of performance on this particular test data, there is
still scope for further improvement. One way to improve the
performance of these systems is to make the system parameters
speaker dependent. However, large-vocabulary systems tend to
have a large number of parameters, and in order to robustly
estimate these parameters, a large amount of training data
is needed. This implies that the test speaker will have to
furnish a large amount of data to specifically train the system
to his/her speech. This is usually not a practical solution.
Consequently, there is increasing interest in speaker adaptation
techniques that require only a small amount of data from the
test speaker. This data is used to move the parameters of the
speaker-independent system toward speaker-dependent values.

In this paper, we present a speaker adaptation method that
is based on finding a cluster of speakers who are acoustically
“close” to the test speaker, then individually transforming each
of these training speakers’ data to bring it closer to the test
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speaker’s acoustic space, and using this transformed data to
estimate the model parameters.

II. TECHNICAL BACKGROUND

A. System Overview

We will first briefly describe the IBM large-vocabulary
speech recognition system. Essential aspects of the system
used in the experiments here have been described earlier
[2]–[4]; however, we will summarize the main features here.

1) Signal Processing:A 60-dimensional (60-D) feature
vector is extracted from the input waveform at regular intervals
of 10 ms [4]. The processing involves 1) computing 24-
band mel cepstra using a 25 ms window for the fast Fourier
transform (FFT), 2) splicing together the cepstra from the
adjacent frames on either side of the current frame (typically

resulting in a 216-dimensional vector), and 3) applying
a linear transformation that brings the dimensionality of the
vector down to 60-D.

The linear transformatiom mentioned above is actually a
composition of two linear transformations derived from the
training data using linear discriminant analysis [4]. In the first
step, the linear discriminants of the unspliced 24-dimensional
(24-D) cepstra are obtained, and applied on the cepstra. There
is no change in dimensionality at this stage. The second step
of the technique attempts to capture the dynamics of speech
in this transformed 24-D space. This is done independently
for each dimension, of the transformed space. Theth
component of the transformed cepstra across frames
are taken and linear discriminants are obtained to maximally
separate subphonetic classes on the basis of this -
dimensional vector. Subsequently, the 60 most discriminative
projections are chosen and put together with the first rotation
to give the final composite transformation.

2) Acoustic Models:Words are represented as sequences of
phones. Each phone is further divided into three subphonetic
units, which correspond roughly to the beginning, middle, and
end of each phone. The system uses context-dependent hidden
Markov model (HMM) acoustic models for these subphonetic
units. For each subphonetic unit, a decision tree is constructed
from the training data [2]. Each leaf of the tree corresponds
to a different set of contexts. The acoustic observations that
characterize the training data at each leaf are modeled as a
mixture of 60-D Gaussian probability density functions (pdf’s),
with diagonal covariance matrices. The HMM’s used to model
the leaves are simple two-state models, with a self-loop and
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a forward transition. For an observed acoustic vector, we
compute the pdf value at each leaf. However, the pdf values are
not used directly. In order to obtain a more robust model, we
compute the rank of each leaf by sorting the entire set of pdf
values. The output distribution of each HMM is modeled as a
discrete distribution on the ranks [3]. The system used in this
paper had approximately 6000 leaves and 17 000 Gaussians.

3) Training Data: The training corpus for theWSJ task
consists of 100–200 utterances from each of 284 speakers. The
total corpus size is about 35 000 utterances. A transcription of
each utterance at the word level is available. If a word has
multiple possible pronunciations, we refine the transcription
to indicate which particular pronunciation was used in that
utterance. We also indicate the presence of pauses between
words. Both these modifications to the original word-level
script are done automatically. Once the modified transcription
is available, it is easily turned into the corresponding sequence
of leaves using the Viterbi alignment procedure, and each
acoustic vector from an utterance can be identified with the
leaf it belongs to.

B. Review of Adaptation Techniques

Some adaptation schemes that have been proposed recently
include transformation methods [5]–[7], maximuma posteriori
(MAP) estimation [8], [9], etc. In [5], the speaker-independent
system is transformed to come closer to the test speakers
acoustics by applying a linear transformation on the means
of the speaker-independent Gaussians. The transformation
is computed so as to maximize the likelihood of the test
speaker’s adaptation data. The scheme used in [6] is similar
(the transformations are however constrained to be diago-
nal)—here, the assumption is made that the acoustic space
of the test speaker and the training data are related by a linear
transformation, and the model parameters are reestimated for
the test speaker by applying this transformation on the means
and covariance matrices of the speaker-independent system.
Another related scheme that applies a nonlinear transformation
on the training data, in order to map it to the test speakers
space, is the metamorphic transformation of [7]. In contrast to
these transformation schemes, [8] and [9] attempt to obtain a
Bayesian estimate of the model parameters from the limited
amount of adaptation data available from the test speaker.
These schemes assume a prior distribution on the model
parameters, that leads to a very simple adaptation process.

In contrast to the above schemes, the adaptation scheme
described here is based on the fact that the training data
contains a number of training speakers, some of whom are
closer, acoustically, to the test speaker, than the others [10].1

If the model parameters are reestimated from the subset
of training speakers who are acoustically close to the test
speaker, they should be reasonably close to the speaker-
dependent parameters that would be obtained by training on
large amounts of data from the test speaker (if such data were
available) [13], [14].2

1Some similar ideas have recently been reported in [11] and [12].
2The simplest implementation of such a clustering strategy would be

gender-dependent processing.

A further improvement on speaker-clustering can be ob-
tained if the acoustic space of each of these training speakers
is transformed to come even closer to the test speaker, to
minimize the mismatch between the test and training data. This
may be done by using linear [5] or nonlinear [7] techniques;
in this paper, for reasons of simplicity, we have opted to use
the maximum likelihood linear regression (MLLR) technique
of [5].

The adaptation scheme is described in more detail in the
following section, and is shown to be capable of giving
reasonable improvements in performance with a very little
amount of adaptation data. The notation used in the rest of
the paper is as follows: underlining will be used to represent
a column vector, and double underlining will be used to
represent a matrix.

III. T HE ADAPTATION PROCEDURE

The adaptation procedure is summarized in Fig. 1, and com-
prises the following steps. First, construct an acoustic model
for each of the speakers in the training corpus. Next, using the
adaptation data to characterize the test speaker, find a subset of
the training speakers who are acoustically “close” to the test
speaker. Then, compute a linear transform using the MLLR
technique of [5] to map the acoustic space of each selected
training speaker closer to the test speaker’s acoustic space.
Finally, reestimate the Gaussians of the speaker-independent
model using the transformed data from the selected training
speakers. The various steps in the adaptation procedure are
described next.

A. Models for the Training Speakers

For the purpose of speaker clustering, it is necessary to
obtain an acoustic characterization of each the 284 training
speakers in order to determine which training speakers are
close to the test speaker. We chose to model the acoustic
characteristics of each speaker by a single Gaussian per leaf
(6000 Gaussians).3 However, the 100–200 utterances that are
available from each training speaker are not sufficient to
obtain robust estimates of the parameters of the speaker-
dependent models. Consequently, we used Bayesian adaptation
techniques [8] to smooth each speaker-dependent model with
a speaker-independent model.

For purposes of notation, let denote the total number of
leaves, denote the dimension of the acoustic features, and

denote the parameters of a speaker-
independent acoustic model that models each leaf with a
single diagonal Gaussian is a -dimensional vector and

is a diagonal matrix); further, let the th training
speaker be parametrized by with
being diagonal. The MAP reestimation strategy of [8] assumes
a prior distribution on the parameters being estimated,

and attempts to find

(1)

3Because of storage constraints, the training speaker models (6000 Gaus-
sians) are much smaller than the speaker-independent and speaker-adapted
systems (17000 Gaussians).
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Fig. 1. Adaptation procedure.

where is the training data from theth speaker. In [8],
it was shown that the choice of a normal-Wishart density for
the the prior distribution on the Gaussian parameters,
resulted in a convenient estimation strategy. Consequently,
choosing the prior distribution to be of the form

(2)

leads to the reestimation formulae

(3)

(4)

where

const (5)

Here, is thea posterioriprobability of the leaf at time
conditioned on all acoustic observations and the terms

are usually referred to as the E-M counts. The
parameter in the expression for the prior distribution (2) is
usually chosen to be a constant.

B. Speaker Clustering

The next step in the adaptation procedure is to find a subset
of the training speakers who are closest to the test speaker.
The adaptation data from the test speaker is first decoded
using a speaker-independent system (with 17 000 Gaussians)
in order to obtain a transcription. Subsequently, the data is
Viterbi aligned against the transcription and each acoustic
observation is tagged with a leaf id. The acoustic likelihood
of the adaptation data, conditioned on this alignment, is then
computed using each training speaker’s model, and the training
speakers are ranked in the order of this likelihood. The top
speakers are then picked as being acoustically close to the test
speaker.

C. Transform Computation

A transformation to bring a training speaker’s data closer to
the test speaker’s acoustic space may be computed in several
ways [5]–[7]. For reasons of simplicity, we have opted to use
the MLLR technique of [5]. We will briefly summarize this
procedure next. Recall that we have already obtained a tran-
scription of the adaptation data using a speaker-independent
system with 17 000 Gaussians. Using this transcription and
the speaker-independent model, it is possible to compute the
posterior probability, , of the th leaf at time conditioned
on all the acoustic observations in the adaptation data. Unlike
the MLLR technique, however, is not obtained using the
model for the th training speaker, but is obtained using the
gender-independent model.4

We will assume that a linear transformation, is applied
to the means of the training speaker’s model, and compute
the transformation so as to maximize the likelihood of the
adaptation data, given the training speaker’s model. This is
equivalent to minimizing the following objective function [5]:

(6)

Here, is a matrix, and is a vector
obtained from as The reestimation
formulae for are identical to those in [5] and will not be
repeated here.

In the above development, it was assumed that the same
matrix was applied to all means. However, if sufficient data
is available, it is possible to compute several transformations,
with different transformations being applied to disjoint clusters
of leaves. The clusters can be obtained based on the acoustic
similarity of the leaves using a bottom-up procedure as in [5].

4The reason for doing this was that the models for the training speakers
are very crude (only 6000 Gaussians); consequently, one could expect the
alignment of states produced by using these models to be much poorer than for
the case where the larger gender-independent model is used. The expectation
maximization (EM) algorithm typically gives the posterior probability,cj(t)
of the jth Gaussian, at timet; conditioned on all the acoustic observations.
By summing these probabilities over the Gaussians that model a leaf,i; the
posterior probability of the leaf at timet; ci(t); conditioned on the acoustic
observations can be obtained.
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D. Reestimation of the Gaussians

Once the transformations have been computed, one possi-
bility is to accumulate the transformed model means of the
selected training speakers to obtain the means of a speaker-
adapted system. However, as the training speaker models used
only 6000 Gaussians, this would result in a speaker-adapted
system with only 6000 Gaussians. This is not desirable, as our
original objective was to obtain a speaker-adapted version of a
much larger system that had 17 000 Gaussians. Consequently,
though the above formulation computed a linear transforma-
tion on the training speaker models, in the final stage of the
adaptation procedure these transformations will be applied to
the training data rather than to the models. The rationale for
this comes from the fact that the transformed means of the
training speaker’s model can be obtained either by applying
a linear transformation on the original means of the speaker,
or by applying the same transformation on the training data,
and then estimating the means from the transformed data. The
transformed data is then used to reestimate the means of the
larger 17 000 Gaussian system. For the case where multiple
transformations are applied to a training speaker, it is necessary
to know what leaf (context-dependent subphonetic state) an
acoustic observation corresponds to, in order to apply the
appropriate transformation. This information is obtained from
an existing Viterbi alignment of the training data.

The Gaussian means are reestimated from the training data
of the selected speakers using the reestimation formulae given
below. Let

• be the th acoustic observation from theth speaker;
• be the leaf (context-dependent subphonetic state) cor-

responding to the acoustic observation;
• be the th Gaussian of theth leaf of the speaker-

independent system
• be the posteriori probability of theth Gaussian of

the leaf conditioned on the current acoustic observation,
and the alignment, i.e., summing over all the
Gaussians that model the current leafequals one;

• be the transformation corresponding to theth leaf of
the th speaker.

Then, the mean of theth Gaussians modeling leafmay be
reestimated as

(7)

IV. EXPERIMENTAL RESULTS

This section summarizes the results of various experiments
that were conducted to evaluate the speaker-adaptation algo-
rithm. One set of test data (Test 1) comprised of 20 sentences
from ten speakers (five males, five females). The test speakers
were drawn from theWSJ SI-37 training data base.5 The

5The reason for selecting the test data was that each of the test speakers has
around 1200 sentences of data that can be used to estimate a speaker-dependent
system, and thus compare its performance with that of the speaker-adapted
system.

TABLE I
TEST 1

system used to transcribe the test data had 6000 leaves, and
17 000 Gaussians modeling the leaves. The language model
used was the official 20 K language model that was provided
by the National Institute of Standards and Technology [1]
for the November 1994 Advanced Research Projects Agency
(ARPA) evaluation, which represents a 97.6% coverage of
the test vocabulary. The adaptation data for each test speaker
ranged from 3–30 sentences (20–220 s). The other set of test
data (Test 2) comprised about 15 sentences (150 s) from each
of 20 speakers from the November 1994 evaluation data of
the WSJtask. Unsupervised adaptation was used in all cases,
i.e., the adaptation data was transcribed with the speaker-
independent system, and the transcription used for further
processing.

A. Speaker Selection

The first experiment examines the effect of picking a subset
of training speakers who are close to the test speaker,
and reestimating the model parameters from the training
data provided by the selected speakers. The adaptation data
comprised of three sentences from each speaker (20 ss). The
performance of the system is shown in Table I as a function
of the number of selected speakers, and is seen to provide, at
best, a relative improvement of 6.6%.

An interesting observation may be made at this stage by
examining the training speakers who are hypothesized to be
close to the test speaker. Fig. 2 shows the distance between a
male test speaker and each of the 142 male and 142 female
training speakers in theWSJSI-284 corpus. For the sake of
ease of interpretation, the distances have been sorted before
being plotted, and the distances to the male and female training
speakers are plotted separately. It can be seen that if the closest

training speakers were selected, they could include male as
well as female speakers.

B. Speaker Selection and Transformation

In this experiment, three sentences 22 s) from each
test speaker were used as the adaptation data, and a global
transformation was computed for each test-training speaker
pair. Table II shows the error rate as a function of the number
of training speakers, selected to reestimate the Gaussians
of the adapted system. For comparison purposes, the error
rate obtained with the MLLR adaptation scheme [5] is also
shown. It can be seen that the MLLR scheme of [5] yields
a 10.3% improvement over the baseline. In contrast, the
best performance of the clustering/transformation technique
corresponds to using and is around 18% better than
the baseline system, a relative improvement of 7.7% over the
MLLR scheme. The value of will be used in all
subsequent clustering/transformation experiments.
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Fig. 2. Distances between a test speaker and the training speakers.

TABLE II
TEST 1

C. Effect of Increasing Amount of Adaptation Data

In this experiment, we examine the effects of using addi-
tional adaptation data, and of using multiple transforms to map
each training speaker’s data into the test speaker’s acoustic
space. We conducted two experiments that used three and
15 sentences, respectively, of adaptation data from each test
speaker. For the former case, as the amount of adaptation
data is very limited, it was only possible to estimate a single
global transformation for every test-training speaker pair; for
the latter case, there is sufficient data to compute more than
one transformation per speaker-pair, with acoustically similar
leaves sharing a transformation. The use of the bottom-up
procedure mentioned in Section III-C resulted in an average of
two transformations being made for each test-training speaker
pair. The value of (number of training speakers selected
as being close to the test speaker) was set to 50. The results
are shown in Table III. For comparison purposes, the error
rates obtained with the MLLR scheme are also shown. It can
be seen from the table that, though the performance improves
with the use of additional adaptation data, the improvement
due to the additional data is quite small; increasing the
amount of adaptation data five-fold only increases the relative
improvement from 18 to 19.5%.

D. Comparison to Speaker-Dependent Baseline

In this experiment, we compare the performance improve-
ment obtained by the clustering/transformation technique to

speaker-dependent results. As mentioned earlier, around 1200
sentences are available for each test speaker, and we used
Bayesian adaptation [8] to reestimate the model paramaters for
each test speaker from this data. As 1200 sentences represents
a fairly large amount of training data, we will assume that the
performance of the Bayesian adapted system is very close to
speaker-dependent performance. The results obtained with the
Bayesian adapted system are summarized in Table IV, along
with the results obtained with the clustering/transformation
adaptation scheme with three adaptation sentences.

It can be seen from Table IV that the adaptation technique
proposed in this paper, with the use of only three adaptation
sentences, gives an 18% relative improvement in the error rate;
that is more than half the 30% relative improvement that can
be obtained by speaker-dependent training with 1200 sentences
of speaker-dependent training data.

E. Auto-Adaptation on WSJ Task

Finally, in this experiment, we present results using auto-
adaptation on the Test 2 data. As mentioned earlier, this data
comprises about 15 sentences 150 s) from 20 speakers,
and represents a standardized data base that was used for the
November 1994 evaluation of theWSJtask. The test data was
first transcribed with the speaker-independent system, and all
of this data was used as the adaptation data for reestimating
the model paramaters. This resulted in an average of three
transformations being made per test-training speaker pair. As
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TABLE III
TEST 1

TABLE IV
TEST 1

TABLE V
TEST 2

in earlier experiments, was set equal to 50. The same
data was then redecoded using the adapted model. The results
of the experiment are summarized in Table V. The results
obtained with the MLLR scheme are also shown in the table.
From Table V, it can be seen that the clustering/transformation
scheme provides a relative improvement of 17%, which is
about 4.5% better than the 12.5% improvement provided by
the MLLR scheme.

V. COMPUTATIONAL COMPLEXITY

The performance improvement of the cluster-
ing/transformation technique is obtained, however, at the
expense of a large increase in complexity. As mentioned
in Section III, the various steps involved in the cluster-
ing/transformation scheme during the decoding process are

1) selecting training speakers who are closest to the test
speaker;

2) computing a transformation that maps each training
speaker to the test speaker;

3) applying the transformation to either the training speaker
models, or the training speakers data to reestimate the
model parameters for the test speaker.

The computational cost of selecting the closest training
speakers is relatively small, and the major part of the com-
putation is associated with steps 2 and 3. In step 2, a separate
linear transformation is computed using the MLLR technique
for each test-training speaker pair; hence, the computation in
this step is times that of the MLLR scheme (typically,

The computation required in step 3 depends on
whether the transformation is applied on the selected training
speaker’s models, or on the training speaker’s data. In the
former case, the computation is negligible, but a penalty is
incurred in terms of storage, as full-scale models for all the
training speakers have to be stored (284 speakers8 Mbytes
per speaker). In the latter case, a computational penalty is

incurred because the training data has to be processed again
to reestimate the model means.

However, in spite of the increased complexity, there are
several tasks, such as the ARPA-sponsoredWSJ [4] and
Hub 4 task [15], [16], or the Switchboard task, where the
adaptation algorithm proposed in this paper is particularly
applicable because 1) the computational complexity is not a
major constraint in these tasks, and 2) the amount of available
adaptation data is very limited (15 sentences in theWSJtask,
as few as one or two sentences in the Hub 4 task), and from
the experimental results of Section IV-B, for small amounts
of adaptation data, the algorithm presented in this paper can
provide a fair amount of performance improvement over that
provided by the MLLR technique.6

VI. CONCLUSION

A speaker-adaptation strategy was described that is based on
finding a subset of training speakers in the training corpus who
are acoustically the most similar to the test speaker, and then
computing a set of linear transforms for each of the selected
training speakers that maps the training speaker’s data closer
to the acoustic space of the test speaker. The Gaussians of
the speaker-independent system are then reestimated using
the transformed data from the selected training speakers.
The scheme is computationally more complex than other
adaptation schemes such as [5]; however, it is seen to provide
a fair amount of gain over these other schemes. Comparisons
with the performance of speaker-dependent systems (estimated
from 1200 sentences) also showed that this adaptation scheme
is able to go more than half the way to speaker-dependent
performance with as little as three sentences of adaptation data.
Also, the performance of the scheme does improve with the
amount of adaptation data; however, this improvement is not
very large, and most of the gain is obtained with the first few
sentences of adaptation data. The main applicability of the
adaptation scheme is felt to be in tasks such as the ARPA-
sponsoredWSJand Hub 4 tasks, etc., where the amount of
adaptation data is very limited, and computational complexity
is not a major constraint.
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