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Speaker Identification Within Whispered
Speech Audio Streams
Xing Fan and John H. L. Hansen, Fellow, IEEE

Abstract—Whisper is an alternative speech production mode
used by subjects in natural conversation to protect the privacy.
Due to the profound differences between whisper and neutral
speech in both excitation and vocal tract function, the perfor-
mance of speaker identification systems trained with neutral
speech degrades significantly. In this paper, a seamless neu-
tral/whisper mismatched closed-set speaker recognition system
is developed. First, performance characteristics of a neutral
trained closed-set speaker ID system based on an Mel-frequency
cepstral coefficient–Gaussian mixture model (MFCC-GMM)
framework is considered. It is observed that for whisper speaker
recognition, performance degradation is concentrated for only a
subset of speakers. Next, it is shown that the performance loss
for speaker identification in neutral/whisper mismatched con-
ditions is focused on phonemes other than low-energy unvoiced
consonants. In order to increase system performance for unvoiced
consonants, an alternative feature extraction algorithm based on
linear and exponential frequency scales is applied. The acoustic
properties of misrecognized and correctly recognized whisper are
analyzed in order to develop more effective processing schemes.
A two-dimensional feature space is proposed in order to predict
on which whispered utterances the system will perform poorly,
with evaluations conducted to measure the quality of whispered
speech. Finally, a system for seamless neutral/whisper speaker
identification is proposed, resulting in an absolute improvement
of 8.85%–10.30% for speaker recognition, with the best closed
set speaker ID performance of 88.35% obtained for a total of 961
read whisper test utterances, and 83.84% using a total of 495
spontaneous whisper test utterances.

Index Terms—Mel-frequency cepstral coefficient (MFCC), ro-
bust speaker verification, speaker identification, vocal effort, whis-
pered speech.

I. INTRODUCTION

W
HISPERED speech is a natural mode of speech produc-

tion that may be employed in public situations to pro-

tect the content of speech information. When speaking on a cell
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phone in a public setting, a speaker may prefer to whisper when

providing their credit card number, bank account number, or

other personal information. When customers make hotel, flight,

or car reservations by telephone, they may whisper to provide in-

formation regarding their date of birth, credit card information,

and billing address. Doctors may whisper if it is necessary to

discuss patient medical records in public settings to maintain pa-

tient confidentiality. Aphonic individuals, as well as those with

low vocal capability, such as heavy smokers, speak in a whisper

mode as their primary form of oral communication.

The speech spectra will reflect significant differences be-

tween whisper and neutral speech1 production. Differences

include a complete loss of voiced excitation structure, and a

shift in formant center frequencies in low frequency regions

[1]–[5]. Zhang and Hansen [1] showed that changes in vocal

effort result in a significant impact on speaker identification

(speaker ID) performance, and whisper results in the most

serious loss of system performance. Given that speaker de-

pendent whisper adaptation data is generally not available in

real scenarios, these differences present a major challenge in

maintaining effective speaker ID system performance.

Recently, several studies have considered compensation

of whisper for neutral/whisper mismatch in speaker ID sys-

tems. In [6], an 8%–33% relative improvement in speaker ID

was achieved using 5 to 15 seconds of whispered speech per

speaker. In [7] and [8], compensation strategies based on fre-

quency warping, score competition, and feature mapping were

discussed for whispered utterances, based on a corpus of ten

male subjects. Our study in [9] suggested that features based on

short-time analysis fail to capture the most salient speaker ID

information for whisper frames with low signal-to-noise ratio

(SNR), based on a corpus of ten female subjects. However, no

study has considered in detail the variations between whispered

and neutral speech among different speakers, and their effect

on neutral-trained Mel-frequency cepstral coefficient–Gaussian

mixture model (MFCC-GMM) speaker ID systems. Some

studies have considered silent speech interfaces (SSIs), which

replace traditional acoustic microphones with sensors that cap-

ture unvocalized speech [10]–[12]. However, these SSI systems

require a contact microphone, ultrasound imaging, or magnetic

field sensors, which preclude practical use outside specialized

applications.

The present study employs a corpus of whisper utterances

from the UT-VocalEffortII corpus. Section II discusses pro-

duction and acoustic characteristics of whispered speech. In

Section III, two neutral trained closed-set speaker ID systems

1In this study, the term “neutral speech” refers to modal speech produced at
rest in a quiet soundbooth.
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based on a PLP-GMM, and an MFCC-GMM architecture are

formulated. It will be shown that for whisper speaker recog-

nition, the degradation is concentrated among a certain subset

of speakers, while system performance for other speakers is

consistent with that of neutral speech (e.g., the degradation in

performance for speaker ID under whisper is not the same for

all speakers). In Section IV, audio streams with whisper and

neutral speech are each separated into two classes: unvoiced

consonants, and other phonemes, based on the fact that whis-

pered and neutral speech is similar for unvoiced consonants

[2], [13].2 The Kullback–Leibler divergence between whisper

and neutral GMMs of each speaker trained with unvoiced

consonants, and other phonemes, is proposed in order to assess

separability, and speaker ID experimental results based on

these two phoneme clusters are analyzed. It will be shown

that for unvoiced consonants, the performance degradation of

whisper speaker recognition is not as severe as that for other

phonemes. Alternative feature extraction methods based on

exponential and linear frequency scales are then proposed, to

address unvoiced consonants, and speaker recognition eval-

uations demonstrate the methods’ effectiveness in capturing

speaker dependent information. Section V analyzes the acoustic

properties that cause degradation in phonemes other than un-

voiced consonants, and a confidence space is proposed to

detect the quality of whispered speech for the speaker ID task.

Finally, a speaker ID system that addresses the neutral/whisper

mismatched situation is introduced in Section VI, followed

by evaluations. Conclusions and a summary of this study are

drawn in Section VII.

II. WHISPERED SPEECH PRODUCTION AND

ACOUSTIC CHARACTERISTICS

In neutral speech, voiced phonemes are produced through a

periodic vibration of the vocal folds, which regulates air flow

into the pharynx and oral cavities. However, for whispered

speech, the shape of the pharynx is adjusted such that the

vocal folds do not vibrate, resulting in a continuous air stream

without periodicity [14]–[18]. Changes in focal fold physiology

due to functional voice disorders, trauma, or disease can cause

changes to speech production which can often appear to take

on whisper speech characteristics. Previous algorithms have

focused on modeling and detection of such changes in speech

production traits [15], [16]. However, here the focus is on a

healthy vocal system. Fig. 1 shows the dramatic difference be-

tween neutral and whispered speech waveforms of the sentence

“Guess the question from the answer” from the same speaker.

The whispered speech waveform is lower in amplitude and

lacks periodic segments.

Significant differences in the speech production process result

in the following acoustic differences between neutral and whis-

pered speech: first, there is no periodic excitation or harmonic

structure in whispered speech. Second, the locations of lower

frequency formants in whispered speech are shifted to higher

2Unvoiced consonants include fricatives, stops, and affricates. Non-unvoiced
consonants include vowels, nasals, glides, liquids, and diphthongs, which can be
provided in either a “voiced” excitation mode under neutral speech production,
or an “unvoiced” excitation mode as seen under whispered speech.

Fig. 1. Waveforms of neutral and whispered speech.

frequencies compared to neutral speech [2]. Third, the spectral

slope of whispered speech is flatter than that of neutral speech,

and the duration of whispered speech is longer than that of neu-

tral speech [1]. Fourth, the boundaries of vowel regions in the

F1-F2 frequency space also differ from neutral speech [2], [19],

[20]. Finally, whispered speech has much lower energy com-

pared with neutral speech. Due to these differences, traditional

neutral trained speaker ID systems degrade significantly when

tested with whispered speech.

III. BASELINE SYSTEM DESIGN AND

PERFORMANCE CHARACTERISTICS

A. Corpus

This study employs the UT-VocalEffort II corpus developed

in [21]. The corpus consists of a total of 112 speakers, with 37

males and 75 females. Whispered and neutral speech from a

subset of 28 female native speakers of American English are

used in our study. The corpus consists of both read and spon-

taneous parts, with three sections making up the read part. In

the first read section, each subject reads 40 sentences in both

neutral and whisper mode. The text content of these sentences

was drawn from the TIMIT database and the sentences are pho-

netically balanced. In the second section, two paragraphs from

a local newspaper were read by each subject. For each para-

graph, four whisper-islands were produced with each island in-

cluding 1–2 sentences. In the third section, the paragraphs from

the second section were read again. However, instead of sen-

tences, five phrases were read in whispered mode, with each

phrase consisting of 2–3 words in duration. For the spontaneous

part, the data collection environmental was designed to result in

a natural conversation [21]. The spontaneous part consists of

two sections. In the first section, a list of randomly organized

pieces of Key information, including names, addresses, phone

numbers, and credit card numbers were provided to each sub-

ject. Key information was randomly chosen to be spoken either

with whispered or neutral mode. In the second section, each

subject was asked ten questions, such as “name three of your

favorite movies,” “what do you think of the weather in Dallas.”

Each subject was free to choose to answer three of the topic

questions with whisper and the remaining seven with neutral
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TABLE I
CLOSED-SET SPEAKER RECOGNITION PERFORMANCE

FOR MFCC AND PLP BASED SYSTEMS

speech. The answers were limited to 1–2 sentences. The whis-

pered and neutral streams of all subjects were manually sepa-

rated to constitute the whisper and neutral corpora. From [21],

we also note that all recordings include a 1-kHz 75 dB pure-tone

calibration sequence to provide ground-truth on vocal effort for

all speakers and sections. Speech data was digitized using a

sample frequency of 16 kHz, with 16 bits per sample. Speech

from all speakers was windowed using a Hamming window of

32 ms, with an overlap of 16 ms for the entire speech processing

phase in this study.

B. Baseline System Design

In this section, closed-set speaker recognition experiments

are conducted using read whispered and neutral speech in train/

test matched/mismatched conditions. Three different commonly

used features are considered for our baseline system: 19-dimen-

sional static MFCCs, 38 dimensional static+delta MFCCs, and

12-dimensional static perceptual linear predictive coefficients

(PLPs) [22]. In the train/test configuration for the neutral/neu-

tral scenario, an average of 50 read neutral train utterances and

20 read neutral test utterances are used per speaker. For the

train/test of the neutral/whisper scenario, an average of 70 neu-

tral read utterances from each speaker are used for training and

an average of 34 whispered read utterances of each speaker are

used for testing. For the whisper/whisper scenario, an average of

20/14 whispered read utterances from each speaker are used for

train/test. Finally, for the whisper/neutral scenario, on average a

set of 20 whispered read utterances from each speaker are used

for training and 20 neutral read utterances are used for test. The

differences in each of these scenarios for train/test are due to the

available native speech material from UT-VocalEffort II.

In our baseline system, silence parts of whisper and neutral

speech are first removed using a dynamic energy threshold that

depends on the SNR of each particular sentence block sequence.

Next, a 64-mixture universal background model (UBM) is con-

structed using the Expectation–Maximization (EM) algorithm

with features extracted from all available training data. A

Gaussian mixture model (GMM) for each speaker is obtained

afterwards using maximum a posteriori (MAP) adaptation

with whispered and neutral speech, respectively. The results of

closed-set speaker ID are listed in Table I.

From Table I, it can be seen that for the matched train/test

whisper condition, the performance of MFCC-GMM and

PLP-GMM systems are comparable to the traditional neu-

tral/neutral matched train/test condition. This illustrates that

whispered speech contains sufficient speaker information for

effective speaker ID. However, due to the lack of excitation,

and vocal tract dependent differences between whispered and

Fig. 2. Confusion matrix for neutral trained MFCC-GMM system when tested
on whispered utterances. The matrix entries are displayed graphically by a log-
arithmic gray scale according to the legend at right.

neutral speech, a portion of the speaker dependent information

carried in neutral speech is lost or distorted in whispered

speech (e.g., 94.41% versus 99.10%). Based on the four mis-

matched/matched scenarios, a number of key observations

are clear from the results. First of all, for the train/test in

neutral/whisper, results from Table I suggest that static MFCCs

generally outperform static PLPs for our speaker ID task. It

is noted as well, that the static MFCC system outperforms

the static + delta MFCCs system for neutral/whisper train/test

scenario. This is because the duration of whispered speech is

generally longer than that of neutral speech. The results also

suggest that there is speaker dependent structure contained

in neutral speech that is also presented in whispered speech,

but sufficient differences exist that cause a significant loss

in closed-set speaker ID performance (e.g., 99.10% versus

79.29%). Alternatively, for the train/test in whisper/neutral,

there is a profound loss in speaker ID performance (e.g., 9.45%

versus 99.10%). This suggests that there is speaker-dependent

structure within neutral speech that can be used for training

to capture specific speaker structure in whisper. However,

the speaker dependent structure of whispered speech is so

profoundly different from the structure of neutral speech, that

training with whisper for neutral speaker ID becomes infeasible.

Based on the performance for the train/test neutral/whisper

condition, we choose the static MFCC-GMM as our baseline

system.

C. Speaker ID Performance Variations Among Different

Speakers

This section discusses the variation in speaker ID perfor-

mance for whispered speech among different speakers. A

confusion matrix for the static MFCC-GMM system is shown

for the neutral/whisper train/test scenario in Fig. 2. The gray

scale key to the right indicates that darker shades denote a

higher probability that the input speaker is recognized as the

corresponding correct speaker. Thus, darker diagonal entries

indicate stronger system performance. The number along the

and axis is the closed-set speaker index. From Fig. 2, it can be

observed that the accuracy varies significantly across speakers.

For example, for Speakers 4 and 12, an accuracy of 100.0%
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Fig. 3. Distribution of accuracy among speakers.

is achieved when models are trained with neutral speech and

tested with whispered speech. However, for Speaker 18, only

46.0% of the whispered utterances are correctly identified.

There are also 19 speakers from the total of 28 speakers for

which system accuracy is between 70%–90%. These results

illustrate an interesting property of whispered speech: some

speakers maintain sufficient speaker dependent structure under

whisper condition, so that no additional processing or system

changes are needed when neutral speech models are employed,

while others fail completely. This suggests a new approach

to whisper speech based speaker ID, where “consistent” or

“good” speakers are identified with no additional processing,

and others are routed to alternative compensation methods.

Fig. 3 summarizes the distribution of closed-set speaker

recognition accuracy across the speaker set using neutral

trained models and whisper test material. The axis represents

the percentage of speakers whose overall closed-set speaker

ID accuracy(%) falls into the accuracy range listed along the

axis. From Fig. 3, it can be seen that whispered utterances from

14.3% of the input speakers can be used for speaker recognition

with a 90% accuracy, while 10.7% of the speakers can only be

recognized correctly with whispered speech 50%–70% of the

time. An assessment of speaker information, such as their age,

height, weight, years of formal education, and place of birth,

was also considered to determine if such factors might influence

or contribute to speaker ID performance degradation between

neutral/whisper. However, no factors were found to be statis-

tically correlated with sustained whisper performance using

a neutral-trained speaker ID system. The speaker recognition

results here suggest that the similarity of speaker information

between neutral speech and whispered speech depends on how

the speaker produces whisper. We will refer to those whisper

utterances that contain speaker dependent structure sufficiently

similar to that seen in neutral utterances to be correctly rec-

ognized by a neutral-trained system as “high-performance

whisper” (HPW) in the remainder of this paper. As such, those

whisper utterances that are not valid for speaker ID with a

neutral trained system will be referred to as “low-performance

whisper” (LPW). It should be noted that LPW does contain

speaker information. However, the dissimilarity of speaker in-

formation in these utterances to speaker information in neutral

speech results in low system performance.

IV. PHONEME ANALYSIS FOR SPEAKER ID

WITH WHISPERED SPEECH

A. Baseline Phoneme Analysis

In [2] and [10], it was shown that the acoustic characteristics

of vowels and voiced consonants differ significantly between

whispered and neutral speech, while the spectral properties of

unvoiced consonants are relatively similar between whispered

and neutral speech. This section addresses the question: Is the

degradation in speaker ID for the neutral/whisper mismatched

scenario dependent on those two broad phoneme classes?

This phase employs only the read portion of the UT-Vocal-

Effort II corpus. Unvoiced consonants in both neutral and whis-

pered speech are first separated from all other phonemes. For

simplicity, this section will refer to phonemes other than un-

voiced consonants, such as vowels, liquids, glides and diph-

thongs, as non-unvoiced consonants.3 It is noted that, due to the

absence of periodic excitation, the voiced consonants in whis-

pered speech are similar to the unvoiced consonants. This im-

plies that voiced/unvoiced phoneme pairs, such as (z, s), (zh,

sh), (t, d), (dzh, tsh), etc., are not separated. In order to determine

those frames that belong to unvoiced consonants, three measure-

ments are made for each frame i: the total energy in each of the

frequency bands: 100–4000 Hz, 4000–8000 Hz, and 100–8000

Hz. These measurements are denoted as , , and (e.g.,

low “l” freq, high “h” freq, and everything “e” in the frequency

range with “i” as the frame). Next, the ratio of to is cal-

culated and denoted as , where is the frame index. The

relative symmetric entropy in the frequency domain is also cal-

culated as shown in (1) in order to compare the spectral structure

of neighboring frames in the high frequency domain

(1)

where . This term is obtained because most

of the spectral energy of unvoiced consonants is concentrated

in the higher frequency domain, while the energy of most

vowels is concentrated in lower frequencies. A threshold can

be set for both and to separate out unvoiced consonant

frames. Experimental results demonstrate the effectiveness of

this method in detecting unvoiced consonants. Therefore, we

obtain an unvoiced consonant neutral/whisper corpus and a

non-unvoiced consonant neutral/whisper corpus for analysis

by using this procedure. Further discussion is included and

associated with Fig. 12 in Section VI. Next, 19-dimensional

static MFCC vectors are extracted as features for training and

testing the speaker ID systems.

Four 64-mixture GMMs are trained for each speaker using

the following automatic detected data sets: neutral-unvoiced

consonants (ne-uc), neutral-non-unvoiced consonants (ne-nuc),

whisper-unvoiced consonants (wh-uc), and whisper-non-un-

voiced consonants (wh-nuc). The Kullback–Leibler divergence

[24], which provides a measure of the distance between two

3We note here, that these phonemes are normally voiced but under the whis-
pered speech, there is no voiced excitation, hence we use the label “non-un-
voiced.”
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probability distributions, is employed here to assess the dis-

tance between whisper and neutral GMM models. Each GMM

is represented in as

(2)

where is the prior probability of each mixture, and

is a multi-dimensional (19-D) Gaussian with an

observation vector , mean vector , and covariance matrix

. Here, only a diagonal covariance matrix is considered.

Next, all mixtures of each GMM are fused into one mean vector

and variance vector as shown as

(3a)

(3b)

Next, the KL divergence between GMM and can be

obtained through (4)

(4)

where is the dimension size. A symmetric KL divergence

between and is thus obtained by (5). If two GMMs

are similar, the KL divergence between them will be small (but

not necessarily zero). Alternatively, if two GMMs are quite dif-

ferent, their KL divergence will be large.

(5)

The KL divergence is first calculated between the ne-uc

GMM and wh-uc GMM for each speaker. The same procedure

is conducted for the ne-nuc GMM and wh-nuc GMM for each

speaker. For unvoiced and non-unvoiced consonants, the KL

divergences are also normalized respectively with the means

for comparison. Fig. 4(a) shows the result of the divergence

between the ne-uc GMMs and wh-uc GMMs corresponding to

each speaker, and Fig. 4(b) presents the same results for the

ne-nuc GMMs and wh-nuc GMMs.

From Fig. 4, it can be seen that the KL divergence of the

unvoiced consonant GMMs between whispered and neutral

speech is much smaller compared to that for the non-un-

voiced consonant GMMs. For example, the KL divergence

ranges from 0.05–0.34 among all 28 speakers for unvoiced

consonant GMMs, with an average value of 0.16, while for

the non-unvoiced consonants, the KL divergences range from

0.3–1.3, with an average value of 0.64. This result confirms the

observation that unvoiced consonants do not vary as much as

other phonemes between whispered and neutral speech. It is

also noted that, compared with non-unvoiced consonants, the

variance of the KL divergence between whispered and neutral

speech among different speakers is generally much smaller for

unvoiced consonants. The normalized KL divergence ranges

Fig. 4. KL divergence of (a) unvoiced, and (b) non-unvoiced consonant GMMs
between whispered and neutral speech.

from 0.1 to 0.18 among all 28 speakers for unvoiced con-

sonant GMMs. However, for those GMMs constructed with

other phonemes (non-unvoiced consonants), the normalized

KL divergence ranges from 0.33 to 0.67 and has a larger

variance across the speaker pool. Therefore, we conclude

that the loss in speaker ID performance due to whispered test

data is primarily due to changes in the acoustic properties of

non-unvoiced consonants.

B. Speaker Recognition Based on Unvoiced/Non-Unvoiced

Consonant GMMs

In this section, speaker recognition experiments are con-

ducted based on ne-uc GMMs and ne-nuc GMMs. For unvoiced

consonant GMMs, the test data is drawn from the read whis-

pered and neutral unvoiced consonant sections for all speakers,

and for the non-unvoiced consonant GMMs, the test data is

obtained from the read whispered and neutral non-unvoiced

consonant portions from all speakers. Table II summarizes the

closed-set speaker ID results. It can be seen that for the non-un-

voiced consonant part, the mismatch between whisper and

neutral produces a significant performance degradation, with an

absolute 40.8% reduction in speaker ID performance. However,

for the unvoiced consonant portion, whispered speech causes

only a 7.27% degradation. It is noted that the performance of

GMMs trained with unvoiced consonants is not comparable to

those trained with non-unvoiced consonants, when testing is

performed with neutral speech. This is mainly caused by two

reasons: first, there is limited formant structure contained in

unvoiced consonant speech, except for those formant structures

stemming from neighboring vowels. Thus, the potential speaker

dependent information contained in unvoiced consonant speech

is limited and cannot convey sufficient speaker dependent

structure compared to that from other phonemes (mostly

vowels). Second, since most of the spectral information from

unvoiced consonant speech is contained in high frequencies,

feature vectors that emphasize more low frequency structure,

such as MFCCs, cannot completely capture the necessary

spectral structure in the high frequency domain. In order to

capture as much speaker-dependent information from unvoiced



FAN AND HANSEN: SPEAKER IDENTIFICATION WITHIN WHISPERED SPEECH AUDIO STREAMS 1413

TABLE II
RECOGNITION RESULT FOR UNVOICED/NON-UNVOICED CONSONANT

consonant speech as possible, a new feature extraction method

is developed, in place of MFCCs, in the next section.

C. Modified LFCC and EFCC

Since there are differences in the spectral energy distribu-

tion between unvoiced consonants and other phonemes, fea-

ture vectors based on alternative scales are expected to per-

form better than applying a single scale for all phonemes. Also,

based on analysis from Section IV-B, feature extraction methods

that emphasize low frequency components more than high fre-

quency components, such as MFCCs, are not effective for un-

voiced-consonant phonemes. This section discusses feature ex-

traction methods based on both linear and exponential frequency

scales similar to that proposed for speech under stress in [25].

Different from our study in [7], [8], here we propose to apply

both scales for feature extraction of only unvoiced consonants.

The general form of the exponential mapping function first

proposed in [25] is employed in this study

Hz (6)

The values of and are obtained by solving the following two

equations:

(7a)

(7b)

(7a) is obtained by requiring that the exponential and Mel-scale

warping functions be equal at the Nyquist frequency. (7b) is ob-

tained by minimizing the absolute value of the partial deriva-

tives of (6), with respect to and when Hz. Here,

Hz is chosen based on our experiment in [7]. After

solving (7a) and (7b), we obtain and .

Hence, the exponential scale function used here will be

(8)

Fig. 5 illustrates the three mapping functions: 1) the orig-

inal mel-scale, 2) the explored exponential-scale, and 3) the

linear-scale. The computation of the cepstral coefficients based

on the exponential-scale and linear-scale mapping functions is

similar to MFCCs. A set of 26 triangular bandpass filters are

placed according to the corresponding mapping function. Next,

the cosine transform is applied to the log energies obtained from

the filter banks with cepstral liftering applied afterwards. For

simplicity, the cepstral coefficients obtained through the expo-

nential mapping function will be refereed to as EFCCs, and

Fig. 5. Mel, exponential, and linear scale warping function.

TABLE III
CLOSED-SET SPEAKER RECOGNITION RESULTS FOR

UNVOICED CONSONANT SPEECH

Fig. 6. Comparison of SNR for high- versus low-performance whispered
speech for speaker ID.

those from the linear mapping function will be referred to as

LFCCs.

Speaker recognition experiments are conducted in order to

compare performance for MFCC, LFCC, and EFCC features

for unvoiced consonants. GMMs for each speaker are trained

with 19-dimensional static MFCC, LFCC, and EFCC features

extracted from unvoiced consonants. Because there is very little

spectral energy in the lower frequencies of most unvoiced con-

sonants, the starting frequency of MFCC, LFCC, and EFCCs

is moved above 0 Hz. Our experiments show that an upper

frequency value of 300 Hz results in the best performance.

Table III summarizes the speaker recognition results based

on MFCC, LFCC, and EFCCs. The results show that the best

performance is achieved with LFCCs, with a 4.89% absolute

improvement, compared to the system based on MFCCs. It

is noted that while this may not be large, it is obtained with

little change in the computational requirements or training

paradigms. Performance of the system based on EFCCs also
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Fig. 7. Phrase “from the answer” from two speakers in both neutral and whispered speech mode: (a) lower SNR whisper from speaker I, (b) higher SNR whisper
from speaker II, (c) neutral speech from speaker I, (d) neutral speech from speaker II.

improves compared with MFCCs. This result confirms that a

frequency scale that emphasizes higher frequency components

is more effective for feature extraction of unvoiced consonants

in speaker recognition systems.

V. ANALYSIS OF DEGRADATION IN NON-UNVOICED

CONSONANT FOR SPEAKER ID

Section IV-B showed that the mismatch between whispered

and neutral speech, which causes performance degradation in

neutral trained speaker ID, comes mainly from non-unvoiced

consonants. This section considers the acoustic differences be-

tween whisper and neutral speech among those phonemes, and

its effect on the performance of an MFCC-GMM system.

A. Effect of SNR

This section analyzes the effect of SNR on the performance of

a speaker ID system for the neutral/whisper mismatched condi-

tion. As noted earlier, whispered speech is divided into two sets:

high- and low-performance whisper. The SNRs of high- and

low-performance whisper are calculated based on the average

energy within silence versus the average energy of the speech

part for each whisper utterance, and are further classified into

four SNR sets: 7 dB, 7–15 dB, 15–23 dB, and 23 dB. The

proportion of utterances in each of the SNR ranges among all ut-

terances is calculated separately for high- and low-performance

whisper. The results are shown in Fig. 6.

From Fig. 6, it can be seen that a large percentage of the high-

performance whisper utterances are of larger SNR than that of

low-performance whisper. For example, the percentage of high-

performance whisper with SNR above 23 dB is 37%, which is

20% higher than that of the low-performance whisper speakers.

Meanwhile, 53% of the low-performance whisper has an SNR

between 7–15 dB, while only 29% of high-performance whisper

is in this area. This result suggests that the estimated SNR may

be used as a feature to differentiate high- and low-performance

whispered speech.

SNR may provide a clue to speaker ID performance due to

the inherent limitations of features based on short-time analysis.

We note that all audio files are noise-free, so SNR here is related

to the balance between silence and speech signal energy. Fea-

ture vectors, such as MFCC and LFCC, attempt to represent the

spectral energy/power envelope along the continuous frequency

domain (for example, from 100–8000 Hz). Hence, when part of

the spectral information is lost because of low vocal effort, the

neutral-trained model will fail to capture some speaker-depen-

dent components for the mismatched whispered test data. Fig. 7

shows spectrograms of the phrase “from the answer” from two

distinct speakers in both neutral and whispered speech modes.

One speaker [Fig. 7(a)] demonstrates a lower SNR whisper with

8.2 dB (note: the corresponding neutral speech has an SNR of

25.7 dB), while the second speaker [Fig. 7(b)] displays a SNR

of 20.0 dB (with the corresponding neutral speech having an

SNR of 27.9 dB). As seen in Fig. 7, for whisper with high

SNR, despite the differences that exist with respect to neutral

speech including formant shifting and the absence of excitation,

the overall spectral structure is generally preserved. Therefore,

feature vectors based on MFCCs still possess similar structure

between neutral and whispered speech. However, for whisper

with low SNR, due to their low volume caused by the way

the speaker produces whisper, a portion of the formant struc-

ture is lost or reduced relative to the background silence floor,

or in some cases completely missing, even though the actual

background silence/noise level is very low. Hence, it is more

likely that feature extraction methods based on short-time anal-

ysis will cause neutral trained systems to degrade significantly

when tested with lower SNR whispered speech.

It should be noted that there remain a number of subjects

with relatively low SNR whisper that are still recognized cor-

rectly using neutral speaker ID models. For example, even when

the SNR is below 7 dB, among all the whisper utterances be-

longing to both high- and low-performance groups in this area,

40% of the utterances still provide correct speaker recognition
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Fig. 8. Comparison of normalized mean of UBMs for high/low-performance
whisper.

performance. When the SNR is between 7–15 dB, 35% of the

whisper speakers are correctly recognized. Therefore, the SNR

is not the only property that dictates the quality of whispered

speech performance for speaker recognition. The next section

explores other acoustic properties that impact speaker ID system

performance.

B. Effect of Other Acoustic Properties for Whisper

It has been shown that the SNR for whispered utterances can

be employed to identify high- versus low-performance whis-

pered speech for speaker ID. In this section, we further explore

the differences between these two kinds of whispered speech, in

order to identify acoustic properties that lead to improved per-

formance levels.

In order to compare differences in spectral structure between

high- and low-performance whisper, two UBMs are trained

using the log energy output from a 26-band linear scale fil-

terbank. The means of each Gaussian mixture of the UBM

are fused using (3a), and normalized with respect to the total

power. The log of the mixture mean is plotted for high- and

low-performance whisper UBMs in Fig. 8.

From Fig. 8, it can be seen that the distribution of spectral

energy of high- and low-performance whisper differs mainly in

two ways: first, the spectral slope for low-performance whisper

is greater (i.e., steeper slope) than that of high-performance

whisper. This result suggests that the spectral slope is related

to the performance of the neutral trained speaker ID system

on whispered speech. This phenomenon is related to the fact

that whispered and neutral speech share similar structure in

the higher frequencies [5], [8]. Therefore, observations that

contain more spectral information in higher frequencies should

have a higher probability of correct speaker recognition using

a neutral-trained speaker ID system. We can also observe from

Fig. 8 that high-performance whisper has a clear reduction of

spectral energy between 1000–2000 Hz compared to low-per-

formance whisper. Before suggesting an explanation, it is

noted that formant shifts between whispered and neutral speech

occurs primarily in the F1, F2 region, and there are almost no

shifts towards high frequency in the range of F3 and F4 [2],

[4]. Therefore, whisper has a lower chance of being correctly

recognized for speaker ID because more information exists in

TABLE IV
COMPARISON OF SPECTRAL TILT FRAME DISTRIBUTION BETWEEN

HIGH- AND LOW-PERFORMANCE WHISPER

TABLE V
COMPARISON OF �����

�

� �	
� � : RATIO ENERGY IN 1–2 kHz VERSUS 1–8 kHz

the F1 and F2 area, and less in F3 and F4 area. This suggests

an explanation for why low-performance whisper generally has

a higher percentage of spectral energy between 1000–2000 Hz

than high-performance whisper.

Based on observations from Fig. 8, two acoustic properties

are suggested in order to further separate high/low-performance

whisper. First, spectral tilt is used in order to measure the en-

ergy of the high-frequency components. The method developed

by Hansen [26] is applied to calculate the spectral tilt for high-

and low-performance whisper utterances. Table IV lists the

frame distribution of spectral tilt among the two performance

classes of whisper, respectively. It is observed that 75.6% of

the lower performance whisper frames has a spectral tilt that is

lower than 2 dB/octave compared with 52.6% for high-per-

formance whisper speakers. 40.6% of the high-performance

whisper frames for all speakers have a spectral tilt between 2

to 1.5 dB/octave compared to 23.58% of the low-performance

whisper. For a spectral tilt above 1.5 dB/octave, only 0.8% of

the low-performance whisper frames has a spectral tilt in this

area compared with 6.8% of high-performance whisper. The

results in Table IV confirm our observations from Fig. 8.

Next, in order to measure the percentage of spectral energy

present in the 1000–2000 Hz band (based on the energy gap

seen in Fig. 8), we calculate the ratio of the energy in 1000–2000

Hz to the energy in 1000–8000 Hz, which will be referred to as

�����
�
� �	
� � . The distribution of �����

�
� �	
� � among high/

low-performance whisper speakers is summarized in Table V.

This result also confirms the observation from Fig. 8, where

whisper frames with more energy in 1000–2000 Hz performs

more poorly for speaker recognition. For example, only 0.8% of

the low-performance whisper frames has a �����
�
� �	
� � lower

than 0.3. However, 28.6% of the high-performance whisper has

a �����
�
� �	
� � in this area. Meanwhile, there is 57.7% of low-

performance frames with �����
�
� �	
� � above 0.4 compared

with 23.8% of high-performance whisper frames. This suggests

that the spectral slope and �����
�
� �	
� � could be used as com-

plimentary indicators of high versus low-performance whisper

based speakers for speaker recognition.
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C. Confidence Space

In this section, we establish a process for identifying speakers

whose whispered speech is effective for speaker ID. It is noted

that most compensation strategies developed so far for whis-

pered speech attempt to conduct compensation directly on

all whispered speech [7], [8]. Because this study has shown

that a portion of the whispered speech may be used directly

for speaker recognition, compensation is not necessary for

all whispered speech, and in fact may even reduce system

performance if processing is applied to high-performance

whisper. Sections V-A and V-B considered the effects of SNR,

spectral tilt and ������
� ���� � on performance degradation of

a MFCC-GMM speaker ID system for whispered non-unvoiced

consonants. Based on the results obtained from these two sec-

tions, we propose a two-dimensional feature space to measure

the quality of whispered speech with the goal of achieving

improved speaker ID performance.

First, since the ������
� ���� � and spectral tilt both represent

the distribution of spectral energy along the frequency axis, they

are combined in order to constitute an �� parameter (spectral

representative) as follows:

(9)

This �� parameter is found experimentally. The nonlinear

term, with , is introduced so the value of �� will increase

faster with a larger value of spectral tilt (such as 1.5 dB/oc-

tave) than if we employ a linear term of spectral tilt, such as

. In this case, if a whisper utterance

has a spectral tilt above 1.5 dB/octave, there is more chance

that it will have a larger value of ��, even though it has a rela-

tively high ������
� ���� � (such as 0.5) that will otherwise pro-

duce a smaller value for ��. It is noted that the range of values

of SR is a number greater than zero and generally less than 40,

based on the speech features extracted in our study.

Next, the �� and ��� terms can be employed to constitute

a two dimensional space, which will be referred to as the confi-

dence space for assessing the quality of the input whisper data.

For each test whisper utterance, we obtain �� and ���. The

values of these two parameters provide a position in the confi-

dence space, which represents whether this is believed to be a

high- or low-performance whisper for speaker recognition. Ac-

cording to this position, we can either decide to perform further

compensation, or in a dialog system scenario the speaker can be

asked to repeat the previous whispered speech utterance again,

which is expected to improve the quality of whisper. In Fig. 9,

the position for both high- and low-performance whisper in the

confidence space is shown. It can be seen that most low-perfor-

mance whisper entries converge towards the lower left corner

of the confidence space, which is indicated with a square in

Fig. 9. Alternatively, the high-performance whisper utterances

occupy a region with relatively high SNR, and for those entries

with lower SNR, their value of SR tends to have higher values.

More sophisticated methods, such as support vector machines

or neural networks, can also be applied to search for a more op-

timized boundary.

Fig. 9. Distribution of confidence space for high/low-performance whisper.

Fig. 10. Distribution of error rate for high/low-performance whisper.

By moving a hard threshold along the two SNR and SR axes,

we can obtain a set of error rates shown in Fig. 10. The error

rate here is calculated as

	���� ���
 �
�

�
��� ���

where is the total number of utterances of either high- or

low-performance whisper, and is the number of utterances

that are classified as contributing to correct speaker recogni-

tion with the confidence space for each type of whisper. We

can see from Fig. 10 that there is a tradeoff between detecting

high- and low-performance whisper. For example, when 30% of

low-performance whisper is misclassified as high performance

using the proposed hard threshold from the confidence space,

60% of the high-performance whisper will be correctly classi-

fied. However, when 90% of the low-performance whisper can

be correctly identified, only about 30% of the high-performance

whisper will be considered “good” according to the hard deci-

sion threshold. However, we can also observe from Fig. 9 that

even though some of the low-performance whisper is sitting out-

side the hard threshold, most are near the boundary, and thus

the position of the confidence space can still provide valuable

information as to the quality of the whisper for speaker ID. On

the other hand, although part of the high-performance whisper
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Fig. 11. Distribution of error rate for high-performance whisper (HPW) versus
low-performance whisper (LPW) by fixing the SNR boundary, and varying the
spectral representative (SR).

with high SNR and SR can be identified clearly as high per-

formance in the confidence space, other parts of the high-per-

formance whisper fall into the boundary of low-performance

whisper. Considering that this part of high-performance whisper

has similar acoustic properties with low-performance whisper, it

is reasonable to assume that further compensation will not harm

that part of the data for whisper-based speaker ID.

For comparison, we also plot the curve of error rates when

only setting a threshold for SNR or SR in Fig. 10. As seen from

Fig. 10, the performance using SNR combined with SR outper-

forms the case when either SNR or SR is used alone. This re-

sult confirms our conclusion in Sections V-A and V-B that SNR

should be combined with other acoustic features for effective

detection of high/low-performance whisper in speaker ID.

Finally, in order to show the effectiveness of SR in detecting

high/low-performance whisper, especially for those with low

SNR, we also calculate and plot the error rates using only the

whisper utterances with an SNR below 20 dB while moving

the boundary of SR from 2 to 15 in Fig. 11. As we can see

in Fig. 11, the SR parameter can be used efficiently to detect

low-performance whisper from high-performance whisper even

if both have relatively low SNR values. For example, when 80%

of the low-performance whisper with low SNRs are correctly

identified, almost 60% of the high-performance whisper will

achieve correct speaker ID performance. This proves that the SR

parameter is a necessary complementary trait to SNR in order

to assess the quality of whispered speech for speaker ID.

VI. SPEAKER IDENTIFICATION SYSTEM FOR WHISPERED

SPEECH AND RECOGNITION RESULTS

A. System Description

This section proposes the overall system for speaker ID

of whispered speech shown in Fig. 12, based on results ob-

tained from Sections III–V. As discussed in Section IV-C, for

unvoiced consonants, LFCC- and EFCC-based features out-

performed an MFCC-based system by capturing more speaker

specific information contained in high frequencies. Thus,

unvoiced consonants are separated from other phonemes and

processed with LFCC or EFCC feature extraction to enhance

overall performance. The likelihood scores averaged over all

frames in each utterance from LFCC or EFCC-GMM and

MFCC-GMM-based speaker ID systems are combined together

as shown in (11). Only the complete set of utterances from the

neutral speech mode are used to train the MFCC-GMM speaker

ID system. Next, unvoiced consonants will be separated from

other phonemes within the input audio streams and employed

to train an LFCC-GMM or EFCC-GMM system. For testing,

unvoiced consonants are separated from other phonemes first:

(11)

In order to show the effect of from (11) on both

low/high-performance whisper for speaker ID, a closed-set

speaker recognition experiment is conducted by adjusting the

value of from 0.1 to 1.0. The LFCC feature vectors are

used here; however, the same result should be expected from

EFCC-based features. When is 1.0, the system revert back

to the single MFCC-GMM baseline system. The experimental

results are shown in Fig. 13. It is observed that for low-per-

formance whisper utterances, the accuracy increases from 0%

to 60% when decreases from 1.0 to 0.1, while the accuracy

of high-performance whisper drops from 100% to 80%. This

is because the speaker-dependent information is limited for

unvoiced consonants, as discussed in Section IV-B. Thus, when

there is no significant distortion between whisper and neutral

non-unvoiced consonants, more emphasis would be placed

on the MFCC-GMM system. Alternatively, when the whisper

non-unvoiced consonant differs from the neutral version sig-

nificantly, information from the unvoiced consonants can be

helpful even if it is limited. Hence, in this case, more emphasis

will be placed on unvoiced consonants. This result also confirms

the potential improvement for whisper speaker recognition by

combining scores from unvoiced and non-unvoiced consonant

systems that are based on alternative mapping scale feature

extraction methods.

Before determining an appropriate value of , the threshold

for confidence measurement is found by using a leave-one-out

cross-validation procedure on all available read whisper data.

Specifically, in each round, one speaker is chosen as the valida-

tion speaker, and the data from the remaining 27 speakers are

used as development data. A threshold is found for each group

of 27 speakers that can result in the lowest equal error rate for

both high/low-performance whisper. The final threshold set is

based on the average of these 28 thresholds.

Next, eight read whisper utterances from each speaker are se-

lected as development data. Different sets of are applied using

the development data, and the pair (0.4, 0.5) achieving the best

performance for the dev-set data is applied for our final system

in Fig. 12. When a whisper utterance is classified as low-perfor-

mance whisper, in (11) is set to 0.4, and when the utterance

is classified as high-performance whisper, is increased to 0.5.

Finally, results from the MFCC and LFCC/EFCC-GMM sys-

tems are combined based on the prior to obtain the overall

final speaker ID result.

B. Experimental Results

Table VI summarizes the recognition results for closed-set

speaker ID using neutral trained models and whispered test
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Fig. 12. System flow diagram for speaker recognition of whisper based on neutral trained GMMs.

Fig. 13. Recognition accuracy of high/low-performance whisper of different
alpha.

speech. Again, all speaker GMMs are trained with neutral

speech, and test utterances are drawn from both the read and

spontaneous whispered portion of our corpus, with a total of

961 read and 495 spontaneous test utterances. For the sponta-

neous part, the same hard threshold for the confidence space

measurement and remains the same as used in the read part.

For each test utterance, the score from the MFCC-GMM and

EFCC/LFCC-GMM systems are combined with the prior

that is determined from the results of the confidence space

measurement. In order to demonstrate the effectiveness of

confidence measurement, a fixed of 0.5 for both MFCC and

LFCC/EFCC (value determined experimentally) is applied to

TABLE VI
RECOGNITION RESULTS FOR CLOSED-SET SPEAKER ID

combine the score and the corresponding accuracies are listed

in the last column in Table VI.

When MFCCs are used alone, speaker ID performance

is 79.29% for read and 73.54% for spontaneous whispered

speech. However, when the score of the MFCC-GMM

system is combined with the score from either the EFCC

or LFCC-GMM-based systems, a significant absolute improve-

ment of 8.85%–10.30% is observed, which demonstrates the

effectiveness of EFCC/LFCC feature processing for speaker ID

of whispered speech. A relative improvement in error rate from

2.33%–8.27% is achieved when a different score weight for

is applied. These improvements demonstrate the efficiency

of the confidence measurement. It is noted that further com-

pensation processing can also be applied to whispered speech,

according to the estimated whispered speech quality. A further

investigation of new compensation strategies will be a focus of

future work. The focus here, however, has been on combining

results from alternative MFCC and LFCC/EFCC-GMM-based
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Fig. 14. Comparison of recognition accuracy of whisper between two systems
for each speaker. Average improvement when the system helps:�11% for 25/28
speakers; average loss for 3/28 speakers when it hurts: �9%.

systems, as well as whisper quality selection for speaker ID.

Since it is expected that the input audio stream will contain

a mixture of both whispered and neutral speech, sustained

speaker ID performance for neutral speech is also a goal. For

each speaker, 40 neutral utterances are used for training and

the remaining 477 utterances are used for testing. The pro-

posed system achieves an accuracy of 99.16%, which confirms

the system’s effectiveness under the neutral/neutral train/test

scenario. These results also confirm the seamlessness of the

proposed speaker ID system for both neutral/whisper and

neutral/neutral train/test scenarios.

To better demonstrate the consistency of the proposed

system, the performance for each speaker using MFCC and

MFCC+LFCC is also tabulated in Fig. 14. The performance

differences, presented as black bars, are also shown (e.g.,

positive bars reflect improvement). When using MFCC+LFCC,

improvement is achieved for both low- and high-performance

whisper speakers. 22 of 28 speakers showed a measurable

improvement; 3 speakers showed no improvement. Finally, 2

of 28 speakers showed slight decrease in performance, and one

showed a large decrease in performance.

C. Comparison With Adaptation Method

This study has assumed that no whisper adaptation data is

available, since most state-of-the-art speaker recognition sys-

tems are trained with only neutral speech. However, it would be

useful to compare performance of the proposed system with a

conventional MFCC-GMM system with adaptation data. In this

study, the speaker dependent whisper model is obtained using

MAP estimation using a neutral trained 64-mixture UBM. The

duration of the amount of whisper adaptation data was varied

from 0 to 4.5 s. Again, closed-set speaker recognition is con-

duced on read whisper speech from all 28 speakers. The results

are shown in Fig. 15.

From Fig. 15, it can be seen that adaptation whisper data is

helpful for improving system performance, especially when

2.5 s or more adaptation speech is available. For example, when

the adaptation whisper data duration is 1.5 s, the recognition

accuracy is 86.96%, 1.39% below the accuracy of the proposed

MFCC+LFCC system. With increasing amounts of adaptation

data, the accuracy reaches 91.42% when 4.5 s of whisper

Fig. 15. Recognition accuracy of different duration of whisper adaptation data.

adaptation data is available for each speaker. This result shows

that, depending on the duration of the whisper adaptation

data, the MFCC+LFCC/EFCC system can still outperform a

conventional MAP adapted MFCC-GMM systems. We also

compare the performance using the adapted models for the

three speakers in Section VI-B, whose performance has been

degraded using the proposed system. The average accuracy for

the three speakers using the 4.5 s adapted model is 98.70%,

which is significantly improved compared to 80.43% using the

proposed system. For the remaining 25 speakers, the average

accuracy for speaker ID is 90.65% using the 4.5 s whisper

adapted models, compared to 89.18% using the proposed

system. These results show that the proposed system can

provide comparable results for a majority of speakers to the

whisper adapted models.

VII. SUMMARY AND CONCLUSION

Whisper is an alternative speech production mode that is

employed by individuals for communication in public circum-

stances to protect personal privacy. However, the performance

of traditional MFCC-GMM speaker ID systems degrade rapidly

due to the significant differences in speech production between

whispered and neutral speech. The goal of this study therefore

has been to develop a seamless closed-set speaker recognition

system that works for both neutral/whisper mismatched and

neutral/neutral matched scenarios.

An MFCC-GMM baseline was first formulated, and it was

determined that performance of traditional MFCC-GMM

speaker ID systems varies significantly among speakers using

whispered speech. In order to determine the cause for this vari-

ation, the KL divergence between GMMs trained on unvoiced

consonant and on other phonemes was compared for each

speaker. The result confirmed that differences between whisper

and neutral speech are concentrated in phonemes other than un-

voiced consonants. Based on the spectral properties of unvoiced

consonants, feature vectors based on linear and exponential

mapping functions were applied, resulting in an improvement

in recognition accuracy. Next, a set of acoustic analysis steps

were conducted on whispered non-unvoiced consonants (e.g.,

whisper version of vowels, liquids, glides, diphthongs, and

nasals). A 2-D confidence space was introduced based on the
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three metrics: SNR, spectral tilt, and �����
�
� ���� � , to assess

the quality of whisper for speaker ID. Experimental evaluations

showed that, despite imperfect classification of whispered

speech as either high- or low-performance whisper, useful

portion is classified correctly with high confidence. When

combining MFCC+LFCC/EFCC-GMM and the confidence

space measurement, the proposed system achieved an absolute

improvement of 8.85%–10.30% in speaker recognition, com-

pared to the MFCC-GMM baseline. From a total 961 test read

whisper utterances, the best closed-set speaker ID performance

obtained is 88.35%, and for the total 495 spontaneous whisper

utterances, 83.84% accuracy is achieved. This result was also

compared to the accuracy obtained using a neutral baseline

model adapted with whispered speech, and results showed

that when the whisper adaptation data is set for 1.5 s for each

speaker, the proposed system outperforms the conventional

MAP-adapted model.

This study has therefore established a viable approach to im-

prove speaker recognition when test evaluations require whis-

pered speech, and only neutral speech is available for training.

It is important to note that whispered speech is more likely to

be encountered as embedded utterance segments with neutral

speech in the surrounding time domain. As such, it is impor-

tant to develop speaker ID systems that sustain performance as

the speaker alters their speaker mode. In the next phase, fu-

ture work could consider compensation for low performance

non-unvoiced consonants within whisper.
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