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ABSTRACT

Parametric representations of oceanic geostrophic eddy transfer of heat and salt are studied ranging from
horizontal diffusion to the more physically based approaches of Green and Stone (GS) and Gent and McWilliams
(GM). The authors argue for a representation that combines the best aspects of GS and GM: transfer coefficients
that vary in space and time in a manner that depends on the large-scale density fields (GS) and adoption of a
transformed Eulerian mean formalism (GM). Recommendations are based upon a two-dimensional (zonally or
azimuthally averaged) model with parameterized horizontal and vertical fluxes that is compared to three-di-
mensional numerical calculations in which the eddy transfer is resolved. Three different scenarios are considered:
1) a convective ‘‘chimney’’ where the baroclinic zone is created by differential surface cooling; 2) spindown
of a frontal zone due to baroclinic eddies; and 3) a wind-driven, baroclinically unstable channel. Guided by
baroclinic instability theory and calibrated against eddy-resolving calculations, the authors recommend a form
for the horizontal transfer coefficient given by

2f M
2 2k 5 a l 5 a l ,

NÏRi

where Ri 5 f2N2/M4 is the large-scale Richardson number and f is the Coriolis parameter; M2 and N2 are measures
of the horizontal and vertical stratification of the large-scale flow, l measures the width of the baroclinic zone,
and a is a constant of proportionality. In the very different scenarios studied here the authors find a to be a
‘‘universal’’ constant equal to 0.015, not dissimilar to that found by Green for geostrophic eddies in the at-
mosphere. The magnitude of the implied k, however, varies from 300 m2 s21 in the chimney to 2000 m2 s21 in
the wind-driven channel.

1. Introduction

Large-scale models used to study and simulate the
general circulation of the ocean must parameterize the
important transfer properties of unresolved baroclinic
eddies. Because the ratio of the dominant energy-con-
taining scale in the ocean to the scale of ocean basins
is so large and despite phenomenal increases in com-
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puter power over the past two decades, global ocean
models that resolve the geostrophic eddy field can only
be integrated for a few tens of years, even when the
biggest and fastest computers available today are em-
ployed. The practical need to improve the parametric
representation of geostrophic eddies for the study of the
ocean on climatic timescales thus remains as urgent as
ever. The intellectual need also remains, for one would
hope that a model of the climate could be constructed
in which the detail of geostrophic eddies in the ocean
(and perhaps also even in the atmosphere) need not be
resolved.

Despite the acknowledged importance of the geo-
strophic eddy field in the ocean, its representation in
large-scale ocean models is rather rudimentary; essen-
tially ocean climate models assume that heat, salt, and
momentum are ‘‘diffused’’ down the large-scale gra-
dient. For example, the eddy flux of heat is related to
mean quantities; thus,
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y9t9 5 2k=h ,t̄ (1)

where k is set to an a priori value constant both in space
and in time. Analogous expressions are used for salinity
and, more problematically, also to momentum. Equation
(1) with k held constant is widely assumed in large-
scale ocean models; a constant k is also assumed in the
transformed Eulerian mean formulation recently advo-
cated by Gent and McWilliams (1990) and Gent et al.
(1995). There are many questions raised by (1): Is such
a form reasonable? How large should the k be? How do
they vary in space and time?

In this paper we accept the supposition (1) for con-
served, and hence transferable, quantities such as T and
S, but with two caveats: (i) Following Green (1970) and
Stone (1972) we will suppose that the transfer occurs
not in a horizontal plane but in a plane inclined at some
angle to the horizontal and (ii) we regard Eq. (1) as a
parameterization of the divergent, rather than the total
eddy flux [see Marshall and Shutts (1981), where this
interpretation of (1) is argued on the basis of the tem-
perature variance equation]. The form (1) is not, how-
ever, appropriate as a representation of momentum
transfer (e.g., y9u9 ± 2k]ū/]y) because baroclinic eddies
can, and often do, transfer momentum up the local mo-
mentum gradient. As argued in Green (1970) and Mar-
shall (1981), momentum is not conserved by a particle
of fluid (it is continually being changed by pressure
gradient forces), and the momentum transferring prop-
erties of baroclinic eddies is not parameterizable as a
momentum diffusion.

In the present paper we do not attempt to develop a
general parameterization of the heat and momentum
transferring properties of the oceanic baroclinic eddy
field. We believe that any such attempt must focus on
the eddy flux of potential vorticity (PV) (Green 1970;
Marshall 1981; Rhines and Young 1982). Our scope is
much less ambitious. Here we confine our attention to
the parameterization of heat (and salt) alone and thereby
only address the large-scale PV fields. For large-scale
motions PV is dominated by the planetary vorticity and
stretching contributions, and relative vorticity contri-
butions are generally smaller. We will apply the ideas
of Green (1970) to deduce the likely manner in which
the k in (1) vary in space and time.

Green (1970)—see also Stone (1972)—drew on in-
sights from linear baroclinic instability analysis and the
energetics of quasigeostrophic motion and developed a
zonally averaged model of the atmosphere in which the
heat and potential vorticity transport by baroclinic ed-
dies was parameterized in terms of a transfer coefficient
k of the form:

2f M
2 2k 5 a l 5 a l , (2)

NÏRi

where f is the local Coriolis parameter, l is a measure
of the meridional distance over which particles are trans-
ferred, Ri is the Richardson number of the large-scale

flow, and a is a constant of proportionality. Recognizing
that f/ Ri is a measure of the growth rate of an EadyÏ
wave (Eady 1949), Eq. (2) makes good physical sense
setting k equal to an eddy velocity

f
y 5 leddy

ÏRi

times a length scale l.
The authors have found that the energetic analysis of

baroclinic zones leading to (2) gives, in the context of
convectively driven baroclinically-unstable chimneys,
both quantitative and parametric guidance to the depth
to which convective chimneys can reach before deep-
ening is arrested by baroclinic instability (see Visbeck
et al. 1996; Haine and Marshall (1997, hereafter HM1).
We show here that use of a closure of the form (1),
together with specification of the k as in (2), leads to
spatial variations in eddy fluxes that can capture the
gross effect of the eddies on the large-scale flow. We
evaluate the closure in the light of three different eddy-
resolving numerical simulations: 1) a convective ‘‘chim-
ney’’ created by localized cooling (Visbeck et al. 1996),
2) an upper ocean front eroded due to baroclinic eddies
(Spall 1995), and 3) a wind-forced stratified channel
analogous to the Antarctic Circumpolar Current.

We compare zonally (or azimuthally) averaged fields
from eddy-resolving models with those obtained from
a parameterized two-dimensional model in the y–z
plane. The most satisfactory performance is found using
a hybrid scheme that consists of the transformed Eu-
lerian mean formalism (Gent and McWilliams 1990)
combined with transfer coefficients that depend on the
large-scale density field (2) (Green 1970).

2. Parameterizing the transfer properties of
baroclinic eddies

Large-scale ocean models that do not have sufficient
resolution to resolve the geostrophic eddy field must
parameterize its transfer properties. Defining the
‘‘mean’’—denoted by —as an Eulerian average overt̄
a period long compared to an eddy turnover time and
the ‘‘eddy’’—denoted by t9—as the departure from that
mean, the ‘‘Reynold’s-averaged’’ tracer equation can be
written, using height as a vertical coordinate,

]t̄ ]t̄ ]
1 v̄ · = t̄ 1 w̄ 5 S 2 = · (v t ) 2 (w t ).9 9 9 9h 0 h

]t ]z ]z
(3)

Here v 5 (u, y) denotes the horizontal and w the vertical
velocity of the incompressible Boussinesq fluid. The
tracer quantity t could be the temperature, the salinity,

1 Manuscript submitted to J. Phys. Oceanogr.
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a transient tracer, or an active tracer such as potential
vorticity. The right-hand side of (3) contains sources
and sinks S0 together with the eddy flux divergence
terms due to baroclinic eddies, which redistribute the
tracer within the body of fluid. In coarse-resolution mod-
els these flux divergences must be expressed—para-
meterized—in terms of the averaged quantities carried
explicitly in the model.

The simplest and most widely used parameterization
is to suppose that the eddy transfer may be represented
as a downgradient transfer (Fickian diffusion); thus,

v9t9 5 2khor=h ,t̄ (4)

where the transfer coefficient khor is chosen to be con-
stant in time and space.

Mixing along the vertical axis is imagined to occur
through the agency of internal waves (see Large et al.
1994, for a review) and is represented as

]t̄
verw t 5 2k . (5)9 9

]z

a. Eddy transfer theory: Green and Stone

Green (1970) recognized that the transfer properties
of baroclinic eddies in the troposphere of the atmosphere
was a consequence of, and hence parameterizable in
terms of, their structure. Supposing that transfer of heat
occurs in the growing phase of baroclinic eddies, when
energy is extracted by the eddy from the baroclinic zone
of the large-scale flow, Green used energetic arguments
to deduce the expected form of the transfer coefficients
in (1) in the limit of large Richardson number. He used
linear stability analysis to reveal the structure of the
baroclinic wave and to guide his choice of the spatial
form of the k. Stone (1972) derived a similar expression
from linear stability theory and extended Green’s results
to the case when the Richardson number need not be
large. Green and Stone (hereafter GS) imagined that
diabatic processes then restore the baroclinic zone, re-
plenishing the supply of available potential energy until
it is ‘‘discharged’’ again by baroclinic instability. This
repeated, and presumably intermittent, conversion of en-
ergy leads to an eddy flux that crosses the mean isen-
tropic surfaces. Green and Stone attempted to relate the
meridional and vertical eddy fluxes in zonally averaged
atmospheric models to large-scale parameters; thus,

]t̄ ]t̄
y t 5 2k 2 k9 9 vy vz

]y ]z

]t̄ ]t̄
w t 5 2k 2 k , (6)9 9 wy wz

]y ]z

where the transfer coefficients kvy, kvz can be related to
one another in terms of the isopycnal slope

2M
s 5 . (7)rho 2N

Here N2 5 ]b/]z is a measure of vertical stratification,
M2 5 z]b/]yz is the analogous measure of horizontal
stratification, and b 5 2gs/ro is the buoyancy where
s denotes the potential density.

If the transfer occurs in surfaces that have a slope
that is one-half that of the mean isopycnal slope—as is
the case in the growing phase of a linear Eady model—
then since w9 5 (½)srhoy9,

1
k 5 k 5 s kvz wy rho vy2

and

1 1
2k 5 s k 5 s k . (8)wz rho vz rho vy2 4

In the limit of large Richardson number (Ri is typically
104 in the middle of the subtropical gyres dropping to
; 102 in the regions of intense jets such as the Gulf
Stream) GS argue that the horizontal transfer coefficient
is given by

2M f
2 2k 5 a l 5 a l , (9)vy N ÏRi

where f is the Coriolis parameter and the Richardson
number of the large-scale flow (in thermal wind balance)
is given by

2 2 2N N f
Ri 5 5 . (10)

42 M]y1 2]z

Here l is a measure of the meridional distance over
which parcels of fluid are transferred in the baroclinic
zone. Green (1970) argues that this distance is set by
the width of the baroclinic zone. Stone (1972), however,
suggests that the length scale of baroclinic eddies—the
Rossby radius of deformation—is the appropriate eddy
transfer scale. Finally, a is a constant of proportionality,
which needs to be determined from eddy-resolving mod-
els or observations. By inspection of atmospheric data
Green (1970) found that a 5 0.005 for the poleward
heat transfer of baroclinic eddies in the troposphere.
Visbeck et al. (1996) found a 5 0.008 6 0.005 in a
(laboratory and numerical) study of convectively driven
oceanic chimneys, remarkably close to that of Green.

Recognizing that f/ Ri is a measure of the growthÏ
rate of an Eady wave, Eq. (9) makes good physical sense
setting kvy equal to an eddy velocity times a length scale.
Thus, GS allows the k to vary in space and time in a
manner dependent on the large-scale density field as
described by the large-scale Richardson number Ri and
the transfer scale l, rather than setting them to a constant.

Broadly similar representations of poleward eddy heat
fluxes have been used in atmospheric climate models
by many workers (see Saltzman 1978, for a review) and
are in use today (e.g., Stone and Yao 1990). More so-
phisticated variants of these ideas that focus on the trans-
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fer of potential vorticity flux were developed by White
and Green (1984) for the atmosphere. They were applied
to the ocean by Marshall (1981) in a study of a zonally
averaged model of the Antarctic Circumpolar Current.
There quasigeostrophic dynamics was assumed, which
permits one to couch the closure problem in terms of
quasigeostrophic potential vorticity and hence simul-
taneously capture the heat and vorticity transfer. The
ideas of GS, however, have yet to be tried out in a three-
dimensional primitive equation ocean model.

b. Transformed Eulerian mean: Gent and McWilliams

In the middle atmosphere it was recognized that the
distribution of chemical tracers cannot be accounted for
simply by sources/sinks and the Eulerian mean circu-
lation (with the mean, in the atmospheric context, being
a zonal average) (see Andrews et al. 1987, chapter 9).
Instead, the eddies transfer material essentially by a pro-
cess similar to Stokes drift, and this transport is com-
parable in magnitude and often counterbalances the Eu-
lerian mean meridional circulation. Andrews and
McIntyre (1976) showed that one could add the wave-
induced correction to the Eulerian circulation defined
by the transformed Eulerian mean equations:

]C
V̄ 5 v̄ 1 v* 5 v̄ 1

]z

W 5 w̄ 1 w* 5 w̄ 2 = · C, (11)h

where C is a (vector) streamfunction proportional to
the buoyancy flux given by

v9b9
C 5 2 . (12)

2N

In (11) (v*, w*) are the ‘‘residual mean’’ velocities and
denote the wave-induced tracer transport. Note that (11)
and (12) apply the transformed Eulerian mean equations
to three dimensions. This involves many assumptions
about local growth and dissipation, which are discussed
in length McDougall and McIntosh (1996) and Treguier
et al. (1997). The above makes no attempt to pa-
rameterize the vertical eddy heat flux w9b9.

These velocities are nondivergent and, for an equil-
ibrated eddy field, are the appropriate advecting veloc-
ities for scalars; that is, Eq. (3) is replaced by

]t̄ ]t̄
1 V · = t̄ 1 W 5 S 2 R. (13)h 0

]t ]z

Here R denotes an along-isopycnal mixing process,
which can be represented in level models by a rotated
diffusion tensor (Solomon 1971; Redi 1982). However,
in the special case where t is the buoyancy then the
along-isopycnal mixing term R is identically zero.

Because the transport velocities satisfy the nondi-
vergence condition and should the rhs of (13) vanish
(as it does for t 5 b and S0 5 0), then density surfaces
are material surfaces and the large-scale flow can evolve

in an adiabatic manner and the volume of fluid between
isopycnal surfaces is conserved.

Gent and McWilliams (1990) argue that eddy transfer
in the ocean is just such an adiabatic process and ad-
vocate that (13) be employed. If the eddy buoyancy flux
is represented as horizontal transfer down the mean
buoyancy gradient in analogy to (4)

v9b9 5 2khor=hb, (14)

where khor is a transfer coefficient whose variation has
to be prescribed, then the residual mean velocities used
by Gent and McWilliams (1990) are obtained:

]
v* 5 (ks )rho

]z

w* 5 2= · (ks ), (15)h rho

where srho, the slope vector of the isopycnals, is given
by (7).

Gent and McWilliams take k in (14) to be a constant
in the interior but set k to zero on all boundaries:

(v* 1 w*k)·n 5 0, (16)

where k is a unit vertical vector and n normal to the
boundary. This ensures that the eddy transfer process
only redistributes heat within the fluid. As noted by
Plumb and Mahlman (1987), the ‘‘effective transport
velocities’’ (V, W) are not exactly equivalent to the La-
grangian mean when the diffusivities k are spatially in-
homogeneous (see Gent et al. 1995 and Andrews et al.
1987, for a discussion).

c. A tutorial example

Let us consider a baroclinic zone in which the initial
density field is given by a 2 3 2 grid in the y–z plane:

1 3
r 5 .initial [ ]1 3

We are interested in the final properties of this system
after rearrangement by baroclinic eddies to a state of
minimal available potential energy and in the absence
of external forcing.

If the eddy transfer is parameterized by horizontal
diffusion, as in many large-scale ocean models, then,
in the absence of forcing processes required to maintain
it, the baroclinic zone will be diffused away. For ex-
ample, one scenario would be

2 2
r 5 ,HD,final [ ]2 2

where strong diabatic mixing has occurred.
Next consider a rearrangement that conserves the vol-

ume of fluid within each density interval, as in the GM
scheme. Since density surfaces are material surfaces,
they will be rotated clockwise by the ‘‘effective transfer
velocities’’ until the slope of the isopycnals is zero:
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FIG. 1. Sketch of the three scenarios studied: (a) localized convec-
tion, (b) spindown of shallow front, and (c) a wind-driven channel.

1 1
r 5 .GM,final [ ]3 3

Here there has been an adiabatic rearrangement without
mixing across local density surfaces.

Finally, the GS scheme transfers properties along a
surface with a slope one-half of that of the isopycnal
surface at a rate that is a function of the slope. The
Green and Stone scheme will yield a final density field
somewhat between the other two limiting cases. For
example,

1.5 1.5
r ; .GS,final [ ]2.5 2.5

We see that the final density fields are quite different
but in all cases the end state is characterized by an
absence of available potential energy. The potential en-
ergy released in the rearrangement is greatest in GM,
zero in the case of horizontal diffusion, and intermediate
in the case of GS.

We conclude from this thought experiment that in
those places in the ocean where geostrophic eddy dy-
namics is essentially adiabatic, the approach of GM is
to be preferred. However, major baroclinic eddy activity
occurs in strong frontal regions of the ocean (such as
the Gulf Stream and the ACC), places that are also
subject to vigorous air–sea fluxes and diabatic process-
es. But GS implicitly makes rather strong assumptions
about the nature of the mixing process on the small
scale: that the mixing is essentially ‘‘slaved’’ to (its rates
controlled by) the geostrophic eddy scale. It is not clear
to what extent this is appropriate in the ocean. Finally,
it should be noted that the GM scheme can allow for
explicit diapycnal mixing if a more general form of the
rotated mixing tensor R is used.

3. Implementation of tracer parameterization
schemes

It is possible to succinctly represent GS and GM in
one mathematical framework, if we make use of a tensor
K, such that the subgrid tracer transport of Eq. (3) is
given in terms of mean quantities; thus,

y t9 9
5 2K (= t̄). (17)2D 2D[ ]w t9 9

In the following we will discuss how this tensor for-
malism is implemented in a two-dimensional version of
the tracer equation (3, A5).

a. Eddy transfer parameterized by horizontal
diffusion (HD)

We can implement transfer of the form (4) and (5)
by setting the off-diagonal tensor elements to zero:

1 0
K 5 k , (18)vy [ ]0 e

where kvy is the horizontal transfer coefficient and e 5
kwz/kvy K 1 denotes the ratio between horizontal and
vertical transfer.

b. The GS parameterization

In order to implement the transfer coefficient for-
malism of GS we can employ a rotated diffusion tensor
similar to the one given by (18) and transfer tracers
along surfaces of slope s. In the desired direction of
transfer, that is, along this sloping surface, the K tensor
is of the form

1 0
K 5 k , (19)s s [ ]0 es

where es denotes the ratio between off axis (normal to
s) and along axis (along s) transfer. Rotation to Cartesian
coordinates yields
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TABLE 1. Eddy-resolving model parameter.

Parameter Units Chimney Front Wind

Model MIT MICOM MIT
Vertical coordinate Pressure Density Pressure
Hydrostatic No Yes Yes
Domain Double per. Channel Channel

Horizontal domain size km 30 3 30 300 3 300 500 3 1500
Domain depth m 2000 300 4500
Horizontal grid size km 0.25 2 10
Vertical grid size m 100 — 25–400
Number of vertical levels/layers 20 3 20

Stratification (N/f) 5 54 15
External Rossby radius (NH/f) km 4 17 66
Burger number (NH/fL) 0.26 0.06 0.13

Horizontal/isopycnal diffusivity m2 s21 10 5 —
Biharmonic diffusivity m4 s21 — — 1010

Vertical/diapycnal diffusivity m2 s21 0.1 0 1025

Vertical viscosity m2 s21 0.1 0 1023

Bottom friction s21 — — 1024

Rotation rate f s21 1024 1024 1024

Length of integration days 10 100 3500

Surface heat loss Q W m22 800 — —
Surface wind stress Pa — — 0.2

2k 1 1 s e s(1 2 e )s s sK 5 , (20)
22 [ ]s(1 2 e ) s 1 e(s 1 1) s s

where s is the slope of the surface of exchange. We
arrive at Green’s transfer coefficients (8) from (20) by
setting the rotation angle s 5 (½)srho to be one-half the
isopycnal slope and es 5 0. Note that this is strictly true
only for small slopes (s2 , 1). One can readily allow
the transfer coefficients ks to vary in space according to
(9). Details of how this might be done are described
subsequently.

c. GM parameterization

The GM scheme can be implemented by splitting the
diffusion tensor K into two parts (Plumb and Mahlman
1987):

K 5 Kadv 1 Kiso,

where Kadv is an antisymmetric tensor representing the
effective transport velocities and Kiso is a symmetric
tensor that denotes mixing along isopycnals (20) with
s 5 srho given by the isopycnal slope and es 5 0.

The antisymmetric tensor is given by

0 srhoK 5 k . (21)adv s [ ]2s 0rho

The flux divergence =h·(Kadv=t) given by the residual
mean velocities (v*, w*) (15) (see also Andrews et al.
1987, chapter 9).

d. The hybrid eddy transfer scheme (NEW)

Gent and McWilliams (1990) choose the value of the
diffusivity ks from Eq. (21) independent of the large-
scale density field and assumed ks to be constant in time
and space (McWilliams and Gent 1994; Danabasoglu et
al. 1994; Gent et al. 1995). Here we will replace khor of
(14) by the horizontal eddy transfer coefficient em-
ployed by the GS scheme (9).

To prescribe the form of the transfer coefficients kvy

[Eq. (19)], we adopt the following procedure: First,
evaluate a local growth rate from the isopycnal slope
(srho) and the stratification (N) averaged over the vertical
column:

21 f 1 M 1
5 ; dz 5 s N dz. (22)E E rhot H N HÏRie

Second, the spatial form of the growth rate field is used
to obtain a characteristic length scale l. The minimum
length scale is chosen to be the Rossby radius (NH/f)
or the grid scale, whichever is greater. In regions of
large growth rate l is gradually increased to the width
of the baroclinic zone. This is in accord with the ar-
gument of Green (1970) and supported by the homo-
geneous model of fully developed baroclinic instability
explored by Larichev and Held (1995), who assume
equipartition of eddy kinetic and potential energy and
equate it to the available potential energy of the mean
flow at the scale where the inverse energy cascade is
halted—here the full extent of the baroclinic zone.

The width of the baroclinic zone is defined as the
width of the region where the local growth rate exceeds
10% of the maximum growth rate of the field. Multi-
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FIG. 2. Surface currents, vertical component of vorticity, and temperature at day 6. Every third vector is displayed
and the maximum velocity is 0.33 cm s21. The temperature is shaded using a 0.02-K interval corresponding to a density
interval of 0.004 kg m23, and contours of relative vorticity are included (solid lines)

plying the growth rate (1/te) by this mixing length scale
(l2) and a constant of proportionality (a) we obtain the
transfer coefficient kvy (9). In (9) a is the primary ‘‘tun-
able’’ parameter and will be varied systematically to
determine its optimum value.

4. Numerical experiments using a two-dimensional
model

Our strategy is to set up three-dimensional model cal-
culations that resolve the baroclinic eddy field in inter-
esting dynamical regimes. We then average these three-
dimensional fields zonally or azimuthally and compare
them to a parameterized two-dimensional model in the
y–z plane. The two-dimensional model, described in the
appendix, assumes a balanced flow at small Rossby num-
ber and accommodates the four eddy flux parameteriza-
tion schemes outlined in sections 2 and 3.

R HD denotes experiments in which eddies are para-
meterized as horizontal diffusers of heat and salt as-

suming a constant diffusion coefficient k using Eqs.
(3), (4).

R GS denotes the Green–Stone scheme in which the
transfer coefficients depend on the density field ac-
cording to (9), and heat and salt are transferred along
surfaces that have a slope one-half that of the iso-
pycnal slope using Eqs. (3), (6), (8), and (9).

R GM denotes the Gent and McWilliams scheme and
employs the residual mean velocities and isopycnal
mixing with constant transfer coefficients using Eqs.
(13), (11), (12), and (14).

R NEW denotes a hybrid scheme that combines the
transformed Eulerian mean formalism (GM) with spa-
tially and temporally varying transfer coefficients
computed as in (GS) using Eqs. (13), (11), (12), (14),
and (9).

In some cases we have carried out additional 2D model
simulations that do not include eddy flux parameteri-
zations; one is MIX in which only convective adjust-



388 VOLUME 27J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 3. Radial averaged density as a function of depth (in m) and radius (in km) for day 2, 6, and 12 for the nonhydrostatic eddy-resolving
model (left column) and the parameterized 2D model for different parameterization schemes (see text for details). The contour interval is
0.005 kg m23 and two isopycnal layers are shaded. The black bar at the surface indicates to cooling region.

ment is included and the other is ISO where only mixing
along isopycnal surfaces is included.

All of the parameterization schemes have one free
parameter that controls the efficiency of the release of
available potential energy. In the case HD and GM it
is the transfer coefficient k, while for the GS and NEW
schemes it is the coefficient a of (9).

We have studied three scenarios (Fig. 1): 1) a con-
vective chimney in which an initially uniformly strati-
fied fluid of 2-km depth is cooled over a disk of 16-km
diameter; 2) a shallow upper-ocean front in a periodic
channel of width 300 km and depth 300 m, and 3) an
exponentially stratified ocean in a channel 1500 km long
and 500 km wide, forced at its upper surface by wind
and retarded by friction at its bottom at a depth of 4.5
km. In all eddy-resolving simulations, the Coriolis pa-
rameter was constant throughout the domain (f plane).
Subgrid-scale mixing was represented by either Lapla-
cian or biharmonic diffusion. The explicit calculations
were performed using two different ocean models: the

MICOM isopycnal model (Bleck and Boudra 1986) for
the shallow front, a nonhydrostatic version of the MIT
model (Marshall et al. 1996a,b) for the convective chim-
ney, and a hydrostatic version of the same model for
the wind-driven channel. The eddy-resolving model pa-
rameters are summarized in Table 1.

We evaluate the skill of the parameterization schemes
by comparing resolved and parameterized models using
three different criteria.

R Available potential energy: We define the available
potential energy as the energy that could be obtained
by a process that adiabatically redistributes the fluid
parcels to a statically stable state of rest. A qualitative
measure of the available potential energy is obtained
by computing the ratio of the mean density over one-
half the domain (to the north of an unstable front, for
example) to the mean density over the whole domain.
A field of zero available potential energy—all iso-
pycnals are horizontal—has a ratio of 1; smaller or



MARCH 1997 389V I S B E C K E T A L .

FIG. 4. (a) Evolution of the mean density under the cooling region
normalized by the total mean density. (b) Evolution of the mean
surface density under the cooling region.

TABLE 2. Two-dimensional model parameters.

Parameter Units Chimney Front Wind

Geometry Cylinder Channel Channel
Vertical resolution m 100 16 30
Horizontal resolution km 1 15 25
Relaxation time days 2 5 10
Newtonian damping ri s21 1026 1026 1026

Bottom friction rb s21 — — 1024

FIG. 5. Density profiles at the edge of the cooling region for dif-
ferent parameterization and the eddy-resolving model.

larger values indicate that potential energy is available
for rearrangement. We will use this measure to ‘‘op-
timize’’ the choice of a or k for each of the different
schemes.

R Diapycnal mixing: A measure of the diapycnal mixing
is obtained by comparing the potential energy of the
evolving fields. In an unforced system, adiabatic re-
arrangement of fluid parcels will result in the smallest
absolute value of potential energy. Vertical mixing,
however, tends to increase the potential energy, while
horizontal diffusion leaves it unchanged (see the tu-
torial example of section 3).

R Explained variance: A measure of the spatial simi-
larity of chosen fields is provided by the explained
spatial variance, which is defined here by

2 2S (t (y, z) 2 t̄ (z)) 2 S (t (y, z) 2 t (y, z))3D 3D 2D 3DC 5 ,
2S (t (y, z) 2 t̄ (z))3D 3D

(23)

where t3D is the zonally or (azimuthally) averaged
density field in the resolved model, t2D the 2D model
density field, and the overbar denotes a spatial mean.
We have chosen this definition of the variance, in
which the mean stratification of the reference has
been removed, to highlight horizontal variations. The
explained variance (23) at a chosen time allows one
to obtain a sensitive measure of the fidelity of the
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FIG. 6. Explained spatial variance referenced to the eddy-resolving model field at day 6 for the
different parameterization versus k for HD and GM and versus a for GS and NEW.

TABLE 3. Coefficients for the eddy flux parameterizations.

Scheme Variable Units Chimney Front Wind

Horizontal diffusion HD kh m2s21 50 500 3000
Half isopycnal slope diffusion GS a 0.09 0.025 0.015
Transformed Eulerian mean GM kg m2s21 300 500 2000
Hybrid scheme (GM and GS) NEW a 0.015 0.015 0.010

parameterization schemes and so can be used for tun-
ing purposes.

a. A convective chimney driven by buoyancy forcing

The first scenario studied is appropriate to water mass
transformation by open ocean convection at high lati-
tudes. The reference experiment is an idealized con-
vective scenario using an eddy-resolving nonhydrostatic
model with 250-m horizontal resolution (Visbeck et al.
1996). A linearly stratified volume of water (N/f 5 5)

is cooled at the surface at a rate of 800 W m22 (cor-
responding to a buoyancy loss of B0 5 3.8 3 1027 m2

s23) over a disk of 16-km diameter and zero elsewhere.
Under the cooling disk a cylinder of dense mixed layer
fluid—a chimney—forms; the underlying dynamics are
discussed in Jones and Marshal (1993) and Maxworthy
and Narimousa (1994). Visbeck et al. (1996), however,
considered the limiting case in which the depth to which
the chimney penetrates is arrested by lateral heat transfer
due to baroclinic eddies that sweep stratified water into
the chimney at the surface and move cold convected
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FIG. 8. Evolution of the alongchannel averaged layer depth for day 20, 50, and 100 for the isopycnal eddy-resolving model (left column)
and the parameterized 2D model for different parameterization schemes (see text for details). Thick lines represent the depth of layer interfaces
of the resolving model, while thin lines denote the corresponding density contours in the 2D model field. The density layer between 0.15
and 0.45 kg m23 is shaded.

water outward below. A snapshot of the surface tem-
perature and velocity field at day 6 from such an ex-
periment shows the breakup of the chimney due to a
mode-five instability of the rim current (Fig. 2). Azi-
muthally averaged sections across the baroclinic zone
show the generation of a chimney due to convective
mixing and its breakup by lateral fluxes due to baroclinic
eddies (Fig. 3, left column).

The depth to which convection penetrates in the chim-
ney is reflected in the evolution of the surface density
under the cooling region (Fig. 4b). To the extent that
the convection is one-dimensional and entrainment from
below can be neglected, the penetration of a mixed layer
into a stratified fluid subject to constant buoyancy loss
at its surface is given by

1/2(2B t)0 2 1/2h 5 , b9 5 N h 5 (2B t) N. (24)mix 0N

The buoyancy anomaly ( ) thus grows with the squareb9mix

root of time in the absence of lateral buoyancy fluxes
(Turner 1973; Visbeck et al. 1996). From day 5 onward,
however, the lateral buoyancy transfer becomes suffi-
ciently large that it ultimately offsets the surface buoy-
ancy loss and a quasi-steady state is established. The
maximum depth to which convection penetrates is given
by (see Visbeck et al. 1996):

1/3(B r)0h 5 g , (25)final N

where r is the chimney radius and g is a proportionality
constant related to the a that appears in (2) by g 5
(½a)1/3. Study of several laboratory and numerical ex-
periments of convectively driven chimneys shows (see
Visbeck et al. 1996; Whitehead et al. 1996) that g 5
3.9 6 0.9, implying that a 5 0.008 6 0.005 close to
the 0.005 obtained by Green (1970) in his studies of
baroclinic eddies in the atmosphere. This is an inter-
esting reference value against which to consider the a
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FIG. 9. Evolution of (a) the right half domain-averaged density
divided by the total mean density and (b) the mean potential energy
normalized by the minimum potential energy versus time for the eddy-
resolving isopycnal model and all parameterizations.

deduced from our parameterized model by comparison
with the resolved models.

The 2D model is configured for an azimuthally av-
eraged domain and convective mixing is represented by
a convective adjustment scheme (Table 2). Figure 4a
shows that all eddy flux parameterizations are able to
balance the surface buoyancy loss and establish some
kind of quasi-steady state except the run MIX, which
represents a case where the eddy transfer parameteri-
zations were turned off and only frictional spindown
and convective adjustment were included (Fig. 4b).
However, the details of the chimneys vary considerably;
the GM and NEW schemes seem most able to capture
the form observed in the eddy-resolving model (Fig. 3).
They predict a large lateral buoyancy flux near the sur-

face associated with the strong baroclinic zone of the
rim current. At depth the convected fluid is advected
outward and appears as a layer of reduced stratification
(Fig. 5).

The azimuthally averaged field from day 6 of the
eddy-resolving model was used as a reference to explore
the sensitivity of the parameterization schemes with re-
spect to their tunable parameters (Fig. 6). The GM
scheme shows a plateau of acceptable performance cen-
tered around a transfer coefficient of 300 m2 s21 (Table
3). Horizontal diffusion shows a steep drop in perfor-
mance, which indicates that a k of 1000 m2 s21 or more
will yield poor results in these water mass formation
regions. The optimum value of a 5 0.015 for the NEW
scheme, however, is within a factor of 2 of the a 5
0.008 6 0.005 deduced from laboratory and numerical
experiments (Visbeck et al. 1996; Whitehead et al.
1996). The k implied by (9) is ; 300 m2 s21.

b. Spindown of a baroclinic front

The second scenario considered is a shallow upper-
ocean front typical of those found in Ekman conver-
gence zones of the subtropical North Atlantic and North
Pacific. Spall (1995) simulated subduction and cross-
frontal exchange for such a shallow upper-ocean front
using an eddy-resolving isopycnal model (MICOM,
Bleck and Boudra 1986). The model has three active
isopycnal layers of 0.3 kg m23 density difference in a
periodic channel of 300 km 3 300 km width and 300-m
depth (Table 1) and was integrated for 100 days.

The front becomes baroclinically unstable and an en-
ergetic eddy field evolved (Fig. 7a). By day 100 the
baroclinic zone spans the whole channel of several Ross-
by radii in width. Several eddies are found in the do-
main, but there appears to be some organization. Figure
7b shows the same velocity field but the southward ve-
locity is shaded. Long bands of across-frontal flow exist,
which possibly transfer fluid a distance of several eddy
scales from one side of the front to the other.

Averaging the three-dimensional fields along the front
allows one to inspect the eddy transfer across the front
in the mean. Here we have assumed that the spatial
average over many eddies is equivalent to a temporal
average over eddy life cycles. The evolution of the iso-
pycnal layer thickness (Fig. 8, left column) shows that
baroclinic eddies act to mix layer thickness (and poten-
tial vorticity) on isopycnal surfaces and thereby release
the potential energy stored in the inclined density sur-
faces.

The corresponding 2D model experiments were ini-
tialized with a similar density field by interpolating be-
tween layer interfaces onto a Cartesian y–z grid with 15
km horizontal and 16 m vertical resolution (Table 2).
Again a and k were varied to best match the release of
available potential energy observed in the resolved ex-
periment. At first glance, all parameterization schemes
similarly represent the large-scale behavior of the eddy-
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FIG. 10. Explained spatial variance at day 100 of the frontal spindown scenario versus k for HD
and GM and versus a for GS and NEW.

resolving model (Fig. 8). However, careful comparison
of the volume of fluid between two isopycnal surfaces
(e.g., the shaded region in Fig. 8) shows that horizontal
diffusion increases the shaded volume with time because
of the diapycnal mixing implicit in it.

A measure of the available potential energy is given
by the half-domain average density to the north divided
by the total mean density (Fig. 9a). As expected, all
eddy parameterization schemes were able to more or
less collapse the eddy-resolving reference simulation
when appropriately tuned.

The total potential energy diagnostic, however, dis-
criminates more clearly between the different schemes
(Fig. 9b). Horizontal diffusion does not change the po-
tential energy since fluid is only mixed on horizontal
surfaces. The adiabatic GM and NEW schemes, how-
ever, lower the center of gravity much as is observed
in the eddy-resolving model, the GS scheme somewhat
less than observed.

The sensitivity of the various eddy transfer parame-

terization schemes with regards to their tunable param-
eter (k or a) is explored using the explained spatial
variance (23) as a measure of their skill (Fig. 10). As
expected, the GM and NEW scheme can simulate the
adiabatic eddy resolving calculations rather better than
the others. However, all schemes show a plateau of ac-
ceptable performance centered around the values given
in Table 3. Note that the optimum a for the NEW
scheme is the same as for the chimney scenario, while
the transfer coefficient for the GM scheme had to be
increased to 500 m2 s21.

c. A wind-driven channel

The third scenario is wind-driven flow in a periodic
channel of width 500 km, length 1500 km, and depth
4500 m. It could be thought of as a model of a narrow
ACC. However, it is in the Northern Hemisphere on an
f plane with f 5 1024 s21. Stratification of the column
increased exponentially to the surface with a top to bot-
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FIG. 11. Surface currents from the eddy-resolving model after 420, 600, and 1080 days. The temperature is shaded with
heavy shading denoting denser water. Contours of relative vorticity are shown by solid lines.
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FIG. 12. Density for the wind-driven channel at day 182, 750, and 3600 (10 years) for the eddy-resolving model (left column) and the
parameterized 2D model for different parameterization schemes (see text for details). The contour interval is 0.05 kg m23 and two layers
are shaded.

tom density gradient of 1 kg m23 and a scale depth of
900 m. The vertical grid spacing was 25 m at the upper
layer increasing to 400 m at a depth of 4300 m (Table
1). The wind stress had cosine form, decaying to zero
at the zonal boundaries and attaining a maximum
strength of 0.2 Pa at the channel center. After about one
year isopycnals had been displaced downward by 500
m or so in the Ekman convergence zone, sufficiently
for the flow to become baroclinically unstable. There-
after a few modes grew to finite amplitude until ‘‘Rossby
wave breaking’’ occurred; available potential energy
was discharged suddenly (Fig. 11, top panel) and there-
after recovered rather slowly. In the following years
eddy formation occurred more irregularly and a broader
spectrum of waves facilitated the energy release (Fig.
11, lower panels). Finally, after six years or so, a steady
state was reached where the input of potential energy
by the wind was balanced by release of potential energy
due to baroclinic eddies.

In this quasi-steady state the isopycnals were pushed

down vertically typically 250 m over a horizontal dis-
tance of 500 km (Fig. 12, left column) giving rise to an
along-channel jet speed of about 7 cm s21 in the mean;
typical eddy speeds were at least twice as large. All
eddy flux parameterizations were able to balance the
input of available potential energy, as indicated in Fig.
13a.

Again major differences arise from the level of dia-
pycnal mixing implicit in the various schemes. Hori-
zontal diffusion, and to a lesser degree the GS scheme,
erode the pycnocline significantly, leading to a marked
and unrealistically large increase in potential energy
with time (Fig. 13b). The potential energy for the GM
and NEW runs increased more slowly and very much
more in accord with the eddy-resolving experiment.

After 10 years the pycnocline in the center of the
channel shows an interesting structure (Fig. 14). Sig-
nificant diapycnal mixing, in both the HD and GS
schemes, warms the central thermocline waters and
cools the surface layer. When used in conjunction with
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FIG. 13. (a) Evolution of the mean density in the right domain half
normalized by the initial density. (b) Evolution of the total potential
energy normalized by the initial potential energy.

a surface temperature restoring condition such diapycnal
mixing, implicit in the horizontal eddy parameteriza-
tion, is likely to be responsible for the warming of the
thermocline commonly observed in coarse-resolution
ocean models (e.g., Danabasoglu et al. 1994).

It should be noted that in some runs convective over-
turning occurred and was most extreme when the input
of available potential energy was not removed para-
metrically. This is clearly seen in the 2D run ISO, where
only diffusion along isopycnal surfaces was present. In
this case the Ekman surface flow advected denser water
over lighter intermediate water and—after convective
adjustment—formed a deep mixed layer (Fig. 14).

The sensitivity of the parameterization schemes was
evaluated using the explained variance after 10 years.

However, the diagnostic was confined to levels below
500-m depth (Fig. 15) to focus on the pycnocline of the
models. The skills of the parameterized model are not
as good as in the previous examples. However, the GM
and NEW schemes are clearly the most satisfactory. It
is gratifying to observe that the coefficient for the NEW
scheme (a 5 0.010) is very similar to both previous
values and earlier studies. The k of the GM scheme,
however, had to be adjusted considerably from 300, 500,
to 2000 m2 s21 before they yielded satisfactory results
(Fig. 16, Table 3).

5. Discussion

In this paper we have attempted to develop and apply
the ideas of Green (1970) and Stone (1972) to improve
the parametric representation of baroclinic eddies in
large-scale ocean models. Rather than characterize the
transfer properties of oceanic eddies by a constant and
unchanging transfer coefficient ‘‘k,’’ we have argued for
a k of the form

2f M
2 2k 5 a l 5 a l ,

nÏRi (26)
a 5 0.015 6 0.005,

where a is a constant of proportionality, l is a measure
of the eddy transfer scale, and M2, N2 are stratification
parameters. By comparing parameterized and resolved
experiments in three different oceanic scenarios and as-
suming that the transfer scale l is that of the width of
the baroclinic zone, we have shown that the optimum
choice of a is almost constant and equal to 0.015. The
magnitude of the k implied by (26), however, ranges
from 300 to 2000 m2 s21. Moreover, to within margins
of error, it is remarkable that a takes on a similar nu-
merical value to that deduced by Green (1970) (0.005)
by fitting his parcel theory of heat transport by atmo-
spheric synoptic-scale systems to atmospheric data. Vis-
beck et al. (1996) obtained a value of 0.008 in a lab-
oratory and numerical study of isolated convective
regions in the ocean. It is noteworthy that Larichev and
Held (1995) arrive at the form (26) but from the rather
different perspective of homogeneous geostrophic tur-
bulence calculations.

An important aspect of (26) is that it ascribes physical
attributes to k and therefore a context for enquiry and
further refinement of a transfer scale l, a timescale as-
sociated with baroclinic eddies M2/N, and a proportion-
ality constant a that measures the efficiency of the trans-
fer process. A deeper understanding of those processes
that determine these key factors (see Larichev and Held
1995) is required before a more complete representation
of k can be deduced.

Our comparison of resolved and parameterized mod-
els clearly shows that the transformed Eulerian mean
representation advocated by Gent and McWilliams
(1990) offers advantages over more conventional ap-
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FIG. 14. Density profiles in the center of the channel after 10 years of integration for different
parameterization, the eddy-resolving model, and the initial condition.

proaches. Although Green and Stone provide a way for-
ward in the prescription of the k, their adoption of a
‘‘mixing’’ formalism of the kind =·(k=T) leads to clear
problems when compared with explicit models. We
therefore argue for a representation of baroclinic eddies
that combine the best aspects of GS and GM: transfer
coefficients that vary in space and time according to
(26), together with the adoption of a transformed Eu-
lerian mean formalism.

We have restricted our attention to problems where
the rotation rate is constant (f plane) and, hence, the
lateral growth of fronts is only limited by the domain
size. However, if the rate of rotation varies significantly
within the domain of interest, an upper bound on the
mixing length scale l will appear at a scale given by lb

; U/b, which separates a turbulent from a wavelikeÏ
regime (Rhines 1975, 1977). The importance of plan-
etary b and topographic b as limiting factors on eddy
transfer is deferred to future research.

We have focused our attention on three problems that
possess a strong degree of symmetry in the alongfront
direction and for which baroclinic instability is the dom-
inant mechanism of lateral mixing. In the more general
context of the oceanic general circulation the mean flow
may be spatially inhomogeneous in all three dimensions,
and thus may contain regions in which the eddy fluxes
are not governed by simple local stability theory. Non-
local influences may arise from the local generation of
wave activity and its subsequent advection and radiation

to the far field (Holland and Rhines 1980). Eddy vari-
ability is also generated by barotropic instabilities, local
surface or topographic forcing, and through wave ra-
diation from distant forcing regions. Additional param-
eterizations will certainly be necessary to represent the
eddy mean flow interaction in such an inhomogeneous
environment.

Thus, while the present set of examples provides a
clean and simple basis for evaluation of the various eddy
flux parameterizations discussed here, it is clear that
additional factors are likely to become important in
moving to the problem of parameterizing eddy fluxes
in the general oceanic circulation where many dynam-
ical regimes are present.

Finally, in this discussion we have not addressed the
role and parameterization of momentum transport by
baroclinic eddies. To make progress here we believe that
one must couch the transfer process in terms of the
quasi-conserved potential vorticity (see Marshall 1981)
rather than heat and momentum separately.

Plans to implement and evaluate the ideas set out here
in a general circulation model are underway and will
be reported later.
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FIG. 15. Explained spatial variance referenced to the eddy-resolving model field after 10 years
below 500-m depth for the different parameterization versus k for HD and GM and versus a for
GS and NEW.
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APPENDIX

The Two-Dimensional Model

We employ a two-dimensional model to test the var-
ious eddy transfer parameterization schemes. The 2D
model has linearized momentum equations assuming a
balanced flow at a small Rossby number in the Bous-
sinesq and hydrostatic limit and thereby neglect the
Reynolds stress terms. We arrive at the following di-
agnostic set of momentum equations for the mean prop-
erties:

2fy 5 2ru 1 T (A1)x

1 ]p
fu 5 2 2 ry 1 T (A2)y

r ]y0

gr 1 ]p
5 2 , (A3)

r r ]z0 0

where f is the Coriolis parameter, which is assumed
constant (f plane), and the zonal pressure gradient has
been set to zero. Friction is represented as a body force
(r 5 ri 1 rb(z)) comprising an interior Newtonian damp-
ing coefficient ri plus bottom drag rb(ub, yb); Tx and Ty

represent wind stress in the surface layer.
The continuity equation is

]y ]w
1 5 0, (A4)

]y ]z
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FIG. 16. Explained spatial variance referenced to the eddy-resolving model calculations for all scenarios and the four parameterizations.

yielding a diagnostic equation for the vertical velocity
w. The tracer equations for temperature, salinity, and
passive tracer are a prognostic, fully nonlinear two-di-
mensional version of (3):

]t ]t ]t
1 y 1 w 5 S 2 = · F, (A5)0 h

]t ]y ]z

where S0 denotes sources and sinks of tracer concen-
tration and

F 5 (Fy, Fz) 5 (y9t9, w9t9) (A6)

represents the subgrid eddy transfer (where the prime
denotes the departure from a zonal average). To obtain
a zonally averaged closure for (A5), the eddy flux must
be parameterized in terms of zonally averaged quanti-
ties. We proceed by means of a flux–gradient relation

F 5 2K·=htn, (A7)

where tn is the zonally averaged tracer concentration,

and K is a tensor, which accommodates the subgrid-
scale transfer schemes discussed in sections 2 and 3.

Finally, an equation of state is needed that relates the
density to the tracer fields:

]r
r 5 t , (A8)O n1 2]tn n

where the expansion coefficients (]r/]t) can be nonlin-
ear functions.

a. Method of solution

The 2D model equations for the variables (u, y, w, p,
t1 . . . , tn, r) are solved numerically on a C grid using
a leapfrog time-stepping scheme and a Smolarkiewicz
(1983) advection scheme. We employ a rigid lid at the
surface and a no flux condition normal to the boundaries.

The horizontal momentum equations (A1), (A2) can
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be combined to obtain the following diagnostic equation
for the cross-channel velocity:

r 1 ]p f
y 5 T 2 2 T . (A9)y x2 2 2 21 21 2 1 2r 1 f r ]y r 1 f0

The along-channel velocity

f 1 ]p r
u 5 T 2 1 T (A10)y x2 2 2 21 21 2 1 2r 1 f r ]y r 1 f0

need not to be computed in the prognostic integration.
The character of the solution depends on the ratio r/f.
If r . f and therefore r2 k f 2, we obtain a frictional
solution with flow down the meridional pressure gra-
dient. If f . r, the dynamics are rotationally controlled
with u in geostrophic balance and only small ageo-
strophic flow in the y–z plane. The latter regime is of
interest for large-scale oceanic flows and we typically
choose r/f , 1022.

To solve for the surface pressure gradient, the full
pressure p is split into the surface pressure ps and the
internal hydrostatic pressure pi such that

0

p 5 p 1 p , p 5 2 gr dz, (A11)i s i E
2H

and pi is obtained by vertically integrating the hydro-
static equation (A3). Integrating the continuity equation
(A4) vertically yields

0
]y

dz 5 0, (A12)E
]y

2H

and differentiating (A9) with respect to y and splitting
the velocities into an internal yi and the barotropic part
ys gives

2]y ](y 1 y ) r ] p ]ys i s i
5 5 2 1 . (A13)

2 2 2]y ]y r ( f 1 r ) ]y ]y0

Together with (A12) the following equation for cur-
vature of the surface pressure results:

210 02] p r ]ys i
5 dz dz. (A14)E E2 2 21 2]y r ( f 1 r ) ]y02H 2H

Equation (A14) is then solved to obtain the surface pres-
sure gradient with the imposition of one further bound-
ary condition, zero surface pressure gradient at one
boundary.

b. Transfer coefficients

The transfer coefficients for the GS and NEW
schemes were computed at each time step using the
method described in section 3d. However, the k’s need
not be evaluated so frequently, and we compute them
at a rate equivalent to an Eady growth rate te 5 f/ RiÏ
5 M2/N.

To allow for a smooth time evolution of the transfer

coefficients, a characteristic timescale Trelax is introduced
and the k are filtered, as follows:

Dt
k 5 k 1 (k 2 k ), (A15)new old oldTrelax

where Dt denotes the model time step. It is possible to
interpret the relaxation time (Trelax) in terms of an eddy
growth rate, and one might use te as the relaxation time.
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