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Spectral conditions for stability and stabilization of positive

equilibria for a class of nonlinear cooperative systems

Precious Ugo Abara, Francesco Ticozzi and Claudio Altafini

Abstract—Nonlinear cooperative systems associated to vector
fields that are concave or subhomogeneous describe well inter-
connected dynamics that are of key interest for communication,
biological, economical and neural network applications. For this
class of positive systems, we provide conditions that guarantee
existence, uniqueness and stability of strictly positive equilibria.
These conditions can be formulated directly in terms of the
spectral radius of the Jacobian of the system. If control inputs are
available, then it is shown how to use state feedback to stabilize
an equilibrium point in the interior of the positive orthant.

Index terms – Nonlinear Cooperative Systems; Positive equi-

librium points; Concave Systems; Subhomogeneous systems;

Stability and Stabilization.

I. INTRODUCTION

Positive nonlinear systems are widely used as models of

dynamical systems in which the state variables represent

intrinsically non-negative quantities, such as concentrations,

masses, populations, probabilities, etc. [13], [22], [31]. They

are used for instance to model biochemical reactions [33], gene

regulatory networks [24], population dynamics [15], epidemic

processes [26], [21], compartmental systems [18], economic

systems [22], hydrological networks, power control in wireless

networks [11], [36], [10], certain types of neural networks

[17], [14] and many other systems.

The aim of this paper is to investigate the existence,

uniqueness, stability and stabilizability properties of positive

equilibria of certain classes of nonlinear positive systems

recurrent in applications. The main assumptions we make on

our systems is that they are i) cooperative and ii) concave (or

subhomogeneous). For example, in wireless networks, most

power control algorithms assume that the (nonlinear) “inter-

ference functions” are scalable [36] (i.e., subhomogeneous [5],

[9]). In a completely different field, the (nonlinear) “activation

function” of a Hopfield-type neural network [17], [14] is often

monotone and sigmoidal [14], [37], which means that it lacks

inflection points once it is restricted to positive values. In gene

regulatory network theory, the cooperative case appears as

a special case (all activatory links), and asymptotic stability

is achieved making use of saturated monotonicities such as

Michaelis-Menten functional forms [24].
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While the assumption of cooperativity is standard in the

context of nonlinear positive systems [31], [1], [7], [27],

as it guarantees invariance in the positive orthant, concavity

corresponds to vector fields that “decline” when the state

grows, and in such a way it favours the boundedness of the

trajectories. Concavity appears naturally as a common feature

in all examples mentioned above: subhomogeneity of order

1 is a proxy for concavity, sigmoidal functions are concave

when restricted to the positive semiaxis, and so are Michaelis-

Menten functions. Combining the monotonic behavior of

cooperative systems (with its lack of limit cycles and the

relation of order it implies on the trajectories [31]) with the

boundedness induced by concavity helps in achieving unique-

ness and asymptotic stability of the equilibrium point. In fact,

the asymptotic behavior of cooperative concave systems has

been known for more than thirty years [32]. In particular, it is

known that they admit a “limit set trichotomy” [23], i.e., three

possible types of asymptotic behaviors: i) convergence to the

origin; ii) convergence to a unique positive fixed point; iii)

divergence to ∞, see [32], [30], [23], [31]. In [32], conditions

for distinguishing between the first two cases are given, based

on the spectral radius of the Jacobian. Alternatively, nonlinear

versions of the Perron-Frobenius theorem for positive cones

can be used to show “ray convergence” in a special metric,

variously called part metric or Hilbert projective metric [6],

[23]. The limit set trichotomy can all be placed along this ray.

In this paper we follow the approach of [32] and look at

spectral conditions on the Jacobian of the system in order to

describe the convergence to the two stable situations of the

limit set trichotomy. In particular, we obtain novel sufficient

conditions that guarantee the existence of strictly positive

equilibria for monotone concave systems, but also for the more

general class of monotone sub-homogeneous systems [5] and

for that of monotone contractive systems [10].

It is worth remarking that in all the applications mentioned

above the equilibrium point is normally required to be positive.

In fact, the origin is typically not very interesting as an

equilibrium: for example, a power control algorithm that

converges to zero power is meaningless, and similarly for the

other applications. A common trick to move the equilibrium

point from the origin to the interior of the positive orthant is to

add a non-vanishing positive input, usually a constant, to the

system dynamics (a current in a neural network, a noise power

in a wireless interference function, a constant mRNA synthesis

rate in a gene network) [7], [27]. This trick is standard

(and necessary) in linear positive systems [8], but not strictly

necessary in the nonlinear case. As a matter of fact, in some

cases the extra constant term seems more artificially motivated

by the need of guaranteeing positivity of the equilibrium,

rather than emerging from the problem setting. The conditions
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we provide in this paper do not require the use of additive

external inputs to shift the stable equilibrium from the origin.

For concave systems, the properties of uniqueness and

global attractivity of a positive equilibrium correspond to a

bound on the spectral radius of the Jacobian at the origin,

plus an additional condition that has to hold inside the positive

orthant. When the concave nonlinearities are also bounded, the

spectral radius of the Jacobian at the origin alone decides all

the global dynamical features of the system [32].

Our conditions extend those provided in [32] is several

directions. For instance, we show in the paper that when

feedback design makes sense, then simple linear diagonal

feedback can be used to choose any type of behavior in the

trichotomy of possible asymptotic characters.

As another improvement with respect to [32], we show

that our results hold essentially unchanged when we replace

concave functionals with the broader class of subhomogeneous

functionals. This is another class for which stability has been

studied mostly at the origin [5], [9], or in presence of constant

additive terms [11], [36]. The existence of simple spectral

characterizations for uniqueness and stability of equilibria

is not limited to concave/subhomogeneous vector fields: the

c-contractive vector fields of [10] (which lead to a similar

single global attractor) also admit an easy characterization in

terms of the spectral radius of the Jacobian. The infinitesimal

contractivity condition we obtain, i.e. that the spectral radius is

always less than 1, extends to the nonlinear case an equivalent

property of linear interference functions [28], and leads to a

Jacobian characterization similar to the one commonly used

in contraction analysis of nonlinear systems [25]. Notice that

the approach of [25] (which is based on contractions in

Riemannian norm, not in Hilbert projective norm) cannot be

used for concave/subhomogeneous systems passing through

the origin, like those studied in this paper.

Lastly, it is worth remarking that cooperative dynamics can

be often described by interconnected systems [19], [29], as it

is indeed the case for the examples mentioned above. While

the conditions we give in this paper are valid for general

cooperative systems, when they are applied to the subclass of

interconnected systems they can be sharpened and simplified,

for instance expressed in terms of the spectral radius of the

(constant) connectivity matrix alone. Furthermore, we show

in the paper that for interconnected systems the stabilizing

feedback design can be rendered distributed (i.e., requiring

only information on the first neighbours of a node).

The rest of this paper is organized as follows: Section II

introduces the necessary prerequisites of linear algebra and

positive dynamical systems theory, including the existence and

uniqueness criteria that we will need. For concave systems,

the spectral characterizations of uniqueness and stability of

the equilibria are given in Section III. They are generalized to

subhomogeneous and contractive vector fields in Section IV.

Stabilizability conditions via diagonal state feedback are given

in Section V, while in Section VI the results are specialized

to interconnected systems and applied to relevant examples.

All proofs are gathered in the Appendix.

While parts of the results (in particular those of Sect. III

and IV) have appeared in the conference papers [34], [35],

Sect. V and most of Sect. VI are novel material.

II. PRELIMINARY MATERIAL

A. Notation and linear algebra

Throughout this paper Rn+ denotes the positive orthant of

Rn, int(Rn+) its interior, and bd(Rn+) = Rn+ \ int(Rn+) its

boundary. If x1, x2 ∈ Rn, x1 6 x2 means x1,i 6 x2,i ∀ i =
1, . . . , n (x1,i = i-th component of x1), while x1 < x2 means

x1,i < x2,i ∀ i = 1, . . . , n, A matrix A = [aij ] ∈ Rn×n is

said nonnegative (in the following indicated A > 0) if aij > 0
∀ i, j, and Metzler if aij > 0 ∀ i 6= j. A is irreducible if ∄ a

permutation matrix Π that renders it block diagonal:

ΠTAΠ =

[

A11 A12

0 A22

]

for nontrivial square matrices A11, A22. The spectrum of A
is denoted Λ(A) = {λ1(A), . . . , λn(A)}, where λi(A), i =
1, . . . , n, are the eigenvalues of A. The spectral radius of A,

ρ(A), is the smallest positive real number such that ρ(A) >
|λi(A)|, ∀i = 1, . . . , n. The spectral abscissa of A is µ(A) =
max{Re(λi(A), i = 1, . . . , n}.

The following standard properties of nonnegative matrices

will be needed later on.

Theorem 1 (Perron-Frobenius). Let A ∈ Rn×n > 0 be

irreducible. Then ρ(A) is a real, positive, algebraically simple

eigenvalue of A, of right (resp. left) eigenvector v > 0 (resp.

w > 0).

Lemma 1 If A > 0 irreducible, then either

ρ(A) =

n
∑

j=1

aij ∀ i = 1, . . . , n (1)

or

min
i





n
∑

j=1

aij



 < ρ(A) < max
i





n
∑

j=1

aij



 . (2)

In addition, if x > 0 and λ ∈ R+ then

Ax > λx =⇒ ρ(A) > λ

Ax < λx =⇒ ρ(A) < λ.

B. Concave and subhomogeneous vector fields

Consider a convex set W ⊂ Rn. A function f : W → Rn

is said to be non-decreasing in W if x1 6 x2 implies f(x1) 6
f(x2) ∀ x1, x2 ∈ W . It is said to be increasing if in addition

x1 < x2 implies f(x1) < f(x2).
Given W ⊂ Rn convex, f : W → Rn is said to be concave

if

f(αx1 + (1− α)x2) > αf(x1) + (1− α)f(x2) (3)

∀x1, x2 ∈ W and ∀ 0 6 α 6 1. It is said to be strictly concave

if the inequality in (3) is strict in 0 < α < 1 ∀x1, x2 ∈ W ,

x1,i 6= x2,i, i = 1, . . . , n. For a concave vector field f , the

tangent vector must always overestimate f at any point and
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viceversa. Therefore we have that a C1 vector field f : W →
Rn is concave if and only if

f(x1) 6 f(x2) +
∂f(x2)

∂x
(x1 − x2) (4)

∀ x1, x2 ∈ W . f is strictly concave if (4) holds strictly

∀ x1, x2 ∈ W , x1,i 6= x2,i, i = 1, . . . , n. Clearly, f strictly

concave and non-decreasing means f increasing.

The vector field f : W → Rn is said to be subhomogeneous

of degree τ > 0 if

f(αx) > ατf(x) (5)

∀ x ∈ W and 0 6 α 6 1, and strictly subhomogeneous if the

inequality (5) holds strictly ∀ x ∈ W and 0 < α < 1.

We will need the following lemma, whose proof can be

found in [5].

Lemma 2 The vector field f : W → Rn is subhomogeneous

of degree τ > 0 if and only if

∂f

∂x
(x)x 6 τf(x) ∀ x > 0.

It is strictly subhomogeneous if and only if the inequality holds

strictly ∀ x > 0.

Another auxiliary lemma used later is the following.

Lemma 3 If f : W → Rn is subhomogeneous of degree τ1,

0 < τ1 < 1, then it is also subhomogeneous of degree τ2,

0 < τ1 6 τ2 6 1.

Proof. For α ∈ (0, 1), τ1 6 τ2 implies ατ1 > ατ2 , hence in

(5)

f(αx) > ατ1f(x) > ατ2f(x).

In the case of f(0) > 0, concavity is related to sub-

homogeneity of degree 1.

Proposition 1 Consider W ⊂ Rn convex, 0 ∈ W , and let

f : W → Rn be a vector field such that f(0) > 0. If f(x) is

concave then f(x) is subhomogeneous of degree 1.

Proof. Choosing x2 = 0 in (3), we have

f(αx1) > αf(x1) + (1− α)f(0),

or f(αx1) > αf(x1), since in α ∈ [0, 1] (1− α)f(0) > 0.

C. Positive and cooperative systems

Given a system

ẋ = h(x), x(0) = xo (6)

let x(t, xo) denote its forward solution from the initial con-

dition xo (assumed to be defined ∀ t ∈ [0, ∞)). The system

(6) is said to be positive if x(t, xo) ∈ Rn+ ∀xo ∈ Rn+, i.e.,

Rn+ is forward-invariant for (6). Assuming uniqueness of the

solution of (6), it is shown for instance in [1] that a necessary

and sufficient condition for positivity is that xi = 0 implies

hi(x) > 0 ∀x ∈ bd(Rn+).
The system (6) is said to be monotone if ∀x1, x2 ∈ W

with x1 6 x2 it holds that x(t, x1) 6 x(t, x2). The Kamke

condition gives an easily testable characterization of mono-

tonicity (see [31], par. 3.1 for more details): the vector field

h(x) : W → Rn is said to be of type-K or to satisfy the

Kamke condition if for each i = 1, . . . , n, hi(a) 6 hi(b)
∀ a, b ∈ W satisfying a 6 b and ai = bi. A type-K

system is monotone. For C1 vector fields, type-K systems

admit an infinitesimal characterization in terms of the signs

of the Jacobian. We are particularly interested in a subclass of

monotone systems called cooperative systems. A vector field

h : W → Rn is said to be cooperative if the Jacobian matrix

H(x) = ∂h(x)
∂x

is Metzler ∀ x ∈ W . Similarly, the system (6)

is said to be cooperative if the vector field h is cooperative on

W = Rn+ \ {0}. From H(x) Metzler, it can be easily shown

that if the system (6) is cooperative then Rn+ is a forward-

invariant set for it, i.e., the system (6) is a positive system.

An important property of cooperative systems that will be

used to prove convergence is given by the following lemma

whose proof can be found e.g. in [31] Prop. 3.2.1.

Lemma 4 Let W be open and h(x) : W → Rn be a

cooperative vector field. If ∃ xo ∈ W for which h(xo) < 0
(resp. h(xo) > 0), then the trajectory x(t, xo) of (6) is

decreasing (resp. increasing) for t > 0. In the case h(xo) 6 0
(resp. h(xo) > 0), the trajectory x(t, xo) of (6) is non-

increasing (resp. non-decreasing).

D. Existence and uniqueness of positive equilibria

For a function f : W → Rn, we are interested in fixed

points of the form x∗ ∈ W such that f(x∗) = x∗. We want

to determine conditions under which f admits a unique such

fixed point. For existence, we can use a well-known theorem,

valid for non-decreasing functions.

Theorem 2 (Tarski fixed point theorem). Given W ⊂ Rn

convex, assume f : W → W is a nondecreasing continuous

function such that f(x1) > x1 for some x1 ∈ W , x1 > 0 and

f(x2) < x2 for some x2 ∈ W , x2 > x1. Then ∃ x∗ ∈ W such

that f(x∗) = x∗.

Proof. See [20].

In the following we shall focus on the case of W = Rn+.

Under some extra condition like concavity, f can be shown

to have a unique fixed point, see [20]. The following theorem

generalizes the uniqueness result of Kennan to subhomoge-

neous vector fields. Its proof is a slight variation of the one

proposed in [20].

Theorem 3 Let f : Rn+ → Rn+ be continuous and such that

1) f is strictly subhomogeneous of degree τ > 0,

2) f is increasing,

3) f(0) > 0,

4) ∃x1 ∈ int(Rn+) such that f(x1) > x1,
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5) ∃x2 ∈ int(Rn+), x2 > x1, such that f(x2) < x2,

then ∃ unique x∗ ∈ int(Rn+) such that x∗ = f(x∗).

Proof. See Appendix A.

From Proposition 1, if f is strictly concave and f(0) > 0
the previous theorem holds as a special case (corresponding

to τ = 1).

III. CONCAVE SYSTEMS: EQUILIBRIA AND STABILITY

The class of nonlinear positive systems considered in this

paper is the following:

ẋ = ∆(−x+ f(x)), (7)

where x ∈ Rn+, f : Rn+ → Rn+ is a C1 cooperative

vector field such that F (x) = ∂f(x)
∂x

> 0 ∀x ∈ Rn+, and

∆ = diag(δ1, . . . , δn), δi > 0. The presence of a negative

diagonal term in (7) implies that the complete Jacobian of

(7) is Metzler, hence (7) is a cooperative system. Since ∆
is invertible and F (x) can have nonzero diagonal entries, the

form (7) covers most cooperative systems used in the literature

(exceptions are those having nonlinear negative diagonal terms

in F (x)).

A. A spectral characterization of existence and uniqueness of

equilibria

The following theorem gives a spectral condition for the

existence and uniqueness of a positive fixed point, in the case

of concave and increasing vector fields.

Theorem 4 Consider the system (7), with f : Rn+ → Rn+ a

C1, strictly concave and increasing vector field, f(0) = 0.

Assume F (x) > 0 and irreducible ∀x ∈ Rn+. If the following

conditions hold

1) ρ (F (0)) > 1;

2) ∃x2 ∈ int(Rn+) such that ρ (F (x2)) < 1,

then the system admits a unique positive equilibrium x∗ ∈
int(Rn+).

Proof. See Appendix B.

Clearly, since f(0) = 0, the origin is also an equilibrium

point of (7), distinct from x∗.

Remark 1 While the first condition of Theorem 4 can be

found in papers such as [32], the second does not seem to

appear explicitly in the literature.

The value of the spectral radius at the equilibrium point is

a result of independent interest1.

Proposition 2 Let f : Rn+ → Rn+ be a strictly concave and

increasing vector field, f(0) = 0. Assume F (x) > 0 and

irreducible ∀x ∈ Rn+. If ∃ x∗ ∈ int(Rn+) such that f(x∗) =
x∗, then ρ(F (x∗)) < 1.

1It explains the asymmetry in the proof of the second part of the auxiliary
Lemma 5: in one direction x̄ < x2, in the other x̄ = x2, see Appendix B.

Proof. See Appendix B.

Another related result of interest is the following:

Proposition 3 Let f : Rn+ → Rn+ be C1 strictly concave and

increasing. If ∃ x2 ∈ int(Rn+) such that f(x2) < x2, then

f(x) < x ∀x > x2.

Proof. See Appendix B.

If in addition to strict concavity and monotonicity we also

add a boundedness assumption on f , then the spectral radius

must decrease to zero when ‖x‖ grows.

Proposition 4 Let f : Rn+ → [0, q]n ⊂ Rn+ be C1 strictly

concave, increasing and bounded, q > 0. Assume F (x) > 0
and irreducible ∀x ∈ Rn+. Then lim‖x‖→∞ ρ(F (x)) = 0.

Proof. See Appendix B.

B. A spectral characterization of stability

As for its existence and uniqueness, the stability properties

of a strictly positive equilibrium can be determined by check-

ing a spectral condition on the Jacobian.

Theorem 5 Consider the system (7), with f : Rn+ → Rn+ a

C1, strictly concave and increasing vector field, f(0) = 0.

Assume F (x) > 0 and irreducible ∀x ∈ Rn+.

1) If ρ (F (0)) < 1 then the origin is an asymptotically stable

equilibrium point for (7), with domain of attraction A(0)
which contains Rn+.

2) If ρ (F (0)) > 1 and ∃x2 ∈ int(Rn+) such that

ρ (F (x2)) < 1, the unique positive equilibrium x∗ ∈
int(Rn+) of system (7) is asymptotically stable and has

domain of attraction A(x∗) ⊃ Rn+ \ {0}.

Proof. See Appendix C.

The conditions of Theorem 5 are sufficiently simple to

check, in particular when f is also bounded, as the existence

of x2 is automatically guaranteed in that case (Proposition 4).

Remark 2 When x∗ > 0 exists, then it follows from Propo-

sition 2 that ρ(F (x∗)) < 1. This condition can be used to

show that the symmetric part of the Jacobian of (7) is negative

definite around x∗. The condition is however only local, and

it is lost near 0, where ρ (F (0)) > 1. Hence the contraction

analysis approach of [25] cannot be used for these systems.

The system is contracting only in the Hilbert projective norm

[23], not in the Riemannian/Euclidean norm used in [25].

IV. GENERALIZATIONS OF THE SPECTRAL CONDITIONS

In this Section, the results of Theorem 4 and Theorem 5

are extended to two other classes of vector fields: subhomo-

geneous and contractive.
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A. Subhomogeneous vector fields

We will treat only the case of positive equilibrium point.

The stability condition for the origin is in fact analogous to

condition 1 of Theorem 5 and is not repeated here (see also

[5]).

Theorem 6 Consider the system (7) with f : Rn+ → Rn+ a

C1 vector field which is strictly subhomogeneous of degree

0 < τ 6 1 and increasing. Assume f(0) = 0 and F (x) > 0
irreducible ∀x ∈ Rn+. If the following conditions hold:

1) ρ(F (0)) > 1;

2) ∃ x2 ∈ int(Rn+) such that ρ(F (x2)) 6 ζ < 1 and

ρ(F (x)) 6 ζ ∀x > x2,

then the system (7) admits a unique positive equilibrium point

x∗ ∈ int(Rn+) which is asymptotically stable with domain of

attraction A(x∗) ⊃ Rn+ \ {0}.

Proof. See Appendix D.

Notice that Theorem 6 can be extended to f which are

monotone and subhomogeneous but increasing only in a

rectangular subset of Rn+ (replacing F (x) nonnegative with

F (x) Metzler).

B. Contractive vector fields

Definition 1 A function φ : Rn+ → Rn+ is said to be a c-

contractive interference function if the following properties are

satisfied ∀x ∈ Rn+:

1) φ(x) > 0;

2) if x1 6 x2, then φ(x1) 6 φ(x2);
3) ∃ a constant c ∈ [0, 1) and a vector ν > 0 such that

∀ ǫ > 0
φ(x+ ǫν) 6 φ(x) + cǫν. (8)

If we consider a system like (7) with f(x) = φ(x), then con-

tractive interference functions guarantee existence, uniqueness

and asymptotic stability of a positive equilibrium point [10].

Clearly, condition 1 of Definition 1 implies that the origin

can never be an equilibrium point for (7). The following

proposition characterizes (differentiable) contractive interfer-

ence functions in terms of the spectrum of their Jacobian

Φ(x) = ∂φ(x)
∂x

.

Proposition 5 If φ(x) is a C1 c-contractive interference func-

tion, then

ρ (Φ(x)) < 1 ∀x ∈ int(Rn+).

Proof. See Appendix E.

For increasing functions whose Jacobian is irreducible, a

converse result is also true.

Proposition 6 If φ(x) is a C1 increasing function such that

the following hold ∀x ∈ Rn+:

1) φ(x) > 0,

2) ρ (Φ(x)) 6 ζ0 < 1,

3) Φ(x) irreducible,

then φ(x) is a c-contractive interference function.

Proof. See Appendix F.

Remark 3 The infinitesimal spectral characterization given in

Propositions 5 and 6 extends to the nonlinear case a well-

known property of the spectral radius of linear interference

functions, see [10], [28], [35].

The known properties of c-contractive interference functions

imply that we have the following spectral characterization for

existence, uniqueness and stability of a positive equilibrium

point.

Theorem 7 Consider the system (7) with f : Rn+ → Rn+ a

C1 increasing vector field. Assume f(x) > 0 ∀x ∈ Rn+ and

F (x) irreducible ∀x ∈ Rn+. If ρ(F (x)) < 1 ∀x ∈ int(Rn+),
the system (7) admits a unique positive equilibrium point

x∗ ∈ int(Rn+) which is asymptotically stable with domain of

attraction A(x∗) ⊃ Rn+.

Proof. See Appendix G.

It is worth noticing that the class of concave-increasing

positive vector fields and that of c-contractive vector fields are

non-identical, although both may give rise to a single positive

attractor. For instance, it follows from Theorem 5 that in order

to admit a positive equilibrium point in a neighbourhood of

the origin, a concave-increasing function must have a spectral

radius > 1, while ρ(F (x)) < 1 always for a c-contractive

function. On the other hand, the following system, taken from

[10], is an example of a non-concave c-contractive C1 scalar

function:

f(x) =

{

x2 + 1
100 0 6 x 6

1
4

x
2 − 1

16 + 1
100 x > 1

4 .

Clearly, for c-contractive vector fields f(0) > 0 is a non-

dispensable assumption.

Remark 4 The condition ρ(F (x)) < 1 ∀ x ∈ Rn+ implies

that the symmetric part of the Jacobian of (7) is always neg-

ative definite. Hence, unlike for the concave/subhomogeneous

vector fields passing through the origin, convergence of c-

contractive vector fields can be shown also using the contrac-

tion analysis approach of [25].

V. SPECTRAL CONDITIONS FOR STABILIZABILITY

In this Section we use the results of Section III to determine

linear diagonal state feedback laws for the stabilization to a

positive equilibrium of the control system

ẋ = f̃(x) + u, (9)

where f̃(x) is cooperative and concave/subhomogeneous, and

u =
[

u1 . . . un
]T

is a vector of control inputs. The
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simplest possible solution is to make use of a linear diagonal

state feedback

u = −Kx = −







k1
. . .

kn






x. (10)

Our task in the following is to determine conditions on K that

guarantee the stabilizability of the closed loop system (9)–(10).

Theorem 8 Consider the system (9), with f̃ : Rn+ → Rn+ a

C1, strictly concave and increasing vector field, f̃(0) = 0.

Assume F̃ (x) = ∂f̃(x)
∂x

> 0 irreducible ∀x ∈ Rn+. Consider

the feedback law (10).

1) If K such that kmin = mini(ki) > ρ
(

F̃ (0)
)

, then the

origin is an asymptotically stable equilibrium point for

the closed loop system (9)–(10). In this case the domain

of attraction A(0) contains Rn+.

2) If K is such that kmax = maxi(ki) < ρ
(

F̃ (0)
)

and

kmin > ρ
(

F̃ (x2)
)

for some x2 ∈ int(Rn+), then the

closed-loop system (9)–(10) admits a unique positive

equilibrium x∗ ∈ int(Rn+) which is asymptotically stable

and has domain of attraction A(x∗) ⊃ Rn+ \ {0}.

Proof. See Appendix H.

The following is a straightforward combination of Theo-

rem 8 and Theorem 6.

Corollary 1 Theorem 8 holds unchanged if we replace

“strictly concave” with “strictly subhomogeneous”.

When as in Section IV-B f̃(0) > 0, then the feedback design

simplifies considerably (the origin is no longer an equilibrium

point). The following corollary follows.

Corollary 2 Consider the system (9) with f̃ : Rn+ → Rn+ a C1

increasing vector field. Assume f̃(x) > 0 ∀x ∈ Rn+ and F̃ (x)
irreducible ∀x ∈ Rn+. Consider the feedback law (10). If K

such that kmin > ρ(F̃ (x)) ∀x ∈ int(Rn+), then the closed-loop

system (9)–(10) admits a unique positive equilibrium point

x∗ ∈ int(Rn+) which is asymptotically stable with domain of

attraction A(x∗) ⊃ Rn+.

Proof. See Appendix H.

VI. APPLICATION TO INTERCONNECTED SYSTEMS

In this section we consider an interconnected system on

a given graph G, i.e., a system in which the state of a node

propagates to its first neighbours following the direction of the

edges. The incoming interactions at a node obey a principle

of linear superposition of the effects.

A. Stability analysis for concave interconnections

Assume the network dynamics includes first order degrada-

tion terms δi, i = 1, . . . , n, on the diagonal. Assume further

that a node j exerts the same form of influence on all its

neighbours, up to a scaling constant which corresponds to the

weight of the edge connecting j with i. If A = [aij ] > 0 is

the weighted adjacency matrix of the network, and ψj(xj) :
R+ → R is the functional form of the interaction from node

j to all its neighbours, then we can write the system as

dx

dt
= Aψ(x)−∆x, (11)

where ψ(x) =
[

ψ1(x1) . . . ψn(xn)
]T

. We assume that each

ψj(xj) is increasing and strictly concave. Additionally, we

enforce a boundedness condition on ψj :

lim
xj→+∞

ψj(xj) = 1. (12)

While not necessary for the application of Theorem 4 and

Theorem 5, from Proposition 4, the condition (12) implies

that the existence of x2 > 0 such that ρ(F (x2)) < 1 in these

two theorems is automatically satisfied.

The system (11) can be rewritten in the form (7) if we

denote f(x) = ∆−1Aψ(x). Its Jacobian is then

F (x) = ∆−1F̃ (x) = ∆−1A
∂ψ(x)

∂x

= ∆−1A









∂ψ1(x1)
∂x1

. . .
∂ψn(xn)
∂xn









.

From (20) and A > 0, it follows that F (x) > 0 ∀x ∈ Rn+.

This implies that (11) is a positive cooperative system.

Calling G(F (x)) the graph whose adjacency matrix is

F (x), F (x) and A have the same graph at each point of

Rn+, hence irreducibility of A implies irreducibility of F (x)
∀x ∈ int(Rn+). Since ψj(xj) is strictly concave, so is f(x).
Hence Theorems 4 and 5 are applicable. Furthermore, for

interconnected systems we have the following monotonicity

condition on the spectral radius.

Proposition 7 Let ψi : R+ → R, i = 1, . . . , n, be C1 strictly

concave, non-decreasing, and such that ψi(0) = 0. If A > 0
irreducible, then

ρ(F (x1)) > ρ(F (x2)) ∀ x1, x2 ∈ Rn+, x1 < x2. (13)

Proof. See Appendix I.

An obvious corollary is the following.

Corollary 3 Under the same hypothesis as Proposition 7,

ρ(F (0)) > ρ(F (x)) ∀ x ∈ int(Rn+). (14)

A special case of (11) is the following distributed dynam-

ics, adapted from the bio-inspired collective decision-making

system of [12]:

ẋi = −δixi + π

n
∑

j=1

aijψj(xj), i = 1, . . . , n, (15)
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where π ∈ [0,+∞) is a scalar parameter, A > 0 off-diagonal

such that δi =
∑n
j=1 aij , i = 1, . . . , n (i.e., ∆−A is Laplacian

matrix), and ψj : R+ → [0, 1), j = 1, . . . , n, are smooth

functions that satisfy the following conditions:

H1: ψj(0) = 0;

H2:
∂ψj

∂xj
(xj) > 0,

∂ψj

∂xj
(0) = 1 and lim

xj→+∞

∂ψj

∂xj
(xj) = 0;

H3: ψj strictly concave.

In [12], the system (15) (with slightly different hypothesis on

ψ) is studied for x ∈ Rn, while here we are interested only in

the positive orthant. In order to describe (locally) the behavior

of (15) as π varies, [12] makes use of bifurcation theory. The

following proposition shows that for any value of π it can be

described efficiently (and globally in Rn+) also by using the

tools developed in this paper. If we rewrite (15) as

ẋ = ∆
(

x− πÂψ(x)
)

(16)

where Â = ∆−1A, then it is evident that (16) is in the

form (7). From condition H2, in the origin ∂ψ
∂x

(0) = I , hence

F (0) = Â = ∆−1A.

Proposition 8 Consider the system (15) with A > 0 irre-

ducible and ψ obeying H1− H3.

1) If π < 1 the origin is an asymptotically stable equilibrium

point, with domain of attraction A(0) ⊂ Rn+.

2) If π > 1 then the unique positive equilibrium point

x∗ ∈ int(Rn+) is asymptotically stable with domain of

attraction A(x∗) ⊂ Rn+ \ {0}.

Proof. See Appendix J.

B. Interconnected systems of c-contractive interference func-

tions

For interconnected systems, c-contractive interference func-

tions can be obtained from concave functions by shifting them

away from the origin.

Proposition 9 Let ψi : R+ → R, i = 1, . . . , n, be C1 strictly

concave, non-decreasing, and such that ψi(0) = 0. Assume

A > 0 irreducible, and consider

φ(x) = Aψ(x) + p, p > 0. (17)

If ρ(Φ(0)) < 1 then φ(x) is a c-contractive interference

function.

Proof. See Appendix K.

Consequently, Theorem 7 holds for our concave ψ, as stated

in the following corollary.

Corollary 4 Let ψi : R+ → R, i = 1, . . . , n, be C1 strictly

concave, non-decreasing, and such that ψi(0) = 0. Assume

A > 0 irreducible. Consider the interference functions (17).

If ρ(Φ(0)) < 1, then the system (7) with f(x) = φ(x) admits

a unique positive equilibrium point x∗ ∈ int(Rn+) which is

asymptotically stable with domain of attraction A(x∗) ⊃ Rn+.

C. Distributed feedback stabilization

If instead of the autonomous system (15), we have as in

Section V the control system

ẋi =
n
∑

j=1

aijψj(xj) + ui, i = 1, . . . , n, (18)

with ui control inputs, then the task becomes to design

a state feedback law for (18) so that stability is imposed

on either the origin or a strictly positive equilibrium point.

Theorem 8 can be used for this scope. However, in the context

of interconnected systems, a limitation of Theorem 8 is that it

requires the knowledge of the spectral radius of the interaction

part. Hence such control laws cannot be implemented in a

distributed fashion, i.e., with only the knowledge of the state

of the neighbours of a node according to G(A). The following

proposition determines linear diagonal feedback laws that

make use of only such information.

Proposition 10 Consider the system (18) with A > 0 irre-

ducible and ψ obeying H1− H3. Consider the feedback law

(10).

1) If K such that ki >
∑

j aij , i = 1, . . . , n, then the origin

is an asymptotically stable equilibrium point, with domain

of attraction A(0) ⊂ Rn+.

2) If K such that ki <
∑

j aij , i = 1, . . . , n, then the unique

positive equilibrium point x∗ ∈ int(Rn+) is asymptotically

stable with domain of attraction A(x∗) ⊂ Rn+ \ {0}.

Proof. See Appendix L.

D. Examples

The system (11) with the extra condition (12) resembles

closely a cooperative additive neural network of Hopfield type

but lacks external inputs. Such neural networks models are

sometimes referred to as (cooperative) Cohen-Grossberg neu-

ral networks [37]. An example of ψj(xj) monotone, strictly

concave and saturating is given by a so-called Boltzmann

sigmoid (or shifted logistic) [14]

ψj(xj) =
1− e

−
xj
θj

1 + e
−

xj
θj

(19)

where θi > 0. For (19), 0 6 ψj(xj) 6 1 when xj > 0, and

∂ψj
∂xj

=
1

2θj
(1 + ψj(xj))(1− ψj(xj)) > 0 ∀xj > 0. (20)

Since ψj(0) = 0, the Jacobian linearization at the origin is

1/(2θj). In particular, when xj ≪ θj then ψj(xj) ≃ xj/θj is

a first order rate law, while when xj ≫ θj then ψij(xj) ≃ 1
behaves like a zero order rate law. Other monotone concave

nonlinearities can be used in place of (19). Many can be found

in the neural network literature [14], [19]. Nonlinearities like

those in (19) will be considered in the following illustrative

examples.
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Example 1 (Interconnected concave system in dim 2) For

n = 2 agents, assuming for example

A =

[

0 1
1 0

]

,

the system (11) with the functions (19) becomes











dx1

dt
= 1−e

−

x2
θ2

1+e
−

x2
θ2

− δ1x1

dx2

dt
= 1−e

−

x1
θ1

1+e
−

x1
θ1

− δ2x2.
(21)

In this case, it is possible to use phase plane analysis to verify

the conditions of Theorems 4 and 5 analytically. The nullclines

of this system are given by



















x1, null =
1−e

−

x2
θ2

δ1

(

1+e
−

x2
θ2

)

x2, null =
1−e

−

x1
θ1

δ2

(

1+e
−

x1
θ1

)

(22)

which for positive δi and θi have at most 2 intersections in

R2
+, see Fig. 1. If we look at the graphs of (22), then the

slopes at x = 0 are given by the lines

{

x2 = 2θ2δ1x1

x2 = 1
2θ1δ2

x1.

We have therefore a bifurcation at δ1δ2 = 1
4θ1θ2

:

• when δ1δ2 >
1

4θ1θ2
the x1-nullcline and the x2-nullcline

intersect only in one equilibrium (x∗0 = 0);

• when δ1δ2 <
1

4θ1θ2
the x1-nullcline and the x2-nullcline

intersect in 2 equilibria: x∗0 = 0, x∗1 > 0.

See Fig. 1 for an example.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x
1

x
2

x
2
 − nullcline

x
1
 − nullcline

0 1 2 3 4 5 6
0

1

2

3

4

5

6

x
1

x
2

x
2
 − nullcline

x
1
 − nullcline

Fig. 1. Example 1. Nullclines are shown as solid lines, slopes at x = 0
are shown as dashed lines, and a few trajectories are shown in blue solid
lines. Left panel: x∗0 = 0 is the only equilibrium point. Right panel: x∗0 = 0
(unstable) and x∗1 > 0 (asymptotically stable) are the two equilibrium points.

The Jacobian of the interaction part alone (omitting the

argument in ψi)

F̃ (x) =

[

0 (1+ψ2)(1−ψ2)
2θ2

(1+ψ1)(1−ψ1)
2θ1

0

]

has eigenvalues

λinteract.
1,2 = ±

√

(1 + ψ1)(1− ψ1)(1 + ψ2)(1− ψ2)

4θ1θ2
,

which implies that the spectral radius of the interaction part is

ρ(F̃ (x)) =

√

(1 + ψ1)(1− ψ1)(1 + ψ2)(1− ψ2)

4θ1θ2

from which (as in Proposition 7 and Corollary 3)

ρ(F̃ (0)) > ρ(F̃ (x)) ∀x 6= 0, (23)

see Fig. 2. The Jacobian of the entire system (21) is F̃ (x)−∆
and its eigenvalues are solutions of

λ1,2 =
(δ1 + δ2)±

√

(δ1 − δ2)2 +
(1+ψ1)(1−ψ1)(1+ψ2)(1−ψ2)

θ1θ2

2
.

Considering an equilibrium point of (21), the conditions for

0

2

4

6

8
0 1 2 3 4 5 6 7 8

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

x
2

x
1

ρ
 (

F
(x

))

Fig. 2. Example 1. The spectral radius ρ(F̃ (x)) is nonnegative and decreasing

with x. The red contour represents the bifurcation curve δ1δ2 = 1
4θ1θ2

. The

magenta dot represents x∗1 .

its stability are

tr(F̃ (x)−∆) = −(δ1 + δ2) < 0

det(F̃ (x)−∆) = δ1δ2 − ρ2(F̃ (x)) > 0.

For example in x∗0 = 0, the second condition becomes

δ1δ2 > ρ2(F̃ (0)) =
1

4θ1θ2

i.e., when x∗0 = 0 is the only equilibrium point of (21) then

it must be asymptotically stable. When instead δ1δ2 <
1

4θ1θ2
then x∗0 becomes a saddle point. Since (1 + ψi)(1 − ψi) is

monotonically decreasing with xi, so is ρ(F̃ (x)) as a function

of x, see Fig. 2, and in particular lim‖x‖→∞ ρ(F̃ (x)) = 0.

Hence when δ1δ2 < 1
4θ1θ2

= ρ2(F̃ (0)) it must be δ1δ2 >

ρ2(F̃ (x)) for x sufficiently large. In particular this must

happen on x∗1, i.e., the positive equilibrium point of (21) must

be asymptotically stable whenever it exists. In conclusion,

the system (21) experiences a saddle-node bifurcation at

δ1δ2 = ρ2(F̃ (0)). If ∆ is given, only the spectral radius at 0
is needed to discriminate between the two situations described

in Theorem 5.

Example 2 (Interconnected concave system in dim n)

Consider the system (15) with as ψj(xj) the Boltzmann

sigmoid (19) (suitably normalized so that
∂ψj

∂xj
(0) = 1). For

this system H1-H3 hold, and the two different behaviors

predicted by Proposition 8 can be observed in simulations,
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see Fig. 3. As the parameter π passes from π < 1 to π > 1,

the system (15) experiences the same saddle-node bifurcation

seen in Example 1, i.e., the origin becomes an unstable

equilibrium point and a new stable equilibrium point x∗ > 0
is created (a global attractor in Rn+). As shown in the proof

of Proposition 8 (see Appendix J), at the bifurcation point

π = 1 the linearization of (15) is a Laplacian system. Since

this is only marginally stable, it cannot predict the stability

character of the original nonlinear system. It follows from

the strict concavity of ψ(x) that, at π = 1, x∗ = 0 is still

an asymptotically stable equilibrium point. To prove it, the

Lyapunov argument given in the proof of Theorem 5 (see

Appendix C) can be used.

time

0 5 10 15 20

0

5

10

15

20

time

0 20 40 60

0

10

20

30

40

50

Fig. 3. Example 2. Simulation for a system (15) of n = 100 nodes, using the
functional forms (19) for ψ. Left: when π < 1, the origin is asymptotically
stable (case 1 of Proposition 8). Right: when π > 1, x∗ > 0 is asymptotically
stable (case 2 of Proposition 8).

Example 3 (Interconnected c-contractive system)

Consider the system (7) with f(x) = φ(x) the c-contractive

interference function given in (17). When the functional

forms (19) are used, if θi > 1/2 ∀ i = 1, . . . , n, then the

sufficient condition of Corollary 4 for existence of a global

attractor x∗ > 0 is that ρ(A) < 1.

VII. CONCLUSION

A feature often used in the stability analysis of nonlinear (in-

terconnected) systems is that the nonlinearities are monotone

and “declining”, meaning, depending on the context, bounded

or unbounded sigmoidals, or saturated and without inflection

points, or scalable. For positive systems, a natural characteriza-

tion of this feature is in terms of monotone and concave vector

fields. For them, existence, uniqueness and stability of the

(nontrivial) equilibrium point can be investigated efficiently,

and reformulated as spectral conditions on the Jacobian of

the system. The same spectral conditions allow to impose a

positive attractor through simple stabilizing feedback laws.

A possible extension of our work deals with studying the

behavior of nonlinear concave/subhomogeneous systems on

the entire Rn, rather than just on the positive orthant. From the

results of [2], [3], [12], is clear that in this case the phase plane

of the positive orthant is replicated in the negative orthant

(Rn−). It remains however to understand to what extent the

spectral conditions developed here can be extended beyond

the positive/negative orthant.

Acknoledgments. The authors would like to thank the review-

ers for pointing out relevant references such as [23], [25], [32],

[30].

APPENDIX

A. Proof of Theorem 3

From conditions 2, 4 and 5 of the theorem, we can apply

Theorem 2, thus obtaining the existence of a fixed point. To

show uniqueness of the fixed point, suppose x > 0 is any fixed

point of f . Consider y > 0 such that g(y) = f(y) − y > 0.

Let

α = min

{

xj
yj
, j = 1, . . . , n

}

=
xr
yr
.

Then α > 0 because x > 0 and y > 0. If α > 1 then it

must be yj 6 xj ∀ j = 1, . . . , n, hence y 6 x. Otherwise let

w = αy. Since g is strictly subhomogeneous and g(y) > 0,

we have that g(αy) > ατg(y) for 0 < α < 1, which implies

g(w) > 0. Then w 6 x and wr = xr, so gr(x) − gr(w) =
fr(x) − fr(w) > 0 because f is increasing. But this implies

0 = gr(x) > gr(w) > 0, a contradiction. Thus y > 0 and

g(y) > 0 implies y 6 x. Now if y > 0 is a fixed point of f
then, since g(x) = 0, the same argument with the roles of x
and y reversed gives x 6 y, so y = x.

B. Proof of Theorem 4 and corollaries

In order to prove Theorem 4 we will need the following

lemma:

Lemma 5 Let f : Rn+ → Rn+ be a C1, strictly concave and

increasing vector field, f(0) = 0. Assume F (x) > 0 and

irreducible ∀x ∈ Rn+. Then

1) ρ (F (0)) > 1 if and only if ∃x1 ∈ int(Rn+) such that

f(x1) > x1.

2) ∃ x̄ ∈ int(Rn+) such that ρ (F (x̄)) < 1 if and only if

∃x2 ∈ int(Rn+), such that f(x2) < x2.

Proof.

[Proof of case 1)] By contradiction, suppose that ρ (F (0)) =
ρ0 6 1 and that ∃x1 ∈ Rn+, x1 > 0 such that f(x1) > x1. Let

w0 be the left eigenvector of F (0) corresponding to ρ0. Since

F (0) > 0 and irreducible, from the Perron-Frobenius theorem,

w0 > 0. Let g : Rn+ → Rn be defined as g(x) = f(x)− x, of

Jacobian G(x) = −I + F (x). From the strict concavity of f ,

also g is strictly concave since it is a linear combination of

concave functions. Since f(x) > x ⇐⇒ g(x) > 0, from (4)

the following relationship holds

g(x1) < g(0) +G(0)x1 = (−I + F (0))x1.

Multiplying both sides by wT0 the inequality becomes

wT0 g(x1) < −wT0 x1 + wT0 F (0)x1 = −wT0 x1 + ρ0w
T
0 x1,

or

wT0 (g(x1) + x1 − ρ0x1) < 0. (24)

Since w0 > 0, and defining ǫ as ǫ := 1−ρ0 > 0, (24) implies

that ∃ i ∈ {1, . . . , n} such that

gi(x1) + (1− ρ0)x1,i < 0 =⇒ gi(x1) < −ǫx1,i 6 0,
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which is a contradiction, since our hypothesis implies x1,i > 0
and gi(x1) > 0 for all i. Now suppose ρ (F (0)) = ρ0 > 1. We

want to show that there exists x1 > 0 such that f(x1) > x1.

From Taylor’s theorem and the C1 assumption for f , we have

that for every i = 1, . . . , n the following holds ∀x0 ∈ Rn+

fi(x) = fi(x0) +
∂fi(x0)

∂x
(x− x0) + ηi(x− x0),

where ηi : Rn → R is such that

lim
x→x0

ηi(x− x0)

‖x− x0‖
= 0.

Joining all i = 1, . . . , n equations, yields

f(x) = f(x0) + F (x0)(x− x0) + η(x− x0). (25)

Let v0 > 0 be the right eigenvector corresponding to the

Perron-Frobenius eigenvalue ρ (F (0)) = ρ0 > 1. From

Taylor’s approximation in (25), by choosing x0 ≡ 0 and

x ≡ x1, we have

f(x1) = f(0) + F (0)x1 + η(x1). (26)

Since we are interested in finding a vector x1 > 0 such that

f(x1) > x1, let us choose x1 = γv0, γ > 0. The vector x1 is

clearly a positive vector and

lim
γ→0

η(x1)

γ
= 0. (27)

With these choices, equation (26) becomes

f(x1) = ρ (F (0))x1 + η(x1) = ρ0x1 + η(x1)

or, rewriting ρ0 as ρ0 = 1 + ǫ, ǫ > 0,

f(x1) = x1 + ǫx1 + η(x1).

Recalling that x1 = γv0, it is

f(x1) = x1 + γ

(

ǫv0 +
1

γ
η(x1)

)

and, from (27), ǫv0+(1/γ̂)η(x1) > 0 for an appropriate small

γ̂ 6= 0, or

f(x1) = x1 + γ̂ (something positive) > x1,

which completes the proof of this first part.

[Proof of case 2)]. Suppose there ∃ x̄ ∈ Rn+ such that

ρ (F (x̄)) = ρ̄ < 1. We first show that there exists x2 ∈ Rn+,

such that f(x2) < x2. Consider again g(x) = f(x) − x. We

assume ∃ i ∈ {1, . . . , n} such that gi(x̄) > 0, otherwise the

proof would be finished since g(x̄) < 0 implies f(x̄) < x̄.

Since F (x̄) > 0 and irreducible, from the Perron-Frobenius

theorem we have that ρ̄ is a real positive eigenvalue of

F (x̄) and its right eigenvector, call it v, must be positive,

v > 0. Let us define ǫ as ǫ = 1 − ρ̄, clearly ǫ > 0 since

ρ̄ < 1. Furthermore, since the Jacobian matrix of g in x̄ is

G(x̄) = −I + F (x̄), it is easily seen that v is also the right

eigenvector of G(x̄) relative to −ǫ:

G(x̄)v = (−I + F (x̄)) v = (−1 + ρ̄)v = −ǫv. (28)

We need to show that there exists x2 such that g(x2) < 0. Let

us define x2 as

x2 = x̄+ γv γ ∈ R+, γ > 0. (29)

As v > 0 and γ is positive, it is clear that x2 > x̄. The vector

field g is strictly concave. Then, from (4), one gets

g(x2) < g(x̄) +G(x̄)(x2 − x̄).

From (29) and (28), the previous expression becomes

g(x2) < g(x̄)− ǫγv.

By choosing an appropriate γ the right hand side can be made

negative. For example

γ :=
1

ǫ

maxi=1,...,n{gi(x̄)}

minj=1,...,n{vj}

implies (1 =
[

1 . . . 1
]T

)

g(x2) < g(x̄)−
maxi=1,...,n{gi(x̄)}

minj=1,...,n{vj}
v

6 g(x̄)− max
i=1,...,n

{gi(x̄)}1 6 0

since (vi/minj=1,...,n{vj}) > 1, ∀i. The proof of sufficiency

is completed since g(x2) < 0 =⇒ f(x2) < x2. To show the

necessity part, assume ∃ x2 ∈ Rn+, such that f(x2) < x2. To

prove this part it is enough to choose x̄ = x2. Assume by

contradiction that ρ (F (x2)) > 1. Then by strict concavity of

f the following holds

f(0) < f(x2) + F (x2)(0− x2)

which, from f(0) = 0 and f(x2) < x2, yields

0 < x2 − F (x2)x2. (30)

Let w > 0 be the left Perron-Frobenius eigenvector corre-

sponding to ρ(F (x2)). Multiplying both sides of (30) and

rearranging

wTF (x2)x2 = ρ(F (x2))w
Tx2 < wTx2

which is clearly a contradiction if ρ(F (x2)) > 1.

Proof of Theorem 4. By using Lemma 5, the two conditions

of Theorem 4 become:

1) ∃x1 ∈ int(Rn+) such that f(x1) > x1;

2) ∃x2 ∈ int(Rn+) such that f(x2) < x2.

When condition 1 holds, x2 can always be chosen such that

x2 > x1 (since x1 ∈ int(Rn+) can be chosen arbitrary close

to 0). Hence Theorem 3 applies and the system (7) admits a

unique positive equilibrium.

Proof of Proposition 2. The proof is identical to the necessity

part of the second condition of Lemma 5, provided one

replaces “f(x2) < x2” with “f(x∗) = x∗”.

Proof of Proposition 3. Letting g(x) = f(x) − x, we need

to show that if g(x2) < 0 then g(x) < 0 ∀x > x2. By

contradiction, let us suppose that there exists i ∈ {1, ..., n}
such that

gi(x) > 0 for x > x2.
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Since gi is strictly concave, the upper contour set

Sα = {x ∈ Rn+ : gi(x) > α} must be convex for all α ∈ R.

Choosing for example α = gi(x2)/2, it is clear that x2 /∈ Sα
while x ∈ Sα. Let us define z̄ as z̄ = λ̄x+ (1− λ̄)x2, where

λ̄ is the smallest real number in (0, 1) such that z̄ ∈ Sα.

Clearly α < 0, thus 0 ∈ Sα. Then, from the strict concavity

of gi, the convex combination of 0 and z̄ should lie in Sα,

but g(βz̄) < α for some β < 1. This shows that Sα is not

convex. Thus it must be gi(x) < 0 i.e. f(x) < x ∀x > x2.

Proof of Proposition 4. From strict concavity of f , the

following function in ξ is non-increasing

κ(ξ) = 1TF (x+ ξv)v

where ξ > 0 is a scalar and v > 0 is a direction. For κ(ξ) in

fact

∂κ

∂ξ
(ξ) = 1T







vT∇2f1(x+ ξv)v
...

vT∇2fn(x+ ξv)v






6 0

which follows from vT∇2fi(x + ξv)v 6 0 ∀ξ > 0, since

strict concavity of fi implies negative semidefiniteness of the

Hessian matrix ∇2fi(x + ξv) ∀ξ > 0. However we would

like to show that κ is actually decreasing. To prove it, let

x1 = x+ ξ1v and x2 = x1+ ξ2v with ξ2 > 0 and ξ1 > 0. For

strictly concave f , (4) implies ∀x, y ∈ Rn+, xi 6= yi

F (x)(y − x) > F (y)(y − x).

Thus choosing y = x+ ξv the previous equation is

F (x)v > F (y)v.

From these facts it is clear that F (x)v > F (x1)v > F (x2)v,

thus our choices for x1 and x2 imply that κ is decreasing. Let

wξ > 0 be the left Perron-Frobenius eigenvector corresponding

to ρ(F (x + ξv)). Without loss of generality, we can assume

that wTξ 6 1T and that ∃j ∈ {1, . . . , n} such that wξ,j = 1.

With this assumptions

κ(ξ) > wTξ F (x+ ξv)v = ρ(F (x+ ξv))wTξ v

and wTξ v > vj > vmin = mini {vi, i = 1, . . . , n}. This yields

κ(ξ) > ρ(F (x+ ξv))vmin. (31)

The proof is concluded if we show that having an f that is

bounded, strict concave and monotone in turn implies

κ(ξ) = 1TF (x+ ξv)v → 0, ξ → ∞ ∀v > 0, v 6= 0.

By contradiction, let us suppose there ∃ v such that

κ(ξ) = 1TF (x+ ξv)v > ǫ > 0 for ξ → ∞. From strict con-

cavity and (4), choosing x1 = x and x2 = x+ ξv we have

f(x) < f(x+ ξv)− F (x+ ξv)ξv.

Thus, multiplying both sides by 1T ,

1T f(x+ ξv) > 1T f(x) + ξκ(ξ)

and for ξ → ∞, 1T f(x + ξv) can be made arbitrarily large.

This is clearly a contradiction since f is bounded. We have

shown that κ(ξ) → 0 for ξ → ∞, thus from (31) and since

x, v are arbitrarily chosen we have

lim
‖x‖→∞

ρ(F (x)) = 0.

C. Proof of Theorem 5

[Proof of case 1)] From the Perron-Frobenius theorem and

from the irreducibility of F (0), w0, the left eigenvector of

F (0) relative to ρ0 = ρ(F (0)) is w0 > 0. For the system (7),

the diagonal matrix ∆ is positive definite which implies that

∆−1 is positive definite. Let V : Rn+ → R+ be the following

Lyapunov function

V (x) =
1

2
xT

(

∆−1w0w
T
0 ∆

−1
)

x. (32)

The matrix
(

∆−1w0w
T
0 ∆

−1
)

is clearly symmetric and strictly

positive, hence V (x) > 0 ∀x 6= 0, V (0) = 0. Differentiating

V we have

V̇ (x) = xT∆−1w0w
T
0 ∆

−1ẋ
= xT∆−1w0w

T
0 (−x+ f(x)) .

(33)

From strict concavity of f and from (4) (with x1 = x and

x2 = 0), we have

f(x) 6 F (0)x

and there ∃ i such that fi(x) < [F (0)x]i. Therefore, multiply-

ing both sides of the previous inequality by wT0 we obtain

wT0 f(x) < ρ (F (0))wT0 x = ρ0w
T
0 x.

The assumption ρ0 < 1 gives

wT0 f(x) < wT0 x, (34)

hence in (33) we have

V̇ = −xT∆−1w0w
T
0 x+ xT∆−1w0w

T
0 f(x)

= xT∆−1w0

(

−wT0 x+ wT0 f(x)
)

.

From condition (34), −wT0 x + wT0 f(x) < 0, which implies

that V̇ < 0 for all x ∈ Rn+\{0}, since xT∆−1w0 > 0. The

proof holds globally in Rn+ since V is radially unbounded.

[Proof of case 2)] Under the hypothesis of case 2, existence

and uniqueness of the equilibrium x∗ ∈ int(Rn+) follow from

Theorem 4. Given x∗, split Rn+ into the regions

Ω1 = {x ∈ Rn+ such that x 6 x∗}

Ω2 = {x ∈ Rn+ such that x > x∗}

Ω3 = Rn+ \ (Ω1 ∪ Ω2) .

(35)

From cooperativity (and Lemma 4) we have that Ω1 and Ω2

are forward invariant. In fact, the monotonicity property

x0 6 y0 =⇒ x(t, x0) 6 x(t, y0) ∀ t > 0

implies that on Ω1 we have

x0 6 x∗ =⇒ x(t, x0) 6 x(t, x∗) = x∗ ∀ t > 0

and on Ω2

x0 > x∗ =⇒ x(t, x0) > x(t, x∗) = x∗ ∀ t > 0.
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If g = −x+f(x), from Lemma 5, the assumption ρ (F (0)) >
1 implies that we can choose a such that f(a) > a, and a in

an arbitrarily small neighbourhood of the origin, i.e., a ∈ Ω1

and g(a) > 0. From the assumption ρ (F (x2)) < 1 we can

choose b such that f(b) < b, with b arbitrarily large and such

that b ∈ Ω2 and g(b) < 0. Consider the Lyapunov function

V (x) =
1

2
(x− x∗)T∆−1(x− x∗). (36)

Clearly V (x) > 0 ∀x ∈ Rn+ \{x∗}, V (x∗) = 0. From Lemma

4 and g(a) > 0 we have that

V̇ (x(t, a)) = (x(t, a)− x∗)
T
∆−1ẋ(t, a) < 0 ∀t > 0

since a ∈ Ω1 ⇒ x(t, a) ∈ Ω1 and ẋ(t, a) > 0 ∀t > 0,

i.e, x(t, a) → x∗. Analogously from g(b) < 0, V̇ (x(t, b)) <
0 ∀t > 0, thus x(t, b) → x∗. Now ∀x0 ∈ int(Rn+) the vectors

a and b can be chosen so that a 6 x0 6 b. It then follows

from the monotonicity property that ∀ t > 0

a 6 x0 6 b =⇒ x(t, a) 6 x(t, x0) 6 x(t, b).

Since we already know that x(t, a) → x∗ and that x(t, b) →
x∗, it must be x(t, x0) → x∗, i.e., x∗ is asymptotically stable.

If x0 ∈ bd(Rn+) then irreducibility and cooperativity imply

that x(t, x0) ∈ int(Rn+) for t > 0, thus convergence to x∗.

Since V (x) is radially unbounded, convergence to x∗ is global

in Rn+ \ {0}.

D. Proof of Theorem 6

The following lemma is instrumental to the proof of Theo-

rem 6.

Lemma 6 Let f : Rn+ → Rn+ a C1 vector field which is

strictly subhomogeneous of degree 0 < τ 6 1 and increasing.

Assume f(0) = 0 and F (x) > 0 irreducible ∀x ∈ Rn+.

1) If ρ (F (0)) > 1 then ∃x1 ∈ int(Rn+) such that f(x1) >
x1.

2) If ∃ x̄ ∈ int(Rn+) such that ρ (F (x)) 6 ζ0 < 1 ∀x > x̄,

then ∃x2 ∈ int(Rn+) such that f(x2) < x2.

Proof.

[Proof of case 1)] It is omitted because completely

analogous to part 1 of Lemma 5.

[Proof of case 2)] Suppose there exists x̄ ∈ Rn+ such that

ρ (F (x̄)) 6 ζ0 < 1 and let g be g(x) = f(x) − x. Denote

x̃0 = x̄. From Taylor’s theorem and from the differentiability

assumptions for f , g is differentiable and the following holds

g(x) = g(x̃0) +G(x̃0)(x− x̃0) + η(x− x̃0).

where each component ηj : Rn → R of η is such that

lim
x→x̃0

ηj(x− x̃0)

‖x− x̃0‖
= 0.

Let us define x̃1 ∈ Rn+, x̃1 > x̃0 as

x̃1 = x̃0 + γ0v0, γ0 > 0

where v0 > 0, ‖v0‖ = 1, is the positive Perron-

Frobenius eigenvalue of F (x̃0) corresponding to the eigen-

value ρ (F (x̃0)). Equivalently

G(x̃0)v0 = (−1 + ρ (F (x̃0)))v0 = −ǫ0v0

where ǫ0 = 1 − ρ (F (x̃0)) is a positive constant since

ρ (F (x̃0)) 6 ζ0 < 1. From Taylor’s approximation, the follow-

ing holds

g(x̃1)− g(x̃0) = −ǫ0γ0v0 + η(x̃1 − x̃0) (37)

and, since 1
γ0
η(x̃1 − x̃0) → 0 for γ0 → 0, it is always

possible to chose γ0 ≡ γ̂0 > 0 appropriately small so that

in correspondence −ǫ0γ0v0 + η(x̃1 − x̃0) 6 ̟ < 0 for

a given ̟. This means that g(x̃1) < g(x̃0). If g(x̃1) =
g(x̃0) − ǫ0γ0v0 + η(x̃1 − x̃0) < 0 the proof is concluded

once we choose x2 ≡ x̃1. Otherwise we iterate the procedure

defining x̃i+1 > x̃i as

x̃i+1 = x̃i + γivi, γi > 0

where vi > 0, ‖vi‖ = 1, is the positive Perron-Frobenius

eigenvalue of F (x̃i), with ρ (F (x̃i)) 6 ζ0 < 1 by assumption.

In this way we obtain an increasing sequence x̃0 < x̃1 <
. . . < x̃i < x̃i+1, which, for suitably small γ̂i > 0, obeys to

an expression similar to (37)

g(x̃i+1)− g(x̃i) = −ǫiγ̂ivi + ηi(x̃i+1 − x̃i) 6 ̟ < 0. (38)

Summing terms up to the N -th iteration, the following holds

by construction (η0 = η)

g(x̃N )−g(x̃0) =

N−1
∑

i=0

(−ǫiγ̂ivi + ηi(x̃i+1 − x̃i)) 6 N̟ < 0.

(39)

From the assumption that ρ(F (x)) 6 ζ0 < 1 ∀ x > x̄, it fol-

lows that for all terms x̃0, . . . , x̃i, . . . , x̃N it is γ̂i > γ̂min > 0,

where γ̂min is small but finite, and in correspondence (38)

holds for all i. Hence for any g(x̃0), from (39), there exists

N large enough for which N̟ < −g(x̃0), and therefore

g(x̃N ) < 0. The Lemma holds once we choose x2 = x̃N .

Proof of Theorem 6. Using Lemma 6, the two conditions of

Theorem 6 become

1) ∃ x1 ∈ int(Rn+) such that f(x1) > x1;

2) ∃ x2 ∈ int(Rn+) such that f(x2) < x2.

Provided we choose x1 < x2 (always possible as x1 can

be arbitrarily close to 0), then Theorem 3 applies and the

existence and uniqueness follow. To shown stability, from strict

subhomogeneity of f of degree 0 < τ 6 1 and invoking

Lemma 3, we have that f is also subhomogeneous of degree

1, hence

f(λx) < λτf(x) 6 λf(x), ∀λ > 1

f(αx) > ατf(x) > αf(x), 0 < α < 1.
(40)

Subtracting −λx from both sides of the first of (40) and −αx
from both sides of the second we obtain

− λx+ f(λx) < −λx+ λf(x), ∀λ > 1

− αx+ f(αx) > −αx+ αf(x), 0 < α < 1,
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which are equivalent to

g(λx) < λg(x), ∀λ > 1,

g(αx) > αg(x), 0 < α < 1.

From g(x∗) = 0 and ρ(F (x∗)) < 1 (see proof of uniqueness

above), µ (G(x∗)) < 0, i.e., G(x∗) is Hurwitz in x∗ and we

can find b > x∗ such that g(b) < 0 and a < x∗ such that

g(a) > 0. From Taylor’s approximation it can be for example

b = x∗ + γv0, a = x∗ − γv0 for an appropriate small γ. Strict

subhomogeneity, g(b) < 0 and g(a) > 0 imply then

g(λb) < λg(b) < 0, ∀λ > 1

g(αa) > αg(a) > 0, ∀α ∈ (0, 1).
(41)

Now, if G(x) is cooperative and irreducible ∀x > 0, Lemma 4

applies and, analogously to the proof of Theorem 5 (condi-

tion 2), the two regions Ω1 and Ω2 in (35) are forward invariant

for (7). Let us consider the Lyapunov function (36). From (41),

choosing λ̄ > 1, x(t, λ̄b) ∈ Ω2 ∀ t > 0, i.e., x(t, λ̄b) > x∗

∀ t > 0, hence g(λ̄b) < 0 and ẋ(t, λ̄b) < 0. Differentiating V
along this trajectory, we have therefore

V̇ (x(t, λ̄b)) =
(

x(t, λ̄b)− x∗
)T

∆−1ẋ(t, λ̄b) < 0.

The case x ∈ Ω1 is analogous, and the rest of the proof follows

along similar lines of the proof of condition 2 of Theorem 5.

E. Proof of Proposition 5

From the monotonicity condition of c-contractive interfer-

ence functions, we have that the following holds

Φ(x) =







∇φ1(x)
...

∇φn(x)






> 0.

Furthermore, in the contractivity condition (8), ǫ > 0 can be

chosen arbitrarily. In particular we can make the choice ǫ =
γ/‖ν‖, γ > 0. The inequality in (8), which holds for every

component of φ and for every γ > 0, i.e. ∀ i = 1, . . . , n,

φi(x+ ǫν) 6 φi(x) + cǫνi,

with our choice of ǫ becomes

φi

(

x+ γ
ν

‖ν‖

)

6 φi(x) + cγ
νi
‖ν‖

.

By rearranging the inequality and defining u = ν/‖ν‖ as a

unit vector (note that u > 0 since ν > 0 by assumption), we

have
φi(x+ γu)− φi(x)

γ
6 cui.

From the differentiability of φi in x and taking the limit for

γ → 0 we obtain the following

lim
γ→0

φi(x+ γu)− φi(x)

γ
= ∇φi(x) · u,

which is the directional derivative along u. The contractivity

condition is then

∇φi(x) · u 6 cui.

The previous inequality holds for all i = 1, . . . , n, so it yields

Φ(x)u 6 cu. (42)

Since the Jacobian matrix is non-negative ∀x ∈ Rn+, it must

be

ρ (Φ(x)) > 0

and there exists a non-zero left eigenvector w ∈ Rn+, w 6= 0
such that

wTΦ(x) = ρ (Φ(x))wT ,

so from this last equation, together with the inequality in (42),

we have

ρ (Φ(x))wTu 6 cwTu.

Since u > 0 and wT > 0, w 6= 0, we have that wTu is a real

positive value. Furthermore c is a positive constant less that

1. The inequality is then

ρ (Φ(x)) < 1,

which concludes the proof.

F. Proof of Proposition 6

Consider Taylor’s expansion

φ(x+ ǫν) = φ(x) + Φ(x)ǫν + η(ǫν),

where η contains second and higher order terms in ǫ, and let

ν = γv0, where γ > 0 and v0 is the right Perron-Frobenius

eigenvector of Φ(x) corresponding to the eigenvalue ρ (Φ(x)).
The last equation becomes

φ(x+ ǫν) = φ(x) + ǫρ (Φ(x)) γv0 + η (ǫγv0) . (43)

From Definition 1, φ is c-contractive if for some c ∈ [0, 1) (8)

holds. If we define c as

c = ζ0 +
1− ζ0

2
(44)

for some ζ0 such that

ρ (Φ(x)) 6 ζ0 < 1, (45)

from (43) we can guarantee the contractivity condition if

ǫρ (Φ(x)) γv0 + η (ǫγv0) 6

(

ζ0 +
1− ζ0

2

)

ǫγv0, (46)

Clearly 1 > c > ζ0. Inequality (46) is then

γ

(

(c− ρ (Φ(x))) ǫv0 +
η (ǫγv0)

γ

)

> 0. (47)

By assumption for ρ (Φ(x)) we have that c− ρ (Φ(x)) > 0 is

a positive scalar for all x ∈ Rn+. From Taylor’s approximation

η → 0 if γ → 0, and inequality (47) is satisfied if v0 > 0, that

is if Φ(x) is irreducible. In conclusion, under conditions (45)

and Φ(x) irreducible for all x ∈ Rn+, φ is contractive, i.e. (8)

holds with ν = γv0, for an appropriate γ > 0 and c defined

as is (44).
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G. Proof of Theorem 7

From Proposition 6, f is a c-contractive interference func-

tion. Thus, Theorem 3 of [10] implies asymptotic stability of

the unique positive equilibrium point.

H. Proof of Theorem 8 and corollaries

Proof of Theorem 8. First observe that, since F (x) > 0 and

irreducible, it must be ρ
(

F̃ (x)
)

> 0, hence both conditions

of the Theorem require kmin > 0. We can therefore restrict to

K invertible. Then invertibility and nonnegativity of K imply

that the closed-loop system (9)–(10) can be rewritten as

ẋ(t) = K
(

−x(t) +K−1f̃(x(t))
)

, (48)

which, by construction, is still a cooperative system, and

hence is positive. Let us focus on the second statement of

the Theorem. Defining f as f(x(t)) = K−1f̃(x(t)), we can

readily apply Theorems 4 and 5 to (48). It follows that the

conditions

ρ (F (0)) > 1 (49)

and

ρ (F (x2)) < 1 for some x2 ∈ int(Rn+) (50)

hold for (48). In order to avoid the dependence from K in F ,

we must obtain conditions like (49) and (50) directly in terms

of F̃ . Let v0 > 0 be the Perron-Frobenius right eigenvector

corresponding to the eigenvalue ρ (F (0)) and w̃0 > 0 be

the Perron-Frobenius left eigenvector corresponding to the

eigenvalue ρ
(

F̃ (0)
)

, i.e.

F (0)v0 = ρ (F (0)) v0,

w̃T0 F̃ (0) = w̃T0 ρ
(

F̃ (0)
)

.
(51)

From the definition of f the following equivalences holds:

F (0) = K−1F̃ (0) ⇒ F (0)v0 = K−1F̃ (0)v0

or

Kρ (F (0)) v0 = F̃ (0)v0. (52)

Multiplying both sides of (52) by w̃T0 we obtain

ρ (F (0)) w̃T0 Kv0 = w̃T0 , F̃ (0)v0

which, from (51), yields

ρ (F (0)) w̃T0 Kv0 = ρ
(

F̃ (0)
)

w̃T0 v0.

From v0 > 0, w̃T0 > 0 we have w̃T0 v0 > 0 and w̃T0 Kv0 > 0.

Therefore

ρ (F (0)) = ρ
(

F̃ (0)
) w̃T0 v0
w̃T0 Kv0

. (53)

Condition (49) is then equivalent to

ρ
(

F̃ (0)
)

>
w̃T0 Kv0
w̃T0 v0

. (54)

Analogously, condition (50) is equivalent to

ρ
(

F̃ (x2)
)

<
w̃T2 Kv2
w̃T2 v2

, (55)

where w̃T2 and v2 are respectively the left and right Perron-

Frobenius eigenvectors corresponding to the eigenvalues

ρ
(

F̃ (x2)
)

and ρ (F (x2)). The new conditions in (54) and (55)

are difficult to satisfy because the four eigenvectors depends

on the Jacobian matrix of f and f̃ . To get rid of these intrinsic

dependences, let us consider the term
w̃T

0
Kv0

w̃T
0
v0

, which expanded

yields

w̃T0 Kv0
w̃T0 v0

=
1

w̃T0 v0

n
∑

i=1

kiw̃0,iv0,i. (56)

Multiplying the right side by kmax/kmax we obtain

w̃T0 Kv0
w̃T0 v0

=
kmax

w̃T0 v0

n
∑

i=1

ki
kmax

w̃0,iv0,i 6 kmax (57)

since ki
kmax

6 1 for i = 1, . . . , n. Therefore the condition

ρ
(

F̃ (0)
)

> kmax (58)

is sufficient to guarantee (54) and hence (49). Analogously,

the condition

ρ
(

F̃ (x2)
)

< kmin (59)

is sufficient to guarantee (55) and hence (50), which concludes

the proof of the second condition of the Theorem. The proof

of the first condition can be carried out in an analogous way.

Proof of Corollary 2. From (48), the condition kmin >
ρ(F̃ (x)) can be written as

1 >
1

kmin
ρ(F̃ (x)) > ρ(K−1F̃ (x))

meaning that f(x) = K−1f̃(x) is a c-contractive interference

function. Theorem 7 then applies.

I. Proof of Proposition 7

ψj strictly concave and non-decreasing implies that
∂ψj(xj)
∂xj

> 0 is decreasing (since
∂2ψj(xj)

∂x2

j

< 0). For 0 <

x1 < x2 (of components x1,j and x2,j) then

∂ψj(x1,j)

∂xj
>
∂ψj(x2,j)

∂xj
> 0.

Therefore F (x1) = ∆−1A∂ψ(x1)
∂x

> ∆−1A∂ψ(x2)
∂x

= F (x2).
Since F (x) is nonnegative ∀ x ∈ Rn+ and irreducible

∀ x ∈ Rn+, necessarily F (x1) 6= F (x2), hence we can apply

Theorem 2.14 of [4] from which it follows that ρ(F (x1)) >
ρ(F (x2)).

J. Proof of Proposition 8

When π = 1 at x = 0, system (15) represents a consensus-

type dynamics with Laplacian L = ∆ − A. For L, the

Geršgorin theorem [16] affirms that the eigenvalues of L are

located in the union of the n disks






s ∈ C s.t. |s− δi| 6

n
∑

j=1

aij







. (60)
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Such disks that are contained in the right half of the complex

plane and must all touch the origin. In general, for (15) the

inequality (2) holds. When looking at I−Â, then (60) becomes






s ∈ C s.t. |s− 1| 6

n
∑

j=1

aij
δi

= 1







, (61)

i.e., all disks of I − Â are centered in 1 and have radius

1, hence in Lemma 1 (1) must hold and ρ(Â) = 1. If we

now consider the case π < 1, then all disks of I − πÂ are

still centered at 1 but have radius strictly less than 1, hence,

necessarily, ρ(F (0)) = ρ(πÂ) = πρ(Â) < 1, i.e., condition

1 of Theorem 5 applies, meaning that x∗ = 0 is the only

asymptotically stable equilibrium. Similarly, when π > 1,

all Geršgorin disks of I − πÂ are still centered in 1 but

have radius strictly larger than 1. Since by construction (1)

of Lemma 1 must hold, it must be ρ(F (0)) = πρ(Â) > 1.

Furthermore, Theorem 5 and Proposition 4 hold in this case,

and ρ (F (x)) → 0 for ‖x‖ → ∞. Hence condition 2 of

Theorem 5 applies, meaning that (15) admits a unique positive

fixed point x∗ ∈ int(Rn+) which is asymptotically stable.

K. Proof of Proposition 9

By construction, A irreducible implies φ(x) irreducible

everywhere in Rn+. Since p > 0 and ψi(0) = 0, φ(0) > 0.

From Corollary 3, if ρ(Φ(0)) < 1, then ρ(Φ(x)) < 1
everywhere in Rn+. Hence Proposition 6 holds, and the claim

follows.

L. Proof of Proposition 10

System (18) with feedback law (10) can be rewritten as

ẋ = K(−x+K−1Aψ(x)) = K(−x+ Âψ(x)). (62)

Condition 1 can then be reformulated as 1 >
∑

j
aij
ki

∀ i =
1, . . . , n, or, in matrix form

1 > Â1.

From Lemma 1, it follows that 1 > ρ(Â). System (62) is

in the form (7) with ∆ = K and f(x) = Âψ(x). This

implies F (x) = Â∂ψ(x)
∂x

and F (0) = Â, from which we have

ρ(F (0)) < 1, hence condition 1 of Theorem 5 is applicable

and the claim follows. As for condition 2, an analogous

argument leads to 1 < Â1, i.e., ρ(F (0)) = ρ(Â) > 1.

Combined with Propositions 4 and 7, this means that the case

2 of Theorem 5 is applicable and leads to existence of x∗ > 0
asymptotically stable.
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