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Abstract— We study two-hop communication protocols where loss by proposing a spatial reuse of the relay slot. They

one or two relay terminals assist in the communication betwen
two transceiver terminals. All terminals operate in half-duplex
mode, i.e., may not receive and transmit simultaneously athe
same time and frequency. This leads to a loss in spectral efféncy
due to the pre-log factor 1/2 in corresponding expressionof the
achievable rate (capacity). We propose and analyze two refang
protocols that avoid the pre-log factor 1/2 but still work with half-
duplex relays. Firstly, we consider a relaying protocol whee two
half-duplex relays, either amplify-and-forward (AF) or decode-
and-forward (DF), alternately forward messages from a souce
terminal to a destination terminal (two-path relaying). It is shown
that the protocol can recover a significant portion of the hatl-
duplex loss. Secondly, we propose a relaying protocol whera
bidirectional connection between two transceiver terminés is
established via one half-duplex AF or DF relay two-way relaying).
It is shown that the sum rate of the two-way half-duplex AF
relay channel achieves the rate of the one-way full-duplex A
relay channel, whereas the sum rate of the two-way half-dujgix
DF relay channel achieves the rate of the one-way full-duple
DF relay channel only in certain cases.

I. INTRODUCTION

consider a base station that transnfitsmessages té& users

and their corresponding relays iR orthogonal time slots.

In time slot K + 1 each relay retransmits its received signal,
causing interference to the other users. The capacity ofthesi
connection (base station to user) has then a pre-log faﬁqr
instead of%. Another solution is presented in [5] where the
authors propose a transmission scheme with two half-duplex
AF relays that alternately forward messages from a source to
a destination. In order to decrease the inter-relay intenfee,

one relay performs interference cancelation. This codjmera
scheme turns the equivalent channel between source and
destination into a frequency-selective channel. A maximum
likelihood sequence estimator at the destination is agplie
to extract the introduced diversity, an idea which is known
as delay diversity [6]. In [7] we proposed two half-duplex
relaying schemes that mitigate the loss in spectral effogien
due to the half-duplex operation of the relaysrstly, [7]
considers a similar relaying scheme as in [5] but with the
difference that both relays are only allowed to amplify-and

The design and analysis of cooperative transmission pferward their received signals (no cancelation of the inter

tocols for wireless networks has recently attracted a lot aflay interference at one of the relays as in [5]), whereas th
interest. Of particular interest are two-hop channels wteer destination employs successive decoding with partial dr fu
relay terminal assists in the communication between a soutgancelation of the inter-relay interferenccondly, [7] pro-
terminal and a destination terminal. For example, in [1] theoses a relaying protocol where a synchronous bidiredtiona
authors consider a relay network with one source and osennection between two terminals (e.g., two wireless msjite
destination both equipped with/ antennas an&’ half-duplex is established using one AF half-duplex relay. The scheme
relays each equipped withV > 1 antennas. In the absencevas also extended to bidirectional communication between
of a direct link between source and destination and the usriltiple terminal pairs assisted by multiple nonregeriegat
of amplify-and-forward (AF) relays the authors show that threlays.
capacity scales a%l log(SNR) for high signal-to-noise ratios
(SNR) when the number of relay® grows to infinity. The  Contribution of this Work. We extend the protocols
pre-log factor; is induced by the half-duplex signaling ancdescribed in [7] to the case where decode-and-forward (DF)
causes a substantial loss in spectral efficiency. Furthiér hanalf-duplex relays are used and compare them with the AF
duplex relaying protocols with a pre-log factg)rcan be found protocols. For the first protocol (two-path relaying) it Fosvn
in [2] and the references therein. One way to avoid the prirat with DF relays the half-duplex loss can be recovered
log factor% is to use a full-duplex relay that may receive anébr strong inter-relay channels as well as for weak intémyre
transmit at the same time and frequency [3], but such a relaychannels whereas the AF protocol works well for weak to
difficult to implement. Large differences in the signal powemoderate inter-relay channels. In the second protocol-(two
of the transmitted and the received signal drive the relaygay relaying) we show that the sum rate of the two-way half-
analog amplifiers in the receive chain into saturation anea duplex AF relay channel achieves the rate of the correspgndi
problems for the cancelation of the self-interference. one-way full-duplex AF relay channel whereas the two-way
Previous Work. In [4] the authors address the half-duplekalf-duplex DF relay channel achieves the rate of the corre-



sponding full-duplex DF relay channel when the relay is hearocesses. The souréeknows thefading distribution of the

to one of the transmitting terminals. channel gains in the network but not tfeing realizations.
The paper is organized as follows. Section Il introduces twdhe relay nodeR; andR, do not have any channel knowledge

path relaying and derives the achievable rates of this pobtoand the destination knows tifeling realizations of all channel

for AF and DF relays. Section Ill discusses two-way relayingains in the network. The receive signal of relgy at time

and the achievable sum rates again for AF and DF relaysstant (kN +n)T with p = 2 — mod (k,2) € {1,2} and

Some numerical examples are given in Section V. g =2-—mod (k—1,2) € {1,2} is given as
Il. PROTOCOL |: TWO—PATH RELAYING rk, n]=hop[k,n]s[k, n] + nu[k, n]+
. L. k—1
We consider transmissions of messages from a sautc& _ . .
destinatiorD via two relayskR; andR., which may not receive z;(hoq k=, njslk—i, n]+n k=3, n])fi [k, ) (1)

and transmit simultaneously. We assume that there is notdire
connection betwees andD, e.g., due to shadowing or tooWhere ;
large separation betweehandD. A message is transmitted filke,n] = H haolk+1—7,n]g[k—7] )
in two time slots. In the first slot the source transmits the
message to relay; or Ry and in the second slot the messag
is forwarded to the destination. The length of one slot isatq
to the length of one codeword (frame) andNg", whereT is
the sampling interval an@ the number of symbols in eac

j=1

enotes thenter-relay interference factor. The relay noise
samples{n,[k,n]}x., are i.i.d. according t@A(0,02). The
htransmit signal of relay,, is a scaled version of its received
signal: t[k + 1,n] = g[k|r[k,n], where g[k] is the scaling

frame. In odd time slotg; = 1, 3,5, . . ., relayR, receives and o X

Ro transmits. (Except fok = 1, whereR, does not transmit), coefficient of either relay, or Ry and fork = 2,3,4,...
whereas in even time slots,= 2, 4,6, ..., it is the other way chosen as

around. This cooperation protocol avoids the pre-log ﬁaéto 2[k] = b ~ b —¢* (3)
since the source transmits a new message in every time slot an LN rlkn])? Povi+ Pvdy + o7

has not to be quiet in each second time slot. However, siné:ed in the first time slok — 1

the relays do not operate in orthogonal channels, there will

be interference betweeny andR; and it is not cleail priori g[1] = - b S~ : T > g2 (4)
whether this inter-relay interference cancels the achigain & Yoy I7[1,7]| Pyt + o?

achieved byhthe increased p:ce—log factor_. b ) dWhere P, is the average transmit power of each relay. The
Assumet at a sequence Bfmessages is to be transmitte approximations in (3) and (4) are exact ff — oo by the
In time slotk € {1,2,..., K} the sources chooses randomly law of large numbers

a message (index)/[k] € {1,2,...,2NE*} according to a o -
uniform distribution with R[k] being the achievable rate for Destinationd observes af(k + 1)V +n) T the signal
frame k. The messagé/[k| is then mapped to a codeword dlk+1,n] = hpslk+1,nlg[klr[k,n] + nalk+1,n] (5)
slk] = (slk, 1], s[k, 2], ..., s[k, N]) of length N where the
symbols{s[k,n]} , are independent and identically distrib
uted (i.i.d.) according toCA (0, P;) with P, the average
transmit power of the source.

Where the noise samplesiq(k,n]},,, are i.i.d. according to
CN(0,02) andr[k,n] is given in (1). To decode[k] from (5)

the destination receiver first subtracts the previouslyoded
codewords;[k—1], . .., s[1] from the received signal[k+1, n],

A. Amplify-and-forward because these codewords appear as accumulated inter-relay
interference at the destination. However, the influencehef t

We review here the protocol described in [7] for AR relaysc'odewords transmitted several time slots beférés weak
Let S be node OR; node 1,R, node 2 andd node 3. The

. . . . since they were attenuated several times by the inter-relay
channel gain between nodeand node; at the discrete time channelh;,, which acts as forgetting factor for the decodin
[k,n] := (kN +n) T is denoted asy;[k,n], with E|ho,|? = 12, getling 9

1) and (2).

Elhool? = 12 Elhsl? = Elhps? = v2 and E[hpf2 = PrOSeSS: See ( ; .

2| 02| vis Elhas® = E|has] 2 12| . After perfect cancelation ofn previously decoded code-
vi,. Due to notational simplicity, we assume channel reci- . ; ;

. X . . words s[k—1],s[k—2],..., s[k—m] the destination signal is
procity for the inter-relay channel and equal fading varemn iven by (6) at the bottom of the page whefgk, n] :— 1
from the source to both relays and equal fading variancg¥ y pag U
from both relays to the_ destination, resp_ectlvely. We aBur_n 1We omit here to denote by the indgxwvhether the receive signal, transmit
that {h;;[k,n]}r, are independent, stationary and ergodiggnal, scaling coefficient and relay noise belongioor Ry

k—1 k—1

o [k+1, ) = hys[k+1, n)g[k] (hop[k,n]s[k,n]—f— > hoglk—i,ns[k—i,n] filk,n]+ Y ne[k—i,n] fi[k,n]> +nalk+1,n] (6)
i=m+1 i=0



for i = 0 Vk,n. Form = k — 1 all previously transmitted
codewords are canceledul{ interference cancelation). For
m = 0 all codewords up tos[k — 1] appear as inter-frame
interference whens[k] is decoded. Fol0 < m < k —1

only the lastm transmitted codewords are canceled and

s[1],s[2],. .., s[k—m—1] remain as interference termpaf-
tial interference cancelation). The ergodic rate in time slot
k + 1 measured in b/s/Hz follows as
PS|hP3ghOP|2 (7)
o2+ |hp3g|2(Psll (k] + 0215 [k:])
with inter-frame interference
k—1

R[k+1] = Elog <1—|—

LK = ) lhog*filKI? (8)
1=m-+1
and relay noise interference
k—1
L[k =Y |filk] . 9)
1=0

Note that f;[k] models the inter-relay interference factor a
random variable whose statistics depends evhereasf; [k, n]

with
k/
Lyl =Y lhool*| filk])” (14)
1=m-+1
k/
L[k =D Ifilk]? (15)
1=0
and
k-1 m—+1 k
T _ ) 2_ 4 —4q
k= > EfRP ="3—— @9
i=m-+1
Ll =3 EIfMP = 7= (17)
=0
where ¢ = g¢%v3,. For k — oo and ¢ < 1 we get

1

limg o0 11 K] qlm_ﬂ and limy, . 12[k] — and the
lower bound (13) becomes independent of the actual frame
numberk. Note that for a stationary inter-relay chanrigh

the statistics off, ;/[k] and I, ,/[k] become independent of
k (but dependent onk'). Numerical results in Section IV

denotes its realization in time slatat symbol timen?. After Show that fixed-rate signaling according lieu—.cc Riow K]

the first time slot, i.e., fort = 1, we havel;[1] = 0 and ©F Riw[K +1] in each frame induces only a small loss
I[1] = 1. Clearly, R[1] = 0 because after transmission of th&€0mpared to variable-rate signaling according to (7), kag h
first frame no signal is received by the destination yet. THE® advantage that the source does not have to adapt the rate
expectation is taken with respect to the statisticshgf, h,; [0F €ach frame. The parameter can be used to improve the
for p € {1,2} andhs, and depends on the channel model thagwer pound. the larget the better the lower bound, but.the

is used for the fading variables. It can be shown tRgt+1] More involved becomes the evaluation of the expectation of
is a non-increasing sequence when choosjfig = ¢ [8]. the firstlog-term in (13).

Therefore, after transmission of a sequencekofmessages g pecode-and-forward

we get the average rate . . L
¢ g At the discrete timék, n] := (kN + n) T the receive signal

K .
— 1 of relay R, with p = 2 — mod (k,2) € {1,2} andq = 2 —
R = K+1 ZRUH'I] (10)  1hod (k —1,2) € {1,2} is given as
k=1
> Kfi 1R[K+1] (11) rlk,n] = hoplk, n]s|k, n]+hialk, n]s[k—1, n]+n.[k, n]. (18)
K RelayR, may choose two different decoding strategies: a) the
> o1 klim R[] (12) relay decodes|k, n| treatinghia[k, n]s[k—1,n] as interference

. or b) the relay decodes firsfk—1, n] treatingho, [k, n]s[k, n]
where the pre-log"i; ~ 1 for large K. The disadvantage of as interference, subtradts,[k, n]s[k—1,n] from the received
signaling according to (7) is that the source has to adapt tgnal r[k,n), then decodess[k,n| interference-free. The
rate for each frame. However, the lower bounds in (11) ar@hjevable rate with strategy a) is given by

(12) suggest to use a fixed-rate scheme at the source, either ) )

R[K+1] or limj_,o R[k]. By usinglim;_,~. R[k] the rate is R, = min {C (M) C (Pr|hp3| )} (19)
independent of the number of messagédo be transmitted. of + Pilhizf? ) o3

In order to simplify the computation dfim;. ... R[k] we lower \hereC(xz) = Elog(1 + «). The first term in (19) determines
bound the rate (7). Fok = 2,3,..., K itis [7] the maximum rate in the first hop (source to refgy when
the inter-relay signal is treated as interference and thersk
term denotes the maximum rate in the second hop (from relay

R, to destination). The achievable rate with strategy b) fedlo
as

Rl +1] > Elog (Pulhysghop|® + o3+
opsgl® (Pl e 6] + 020 K]) )

—log (aﬁ +039° (PoI1[k]+ 07T, [k]))

i PS|h0p|2 P1f|h103|2
= Riow[k+1] (13) Ry = min {C ( P O — 3 g
T d
Py |hi2)?

2Sjimilar for the channelsh;; is the random variable whose statistics remain
the same for all time ané;; [k, n] its realization atkN + n) T

)

U? + P5|h0q|2



The first term in (20) denotes the maximum rate in the fir3the relay gain is chosen as

hop, when there is no interference from the other relay, the 1

second term is again the maximum rate in the second hop. The g= < B ) (25)
third term is the maximum rate from one relay to the other Pi[hi]? + Palhs|? + o

relay when the source signal is treated as interferencate8y where P, is the average transmit power of relay Note that
a) works well when the inter-relay channel is not too stronge transmission in each direction suffers still from the-pr
since the inter-relay interference in the first capacityrespion log factor%. However, the half-duplex constraint can here be
of (19) is small. Strategy b) works well, when the inter-yelaexploited to establish a bidirectional connection betwiem
channel is strong, since the rate in (20) is not dominatedhby thodes and to increase the sum rate of the network.

third expression and the relay may decode the new mess

coming from the source interference-free. %geDecodeand-forward

We consider now a bidirectional communication between
I1l. PROTOCOLII: TWO-WAY RELAYING terminalsT; andT; via a half-duplex DF relag. TerminalT;

In the relaying scheme described in the previous secti(()arrllcodeS its messageinto the codeword, (w) with rate 12,

; . and average powd?;. TerminalT, encodes its messagénto
we needed two relays to circumvent the pre-log fac%onn .
) . . the codewordc, (v) with rate R, and average powdr,. Both
the achievable rate. Another solution arises, when we assum :
. codewords are then transmitted/Michannel uses to the relay
that two nodesT; and T, want to establish a synchronou .
L . : , which decodes the messages. The relay then encodes both
bidirectional connection (for example two wireless rosjer . . .
: . ! Lo messages again using the codebooks of terminadnd T,
i.e., both nodes communicate in both directions through_a . .
common half-duplex rela and broadcasts the sum signglw) + z,(v) with sum power
P % P, in N channel uses to both terminals. Since terminal
A. Amplify-and-forward knowsz, (w) and its channgl gain to the relay it can subtrgct
the back-propagating self-interference from the the wecki

The proposed relaying scheme works as follows: in timggnal. The same is true for termired. The sum rate of this
slot k both nodesr; andT, transmit their symbols to relay phrotocol is given by

R in the same time slot and the same bandwidth. The relay
scales the received signal in order to meet its average power ~ RLE, = max min{CMm CSF(5)+C§F(5)} (26)
constraint and retransmits the signal in the next time 3loé p

received signal at nod®;, i = 1,2, in time slotk + 1 is® where
= 1. Pi]hy|? BP:|hs|?
yilk+1) = hylk+Lglk]h; [Fa; 6] + halk+Uglkhklei ] Cor() = 5 minyC (=5 ), 0=, @7)
T 2
+hilk+1]g[k] - ne[k] + ni[k+1] (21) () = lmin{C (P2|h2|2) C((l_ﬁ)Pr“”'z)}(ZB)
wherei — 2,j = 1for T, — R — Ty andi = 1,j = 2 2 o7 o
for T, « R « To* The i.i.d. symbolsz,[k] ~ CN(0, P;) Cun = Lo Py|h1|? + Pa|ho)? (29)
andzz[k] ~ CN(0, P2) are the transmit symbols of nodg MAT S o2 '

and T,, respectively.h; is the channel gain between and Notice that3 e

0,1] is the fraction of the relay poweP,
relay R and h, the channel gain betweeh, and relayR®. [0, 1] y B

allocated to codeword, (w) and1— 3 the fraction of P, used

Additive white Gazussian noise (AWGI\QI) at the relay is denote'%r codewordz, (v). If the relay does not have any knowledge
by n; ~ CN'(0,07) andn; ~ CN'(0,07) denotes ANGN at o e channels to terminat; and T, it choosesg = 1.

n_odeTl-. Since noded; and T, know their own trar!sm|tted For the case the relay has some channel knowledge about
signals they can subtract the back-propagating selffaremce h, and hs (it may learn it during the previous transmission

in (21) prior to decoding, assuming perfect knowledge 9f,n, the terminals to the relay} may be chosen such, that

the corresponding channel coefficients. The sum rate of s, sum rate is maximized. Clearly, the power allocation tha
maximizes the sum rate depends on the network geometry and

protocol is given by

(30)

RAF — 0o 4+ O (22) the degree of channel knowledge (instantaneous chanme,gai
s second order statistics, etc). For simplicity we considéerear
with network topology as shown in Figl and assume that the relay
1 Pi|haghi|? has only knowledge of the pathloss coefficients. Fur_ther we
Car == <ﬁ) (23) chooseP, = P, = £, P, = P ando? = 0% = 1. The optimal
2 \oyto; |h292| power allocation is then given by [8]
Cir = +C (7]32"”9’”' ) . (24) dz 4> dy:
AF — crf+af|h1g|2 ﬁ*—{ 2dg > 1 Z a2,

dOL
1-— —leg, dy < do
3k denotes here discrete symbol time . . .
4y _, g indicates information flow from node to nodes. whereq is the pathloss exponemt, the distance from terminal

5Again we assume reciprocity for both channels. T; to relayR andd, the distance between relayand terminal



dy dy

Ts. As the relay moves towards termirgl, i.e.,d; — 0, more
relay power is spent for th&; — R — Ty transmission and d,

less power for the reverse, < R <« T, transmission. The ° ° °
reason is that the link capacity from termirgl to relayR is 1, N T,
small and dominates the overall capacity for The— R « Ts

transmission, irrespective of the relay power allocatethsd Fig. 1. One-dimensional linear relay network
transmission. When the relay moves towards terniiiai is
the other way around.

SNR = ﬁ and is chosen to be 20dB, when the relay
IV. NUMERICAL EXAMPLES is halfway between termindl; and terminalTs.
A. Two-path Relaying In Fig.4 we see that the sum rate of the two-way AF relay

We evaluate the achievable rates of the relaying scherr%@nnel even outperforms slightly the rate achievgble by th
described in Section Il by Monte Carlo simulations. Th@"€-Way full-duplex AF relay channel. The reason is that due

channel gains are i.i.d. (in space and time) complex norn{gl our power normalization the source as well as the re_lay
with zero mean and channel varianag, v2 and 2. We power isP/2 in the one-way full-duplex protocol whereas in
choose for all examples? = 12 = 1. The AWGN variances the two-way-half-duplex protocol the POWErS drg2 for each
are chosen as? = o2 = o and the transmit IOOWerSsource terminal and the relay power# i.e., the relay gain

r

P, = P, = P. We simulated 5000 random channels for eadhi?y D€ chosen higher.
value in Fig.2 and Fig.3. The SNR is defined %R = £ In Fig.5 we observe that the sum rate of the two-way DF

o2". _relay channel achieves the rate of the full-duplex DF relay

In Fig.2 we see that for?, = 0.5 (inter-relay channel is | when th lav is in the vicinity of :
3dB weaker than the other channels) the two-path relayiﬁ annel when the relay is in the vicinity of termingj or

protocol with two alternating half-duplex (AHD) AF reIayst mlnall;r2. 'It'_he sum r_ategl(s) 'rwrzovet?] by :Jsmg the (:ptlmz(ajl
and full cancelation of the inter-relay interference achgan power allocation given in (30). en the relay moves towards

average rat& x that is near to the rate of one full-duplex rela he halfway position between the terminals the sum ratesirop

and outperforms clearly the case where only one half-dupl%?wﬂ' Thel .relason is that the surr|1 r?e 5'3 domllnated hehre
relay is used. The notatio(2P,2P) means that in the first y the multiple access sum rate. In Fig.5 we also see the
time slot the total transmit power of the network3#® and single-user rates. The relay first decodes the message from

in the second time sldP (every node transmits with powerthe stronger user, subiracts the decoded message from the
P). For the lower bound (13) we have chosen— 0 and received signal and then decodes the message from the weaker

I[k] = 0 (full interference cancelation). Further we observi>€' mterference—free..Note that When the relay_ 1S h_alfway
from Fig.2 that the performance loss of the fixed-rate sclse etween th? two term_mals the decoding order is switched.
based Oimy,_... Riow[k] OF Riow[K + 1] is small compared or comparison, the figure shows_ also the sum rate when
to the performance of the variable-rate scheme (7). the terml_nals dq not exchange their messages via a relay but
In Fig.3 we compare the rates achievable by two-path gemmunicate W'tr_' the_relay ina consecutllve upllnk/do.\/\)nlln.
relaying with and without interference cancelation. We s heme: In the first time slot bOFh termmgls transmit the.|r
that for strong inter-relay channels the relay should perfo messages to the relay (base station) and in the second time

interference cancelation before decoding the messagengo lot the t(_erminals rece_ive new information_ from the _relz_ay
from the source and for weak inter-relay channels it is bett ase St"’?“or!)- The maximum sum rate for this communication
to treat the signal from the other relay as interferencexaNo?Cheme is given by

that the performance of the DF scheme performs only well C\y = maxmin {Cya, Cc} (31)

for weak or strong inter-relay channels where the AF scheme B

performs well for weak to moderate inter-relay channels. Alith Cy;o given in (29) and

schemes consume a network powerdéf in each time slot.
P Coo— Lo (BRAMEY 1o (=0 o
B. Two-way Relaying BC =5 o2 2 o2 :

Again we evaluate the achievable rates of the relayingpg 5 that maximizes (31) is given by the standard water-
schemes_descnbgd in Secho_n 11 b_y Monte Carlo S|mulat|0nﬁ|“ng algorithm [9]. The capacity’ya is due to the multiple
We consider a linear one-dimensional network gegmetry Z8cess cut which determines the maximum sum rate for the
in Fig.1. The channel gains are modeled/as= =7  simultaneous transmission from terminalsandT, to relayR.
with iid. & ~ CN(0,1) (Rayleigh fading), wherdl + d;  The capacityCrc is due to the broadcast cut which determines
is the distance between termir] and relayR anda = 3 the maximum rate that is achievable from the relay to the
the path loss exponent. The AWGN variances are chosent@gninals in interference free downlink chanifel§Ve observe
0? = 02 = 02 = ¢% and the transmit powerB; = P, = P/2
and P.=P (i.e., the network consumes in each time slot an 6We' assume orthogonal downlir)k phannels in order to com_misestjm

). We simulated 5000 random Channelrate with the two-way relay transmission, where due to theekation of_ the
average power O ) ‘ . ‘ Back-propagating self-interference the channels frontettay to the terminals
for each value in Fig.4 and Fig.5. The SNR is defined ase also orthogonal



—&8— One full-duplex relay: (2P,2P)
7L| —6— Two AHD relays: (2P,2P)

- = = Two AHD relays, ROW[K+1]

6| == Two AHD relays, Iian Rlow[k]
—©— One half-duplex relay: (2P,2P)
5| —g— One half-duplex relay: (P,P)

Average Rate [b/s/Hz]
Sum rate [b/s/Hz]

—&— Two-way half-duplex AF|
0.5[| —p— One-way full-duplex AF : 1
= P - One-way half-duplex AF|

) i i
0 5 10 15 20 25 30 0 0.2 0.4 0.6 0.8 1
SNR [dB] d,/dg
Fig. 2. Two-path relaying with amplify-and-forward amig’2 =0.5 Fig. 4. Sum rate for two-way relaying with amplify-and-fcaw
10 ‘ ‘ ‘ ‘ ‘ 11 ‘ ‘ ‘
—p— Full-duplex DF relay 10 —H&— Uplink/downlink scheme ]
9| =—©=— Two AHD DF relays, int. canc. g —B— One-way full-duplex DF
—4&— Two AHD DF relays, no int. canc. 9t - B - One-way half-duplex DF 1
8[| = = = Two AHD AF relays 1 - - Two-way DF, optimum relay power alloc.
& Halt-duplex DF relay 8r —>X— Two-way DF, uniform relay power alloc. 1
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