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Abstract— We study two-hop communication protocols where
one or two relay terminals assist in the communication between
two transceiver terminals. All terminals operate in half-duplex
mode, i.e., may not receive and transmit simultaneously at the
same time and frequency. This leads to a loss in spectral efficiency
due to the pre-log factor 1/2 in corresponding expressions for the
achievable rate (capacity). We propose and analyze two relaying
protocols that avoid the pre-log factor 1/2 but still work with half-
duplex relays. Firstly, we consider a relaying protocol where two
half-duplex relays, either amplify-and-forward (AF) or decode-
and-forward (DF), alternately forward messages from a source
terminal to a destination terminal (two-path relaying). It is shown
that the protocol can recover a significant portion of the half-
duplex loss. Secondly, we propose a relaying protocol wherea
bidirectional connection between two transceiver terminals is
established via one half-duplex AF or DF relay (two-way relaying).
It is shown that the sum rate of the two-way half-duplex AF
relay channel achieves the rate of the one-way full-duplex AF
relay channel, whereas the sum rate of the two-way half-duplex
DF relay channel achieves the rate of the one-way full-duplex
DF relay channel only in certain cases.

I. I NTRODUCTION

The design and analysis of cooperative transmission pro-
tocols for wireless networks has recently attracted a lot of
interest. Of particular interest are two-hop channels where a
relay terminal assists in the communication between a source
terminal and a destination terminal. For example, in [1] the
authors consider a relay network with one source and one
destination both equipped withM antennas andK half-duplex
relays each equipped withN ≥ 1 antennas. In the absence
of a direct link between source and destination and the use
of amplify-and-forward (AF) relays the authors show that the
capacity scales asM2 log(SNR) for high signal-to-noise ratios
(SNR) when the number of relaysK grows to infinity. The
pre-log factor1

2 is induced by the half-duplex signaling and
causes a substantial loss in spectral efficiency. Further half-
duplex relaying protocols with a pre-log factor1

2 can be found
in [2] and the references therein. One way to avoid the pre-
log factor 1

2 is to use a full-duplex relay that may receive and
transmit at the same time and frequency [3], but such a relay is
difficult to implement. Large differences in the signal power
of the transmitted and the received signal drive the relay’s
analog amplifiers in the receive chain into saturation and cause
problems for the cancelation of the self-interference.

Previous Work. In [4] the authors address the half-duplex

loss by proposing a spatial reuse of the relay slot. They
consider a base station that transmitsK messages toK users
and their corresponding relays inK orthogonal time slots.
In time slotK + 1 each relay retransmits its received signal,
causing interference to the other users. The capacity of a single
connection (base station to user) has then a pre-log factorK

K+1

instead of 1
2 . Another solution is presented in [5] where the

authors propose a transmission scheme with two half-duplex
AF relays that alternately forward messages from a source to
a destination. In order to decrease the inter-relay interference,
one relay performs interference cancelation. This cooperation
scheme turns the equivalent channel between source and
destination into a frequency-selective channel. A maximum
likelihood sequence estimator at the destination is applied
to extract the introduced diversity, an idea which is known
as delay diversity [6]. In [7] we proposed two half-duplex
relaying schemes that mitigate the loss in spectral efficiency
due to the half-duplex operation of the relays.Firstly, [7]
considers a similar relaying scheme as in [5] but with the
difference that both relays are only allowed to amplify-and-
forward their received signals (no cancelation of the inter-
relay interference at one of the relays as in [5]), whereas the
destination employs successive decoding with partial or full
cancelation of the inter-relay interference.Secondly, [7] pro-
poses a relaying protocol where a synchronous bidirectional
connection between two terminals (e.g., two wireless routers)
is established using one AF half-duplex relay. The scheme
was also extended to bidirectional communication between
multiple terminal pairs assisted by multiple nonregenerative
relays.

Contribution of this Work. We extend the protocols
described in [7] to the case where decode-and-forward (DF)
half-duplex relays are used and compare them with the AF
protocols. For the first protocol (two-path relaying) it is shown
that with DF relays the half-duplex loss can be recovered
for strong inter-relay channels as well as for weak inter-relay
channels whereas the AF protocol works well for weak to
moderate inter-relay channels. In the second protocol (two-
way relaying) we show that the sum rate of the two-way half-
duplex AF relay channel achieves the rate of the corresponding
one-way full-duplex AF relay channel whereas the two-way
half-duplex DF relay channel achieves the rate of the corre-



sponding full-duplex DF relay channel when the relay is near
to one of the transmitting terminals.

The paper is organized as follows. Section II introduces two-
path relaying and derives the achievable rates of this protocol
for AF and DF relays. Section III discusses two-way relaying
and the achievable sum rates again for AF and DF relays.
Some numerical examples are given in Section IV.

II. PROTOCOL I: TWO–PATH RELAYING

We consider transmissions of messages from a sourceS to a
destinationD via two relaysR1 andR2, which may not receive
and transmit simultaneously. We assume that there is no direct
connection betweenS and D, e.g., due to shadowing or too
large separation betweenS and D. A message is transmitted
in two time slots. In the first slot the source transmits the
message to relayR1 or R2 and in the second slot the message
is forwarded to the destination. The length of one slot is equal
to the length of one codeword (frame) and isNT , whereT is
the sampling interval andN the number of symbols in each
frame. In odd time slots,k = 1, 3, 5, . . ., relayR1 receives and
R2 transmits. (Except fork = 1, whereR2 does not transmit),
whereas in even time slots,k = 2, 4, 6, . . ., it is the other way
around. This cooperation protocol avoids the pre-log factor 1

2
since the source transmits a new message in every time slot and
has not to be quiet in each second time slot. However, since
the relays do not operate in orthogonal channels, there will
be interference betweenR1 andR2 and it is not cleara priori
whether this inter-relay interference cancels the achieved gain
achieved by the increased pre-log factor.

Assume that a sequence ofK messages is to be transmitted.
In time slotk ∈ {1, 2, . . . , K} the sourceS chooses randomly
a message (index)M [k] ∈ {1, 2, . . . , 2NR[k]} according to a
uniform distribution withR[k] being the achievable rate for
frame k. The messageM [k] is then mapped to a codeword
s[k] = (s[k, 1], s[k, 2], . . . , s[k, N ]) of length N where the
symbols{s[k, n]}k,n are independent and identically distrib-
uted (i.i.d.) according toCN (0, Ps) with Ps the average
transmit power of the source.

A. Amplify-and-forward

We review here the protocol described in [7] for AF relays.
Let S be node 0,R1 node 1,R2 node 2 andD node 3. The
channel gain between nodei and nodej at the discrete time
[k, n] := (kN + n)T is denoted ashij [k, n], with E|h01|

2 =
E|h02|2 = ν2

1 , E|h13|2 = E|h23|2 = ν2
2 and E|h12|2 =

ν2
12. Due to notational simplicity, we assume channel reci-

procity for the inter-relay channel and equal fading variances
from the source to both relays and equal fading variances
from both relays to the destination, respectively. We assume
that {hij [k, n]}k,n are independent, stationary and ergodic

processes. The sourceS knows thefading distribution of the
channel gains in the network but not thefading realizations.
The relay nodesR1 andR2 do not have any channel knowledge
and the destination knows thefading realizations of all channel
gains in the network. The receive signal of relayRp at time
instant (kN + n)T with p = 2 − mod (k, 2) ∈ {1, 2} and
q = 2−mod (k − i, 2) ∈ {1, 2} is given as

r[k, n]=h0p[k, n]s[k, n] + nr[k, n]+
k−1
∑

i=1

(

h0q[k−i, n]s[k−i, n]+nr[k−i, n]
)

fi[k, n](1)

where

fi[k, n] :=

i
∏

j=1

h12[k+1−j, n]g[k−j] (2)

denotes theinter-relay interference factor. The relay noise
samples{nr[k, n]}k,n are i.i.d. according toCN (0, σ2

r ). The
transmit signal of relayRp is a scaled version of its received
signal: t[k + 1, n] = g[k]r[k, n], where g[k] is the scaling
coefficient of either relayR1 or R2 and for k = 2, 3, 4, . . .
chosen as1

g2[k] =
Pr

1
N

∑N

n=1 |r[k, n]|2
≈

Pr

Psν2
1 + Prν2

12 + σ2
r

:= g2 (3)

and in the first time slotk = 1

g[1] =
Pr

1
N

∑N

n=1 |r[1, n]|2
≈

Pr

Psν2
1 + σ2

r

≥ g2 (4)

where Pr is the average transmit power of each relay. The
approximations in (3) and (4) are exact forN → ∞ by the
law of large numbers.

DestinationD observes at((k + 1)N + n)T the signal

d[k+1, n] = hp3[k+1, n]g[k]r[k, n] + nd[k+1, n] (5)

where the noise samples{nd[k, n]}k,n are i.i.d. according to
CN (0, σ2

d) andr[k, n] is given in (1). To decodes[k] from (5)
the destination receiver first subtracts the previously decoded
codewordss[k−1], . . . , s[1] from the received signald[k+1, n],
because these codewords appear as accumulated inter-relay
interference at the destination. However, the influence of the
codewords transmitted several time slots beforek is weak
since they were attenuated several times by the inter-relay
channelh12, which acts as forgetting factor for the decoding
process, see (1) and (2).

After perfect cancelation ofm previously decoded code-
words s[k−1], s[k−2], . . . , s[k−m] the destination signal is
given by (6) at the bottom of the page wherefi[k, n] := 1

1We omit here to denote by the indexp whether the receive signal, transmit
signal, scaling coefficient and relay noise belong toR1 or R2

dm[k+1, n] = hp3[k+1, n]g[k]

(

h0p[k, n]s[k, n]+

k−1
∑

i=m+1

h0q[k−i, n]s[k−i, n]fi[k, n]+

k−1
∑

i=0

nr[k−i, n]fi[k, n]

)

+nd[k+1, n] (6)



for i = 0 ∀ k, n. For m = k − 1 all previously transmitted
codewords are canceled (full interference cancelation). For
m = 0 all codewords up tos[k−1] appear as inter-frame
interference whens[k] is decoded. For0 < m < k − 1
only the last m transmitted codewords are canceled and
s[1], s[2], . . . , s[k−m−1] remain as interference terms (par-
tial interference cancelation). The ergodic rate in time slot
k + 1 measured in b/s/Hz follows as

R[k+1] = E log

(

1+
Ps|hp3gh0p|2

σ2
d + |hp3g|2

(

PsI1[k] + σ2
r I2[k]

)

)

(7)

with inter-frame interference

I1[k] =

k−1
∑

i=m+1

|h0q|
2|fi[k]|2 (8)

and relay noise interference

I2[k] =

k−1
∑

i=0

|fi[k]|2. (9)

Note thatfi[k] models the inter-relay interference factor as
random variable whose statistics depends onk whereasfi[k, n]
denotes its realization in time slotk at symbol timen2. After
the first time slot, i.e., fork = 1, we haveI1[1] = 0 and
I2[1] = 1. Clearly,R[1] = 0 because after transmission of the
first frame no signal is received by the destination yet. The
expectation is taken with respect to the statistics ofh0p, hp3

for p ∈ {1, 2} andh12 and depends on the channel model that
is used for the fading variables. It can be shown thatR[k +1]
is a non-increasing sequence when choosingg[1] = g [8].
Therefore, after transmission of a sequence ofK messages
we get the average rate

RK =
1

K + 1

K
∑

k=1

R[k+1] (10)

≥
K

K + 1
R[K+1] (11)

≥
K

K + 1
lim

k→∞
R[k] (12)

where the pre-log K
K+1 ≈ 1 for largeK. The disadvantage of

signaling according to (7) is that the source has to adapt the
rate for each frame. However, the lower bounds in (11) and
(12) suggest to use a fixed-rate scheme at the source, either
R[K+1] or limk→∞R[k]. By usinglimk→∞R[k] the rate is
independent of the number of messagesK to be transmitted.
In order to simplify the computation oflimk→∞R[k] we lower
bound the rate (7). Fork = 2, 3, . . . , K it is [7]

R[k + 1] ≥ E log
(

Ps|hp3gh0p|
2 + σ2

d+

|hp3g|
2
(

PsI1,k
′ [k] + σ2

r I2,k
′ [k]
)

)

− log
(

σ2
d+ν2

2g2
(

PsI1[k]+σ2
r I2[k]

)

)

= Rlow[k+1] (13)

2Similar for the channels:hij is the random variable whose statistics remain
the same for all time andhij [k, n] its realization at(kN + n) T

with

I1,k
′ [k] =

k
′

∑

i=m+1

|h0q|
2|fi[k]|2 (14)

I2,k
′ [k] =

k
′

∑

i=0

|fi[k]|2 (15)

and

I1[k] =

k−1
∑

i=m+1

E|fi[k]|2 =
qm+1 − qk

1− q
(16)

I2[k] =
k−1
∑

i=0

E|fi[k]|2 =
1− qk

1− q
(17)

where q = g2ν2
12. For k → ∞ and q < 1 we get

limk→∞ I1[k] = qm+1

1−q
and limk→∞ I2[k] = 1

1−q
and the

lower bound (13) becomes independent of the actual frame
numberk. Note that for a stationary inter-relay channelh12

the statistics ofI1,k
′ [k] and I2,k

′ [k] become independent of
k (but dependent onk

′

). Numerical results in Section IV
show that fixed-rate signaling according tolimk→∞Rlow[k]
or Rlow[K + 1] in each frame induces only a small loss
compared to variable-rate signaling according to (7), but has
the advantage that the source does not have to adapt the rate
for each frame. The parameterk

′

can be used to improve the
lower bound: the largerk

′

the better the lower bound, but the
more involved becomes the evaluation of the expectation of
the first log-term in (13).

B. Decode-and-forward

At the discrete time[k, n] := (kN + n)T the receive signal
of relay Rp with p = 2 − mod (k, 2) ∈ {1, 2} and q = 2 −
mod (k − i, 2) ∈ {1, 2} is given as

r[k, n] = h0p[k, n]s[k, n]+h12[k, n]s[k−1, n]+nr[k, n]. (18)

RelayRp may choose two different decoding strategies: a) the
relay decodess[k, n] treatingh12[k, n]s[k−1, n] as interference
or b) the relay decodes firsts[k−1, n] treatingh0p[k, n]s[k, n]
as interference, subtractsh12[k, n]s[k−1, n] from the received
signal r[k, n], then decodess[k, n] interference-free. The
achievable rate with strategy a) is given by

Ra = min

{

C

(

Ps|h0p|2

σ2
r + Pr|h12|2

)

, C

(

Pr|hp3|2

σ2
d

)}

(19)

whereC(x) = E log(1+x). The first term in (19) determines
the maximum rate in the first hop (source to relayRp) when
the inter-relay signal is treated as interference and the second
term denotes the maximum rate in the second hop (from relay
Rp to destination). The achievable rate with strategy b) follows
as

Rb = min

{

C

(

Ps|h0p|
2

σ2
r

)

, C

(

Pr|hp3|
2

σ2
d

)

,

C

(

Pr|h12|2

σ2
r + Ps|h0q|2

)}

. (20)



The first term in (20) denotes the maximum rate in the first
hop, when there is no interference from the other relay, the
second term is again the maximum rate in the second hop. The
third term is the maximum rate from one relay to the other
relay when the source signal is treated as interference. Strategy
a) works well when the inter-relay channel is not too strong
since the inter-relay interference in the first capacity expression
of (19) is small. Strategy b) works well, when the inter-relay
channel is strong, since the rate in (20) is not dominated by the
third expression and the relay may decode the new message
coming from the source interference-free.

III. PROTOCOL II: T WO-WAY RELAYING

In the relaying scheme described in the previous section
we needed two relays to circumvent the pre-log factor1

2 in
the achievable rate. Another solution arises, when we assume
that two nodesT1 and T2 want to establish a synchronous
bidirectional connection (for example two wireless routers),
i.e., both nodes communicate in both directions through a
common half-duplex relayR.

A. Amplify-and-forward

The proposed relaying scheme works as follows: in time
slot k both nodesT1 and T2 transmit their symbols to relay
R in the same time slot and the same bandwidth. The relay
scales the received signal in order to meet its average power
constraint and retransmits the signal in the next time slot.The
received signal at nodeTi, i = 1, 2, in time slotk + 1 is3

yi[k+1] = hi[k+1]g[k]hj[k]xj [k] + hi[k+1]g[k]hi[k]xi[k]

+hi[k+1]g[k] · nr[k] + ni[k+1] (21)

where i = 2, j = 1 for T1 → R → T2 and i = 1, j = 2
for T1 ← R ← T2

4. The i.i.d. symbolsx1[k] ∼ CN (0, P1)
andx2[k] ∼ CN (0, P2) are the transmit symbols of nodeT1

and T2, respectively.h1 is the channel gain betweenT1 and
relay R and h2 the channel gain betweenT2 and relayR5.
Additive white Gaussian noise (AWGN) at the relay is denoted
by nr ∼ CN (0, σ2

r ) and ni ∼ CN (0, σ2
i ) denotes AWGN at

nodeTi. Since nodesT1 and T2 know their own transmitted
signals they can subtract the back-propagating self-interference
in (21) prior to decoding, assuming perfect knowledge of
the corresponding channel coefficients. The sum rate of this
protocol is given by

RAF
sum = C→AF + C←AF (22)

with

C→AF =
1

2
C

(

P1|h2gh1|2

σ2
2 + σ2

r |h2g|2

)

(23)

C←AF =
1

2
C

(

P2|h2gh1|2

σ2
1 + σ2

r |h1g|2

)

. (24)

3k denotes here discrete symbol time
4
A → B indicates information flow from nodeA to nodeB.

5Again we assume reciprocity for both channels.

The relay gain is chosen as

g =

(

Pr

P1|h1|2 + P2|h2|2 + σ2
r

)
1
2

(25)

wherePr is the average transmit power of relayR. Note that
the transmission in each direction suffers still from the pre-
log factor 1

2 . However, the half-duplex constraint can here be
exploited to establish a bidirectional connection betweentwo
nodes and to increase the sum rate of the network.

B. Decode-and-forward

We consider now a bidirectional communication between
terminalsT1 andT2 via a half-duplex DF relayR. TerminalT1

encodes its messagew into the codewordx1(w) with rateR1

and average powerP1. TerminalT2 encodes its messagev into
the codewordx2(v) with rateR2 and average powerP2. Both
codewords are then transmitted inN channel uses to the relay
R, which decodes the messages. The relay then encodes both
messages again using the codebooks of terminalT1 and T2

and broadcasts the sum signalx1(w)+x2(v) with sum power
Pr in N channel uses to both terminals. Since terminalT1

knowsx1(w) and its channel gain to the relay it can subtract
the back-propagating self-interference from the the received
signal. The same is true for terminalT2. The sum rate of this
protocol is given by

RDF
sum = max

β
min

{

CMA, C→DF(β)+C←DF(β)
}

(26)

where

C→DF(β) =
1

2
min

{

C

(

P1|h1|2

σ2
r

)

, C

(

βPr|h2|2

σ2
2

)}

(27)

C←DF(β) =
1

2
min

{

C

(

P2|h2|2

σ2
r

)

, C

(

(1−β)Pr|h1|2

σ2
1

)}

(28)

CMA =
1

2
C

(

P1|h1|2 + P2|h2|2

σ2
r

)

. (29)

Notice thatβ ∈ [0, 1] is the fraction of the relay powerPr

allocated to codewordx1(w) and1−β the fraction ofPr used
for codewordx2(v). If the relay does not have any knowledge
of the channels to terminalT1 and T2 it choosesβ = 1

2 .
For the case the relay has some channel knowledge about
h1 and h2 (it may learn it during the previous transmission
from the terminals to the relay)β may be chosen such, that
the sum rate is maximized. Clearly, the power allocation that
maximizes the sum rate depends on the network geometry and
the degree of channel knowledge (instantaneous channel gains,
second order statistics, etc). For simplicity we consider alinear
network topology as shown in Fig1 and assume that the relay
has only knowledge of the pathloss coefficients. Further we
chooseP1 = P2 = P

2 , Pr = P andσ2
r = σ2

d = 1. The optimal
power allocation is then given by [8]

β∗ =

{

dα
2

2dα
1

, d1 ≥ d2;

1−
dα
1

2dα
2

, d1 < d2

(30)

whereα is the pathloss exponent,d1 the distance from terminal
T1 to relayR andd2 the distance between relayR and terminal



T2. As the relay moves towards terminalT1, i.e.,d1 → 0, more
relay power is spent for theT1 → R → T2 transmission and
less power for the reverseT1 ← R ← T2 transmission. The
reason is that the link capacity from terminalT2 to relayR is
small and dominates the overall capacity for theT1 ← R← T2

transmission, irrespective of the relay power allocated tothat
transmission. When the relay moves towards terminalT2 it is
the other way around.

IV. N UMERICAL EXAMPLES

A. Two-path Relaying

We evaluate the achievable rates of the relaying schemes
described in Section II by Monte Carlo simulations. The
channel gains are i.i.d. (in space and time) complex normal
with zero mean and channel variancesν2

12, ν2
1 and ν2

2 . We
choose for all examplesν2

1 = ν2
2 = 1. The AWGN variances

are chosen asσ2
r = σ2

d = σ2 and the transmit powers
Ps = Pr = P . We simulated 5000 random channels for each
value in Fig.2 and Fig.3. The SNR is defined asSNR = P

σ2 .
In Fig.2 we see that forν2

12 = 0.5 (inter-relay channel is
3dB weaker than the other channels) the two-path relaying
protocol with two alternating half-duplex (AHD) AF relays
and full cancelation of the inter-relay interference achieves an
average rateRK that is near to the rate of one full-duplex relay
and outperforms clearly the case where only one half-duplex
relay is used. The notation(2P, 2P ) means that in the first
time slot the total transmit power of the network is2P and
in the second time slot2P (every node transmits with power
P ). For the lower bound (13) we have chosenk

′

= 0 and
I1[k] = 0 (full interference cancelation). Further we observe
from Fig.2 that the performance loss of the fixed-rate schemes
based onlimk→∞Rlow[k] or Rlow[K + 1] is small compared
to the performance of the variable-rate scheme (7).

In Fig.3 we compare the rates achievable by two-path DF
relaying with and without interference cancelation. We see
that for strong inter-relay channels the relay should perform
interference cancelation before decoding the message coming
from the source and for weak inter-relay channels it is better
to treat the signal from the other relay as interference. Note
that the performance of the DF scheme performs only well
for weak or strong inter-relay channels where the AF scheme
performs well for weak to moderate inter-relay channels. All
schemes consume a network power of2P in each time slot.

B. Two-way Relaying

Again we evaluate the achievable rates of the relaying
schemes described in Section III by Monte Carlo simulations.
We consider a linear one-dimensional network geometry as
in Fig.1. The channel gains are modeled ashi = ξi

(1+di)
α/2

with i.i.d. ξi ∼ CN (0, 1) (Rayleigh fading), where1 + di

is the distance between terminalTi and relayR and α = 3
the path loss exponent. The AWGN variances are chosen as
σ2

1 = σ2
2 = σ2

r = σ2 and the transmit powersP1 = P2 = P/2
andPr = P (i.e., the network consumes in each time slot an
average power ofP ). We simulated 5000 random channels
for each value in Fig.4 and Fig.5. The SNR is defined as

T1 T2R

d1

do

d2

Fig. 1. One-dimensional linear relay network

SNR = P
σ2(1+di)α and is chosen to be 20dB, when the relay

is halfway between terminalT1 and terminalT2.
In Fig.4 we see that the sum rate of the two-way AF relay

channel even outperforms slightly the rate achievable by the
one-way full-duplex AF relay channel. The reason is that due
to our power normalization the source as well as the relay
power isP/2 in the one-way full-duplex protocol whereas in
the two-way half-duplex protocol the powers areP/2 for each
source terminal and the relay power isP , i.e., the relay gain
may be chosen higher.

In Fig.5 we observe that the sum rate of the two-way DF
relay channel achieves the rate of the full-duplex DF relay
channel when the relay is in the vicinity of terminalT1 or
terminal T2. The sum rate is improved by using the optimal
power allocation given in (30). When the relay moves towards
the halfway position between the terminals the sum rate drops
down. The reason is that the sum rate is dominated here
by the multiple access sum rate. In Fig.5 we also see the
single-user rates. The relay first decodes the message from
the stronger user, subtracts the decoded message from the
received signal and then decodes the message from the weaker
user interference-free. Note that when the relay is halfway
between the two terminals the decoding order is switched.
For comparison, the figure shows also the sum rate when
the terminals do not exchange their messages via a relay but
communicate with the relay in a consecutive uplink/downlink
scheme: In the first time slot both terminals transmit their
messages to the relay (base station) and in the second time
slot the terminals receive new information from the relay
(base station). The maximum sum rate for this communication
scheme is given by

Cu = max
β

min {CMA, CBC} (31)

with CMA given in (29) and

CBC =
1

2
C

(

βPr|h1|2

σ2
1

)

+
1

2
C

(

(1−β)Pr|h2|2

σ2
2

)

. (32)

The β that maximizes (31) is given by the standard water-
filling algorithm [9]. The capacityCMA is due to the multiple
access cut which determines the maximum sum rate for the
simultaneous transmission from terminalsT1 andT2 to relayR.
The capacityCBC is due to the broadcast cut which determines
the maximum rate that is achievable from the relay to the
terminals in interference free downlink channels6 . We observe

6We assume orthogonal downlink channels in order to compare this sum
rate with the two-way relay transmission, where due to the cancelation of the
back-propagating self-interference the channels from therelay to the terminals
are also orthogonal
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that the uplink/downlink sum rate is not tight when the relay
moves to one of the terminals. The reason is that the broadcast
cut does not consider that the high rate information obtained
from the nearby terminal in the previous time slot cannot be
transferred with the same rate to the distant terminal due to
its weak channel.

V. CONCLUSIONS

We studied two half-duplex relaying protocols with in-
creased spectral efficiency compared to conventional half-
duplex relay protocols. For the first protocol (two-path re-
laying) it was shown that a large portion of the half-duplex
loss can be recovered depending on the strength of the inter-
relay channel and the operation of the relay (AF or DF). In
the second relaying protocol we established a bidirectional
connection between two nodes using one half-duplex relay
(two-way relay channel). It was shown that the sum rate of
the two-way half-duplex AF relay channel achieves the rate
of the full-duplex AF relay channel. The two-way half-duplex
DF relay channel achieves the rate of the full-duplex DF
relay channel only in certain cases, depending on the network
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geometry, but always outperforms the half-duplex DF relay
channel.
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