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Abstract: This paper is concerned with the stability of a parallel flow of the
compressible Navier-Stokes equation in a cylindrical domain. The spectrum of the
linearized operator is analyzed for the purpose of the study of the nonlinear stability.
It is shown that if the Reynolds and Mach numbers are sufficiently small, then the
linearized semigroup is decomposed into two parts; one behaves like a solution of
a one dimensional heat equation as time goes to infinity and the other one decays
exponentially. Some estimates related to the spectral projections are established,
which will also be useful for the study of the nonlinear problem.
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1 Introduction

We consider the initial boundary value problem for the equations for a barotropic
motion of viscous compressible fluid

∂tρ+ div(ρv) = 0, (1.1)

ρ(∂tv + v · ∇v)− µ∆v − (µ+ µ′)∇divv +∇p(ρ) = ρg, (1.2)

v |∂D= 0, (1.3)

(ρ, v) |t=0= (ρ0, v0) (1.4)
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in a cylindrical domain Ω = D ×R:

Ω = {x = (x′, x3); x
′ = (x1, x2) ∈ D, x3 ∈ R}.

Here D is a bounded and connected domain in R2 with a smooth boundary ∂D;
ρ = ρ(x, t) and v = T(v1(x, t), v2(x, t), v3(x, t)) denote the unknown density and
velocity at time t ≥ 0 and position x ∈ Ω, respectively; P (ρ) is the pressure that is
a smooth function of ρ and satisfies

p′(ρ∗) > 0

for a given positive constant ρ∗; µ and µ′ are the viscosity coefficients that satisfy

µ > 0, 2
3
µ+ µ′ ≥ 0;

and g is an external force of the form g = T
(
g1(x′), g2(x′), g3(x′)

)
with g1 and g2

satisfying (
g1(x′), g2(x′)

)
=
(
∂x1

Φ(x′), ∂x2
Φ(x′)

)
,

where Φ and g3 are given smooth functions of x′. Here and in what follows T· stands
for the transposition.

It is known that problem (1.1)-(1.3) has the stationary solution us =
T(ρs(x

′), vs(x
′));

ρs is determinated by

{
Const.− Φ(x′) =

∫ ρs
ρ∗

p′(η)
η

dη,∫
D
ρs − ρ∗dx

′ = 0;

and vs takes the form
vs =

T
(
0, 0, v3s(x

′)
)
,

where v3s(x
′) is the solution of

{
−µ∆′v3s = ρsg

3,

v3s |∂D= 0.

Here ∆′ = ∂2
x1

+ ∂2
x2
. The stationary solution us represents a parallel flow in Ω.

We are interested in the large time behavior of solutions to problem (1.1)-(1.4)
when the initial value (ρ, v) |t=0= (ρ0, v0) is sufficiently close to the stationary solu-
tion us =

T(ρs, vs). In [1] the decay estimates of the linearized semigroup for (1.1)
- (1.4) were established. In this paper we study the spectral properties of the lin-
earized semigroup in more detail, which play an important role in the analysis of
the nonlinear problem.

As for the asymptotic behavior of multidimensional compressible Navier-Stokes
equations on unbounded domains, a lot of results have been obtained. See, e.g.,
[5, 6, 11, 13, 14, 15, 16, 17, 19] and references therein.

For the stability of parallel flow, detailed descriptions of large time behavior
of disturbances have been obtained in the case of an n dimensional infinite layer
Rn−1 × (0, 1) = {x = (xh, xn); xh = (x1, · · · , xn−1) ∈ Rn−1, 0 < xn < 1}. It
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was proved in [10] that asymptotic behavior of solutions of the linearized problem
is described by an n − 1 dimensional linear heat equation, if Reynolds and Mach
numbers are sufficiently small. The nonlinear problem was then studied in [9]; it was
shown that if Reynolds and Mach numbers are sufficiently small, then the parallel
flow is stable under sufficiently small initial disturbances in some Sobolev space.
In the case of n ≥ 3, the disturbance u(t) behaves like a solution of an n − 1
dimensional linear heat equation as t → ∞, while, in the case of n = 2, u(t) behaves
like a solution of a one dimensional viscous Burgers equation. See also [2, 3, 4] for
the stability of time periodic parallel flow.

As for the case of the cylindrical domain Ω, Iooss and Padula [7] studied the lin-
earized stability of a stationary parallel flow under the periodic boundary condition
in x3 with vanishing average condition on the basic period cell for the density-
disturbance and proved that if the Reynolds number is suitably small, then the
linearized semigroup decays exponentially as t → ∞.

On the other hand, stability under the non-periodic but local disturbances (i.e.,
belonging to some L2 Sobolev space on Ω) was studied in [12] in the case of the
motionless state ũs = T(ρ∗, 0). It was shown that the disturbance decays in L2(Ω)

in the order t−
1

4 and its asymptotic leading part is given by a solution of a one
dimensional linear heat equation. (See also [8] for the analysis in Lp(Ω).)

The linearized stability of parallel flow under non-periodic local disturbances on
Ω was then studied in [1]. It was shown that the linearized semigroup e−tL satisfies
the decay estimate

∥∂k
x′∂l

x3
e−tLu0∥L2(Ω) ≤ C

{
(1 + t)−

1
4
−

l
2 ∥u0∥L1(R:L2(D)) + e−dt∥u0∥H1(Ω)

}
(1.5)

for t ≥ 0 and 0 ≤ k + l ≤ 1, provided that the Reynolds and Mach numbers are
sufficiently small and that ρs is sufficiently close to ρ∗. In view of the argument in [9],
estimate (1.5) is not enough to show the global in time solvability of the nonlinear
problem. The purpose of this paper is to derive more detailed spectral information
of the linearized operator which will be available for the nonlinear analysis.

The main results of this paper are summarized as follows. We consider the
linearized problem whose non-dimensional form is written as

∂tu+ Lu = 0, u |t=0= u0. (1.6)

Here u = T(ϕ,w) is the unknown; and u0 =
T(ϕ0, w0) is a given initial value; and L

denotes the linearized operator on L2(Ω̃) defined by

L =

(
vs · ∇ γ2div(ρs·)

∇
(

P̃ ′(ρs)
γ2ρs

·
)
+ ν∆vs

γ2ρ2s
− ν

ρs
∆I3 − ν+ν′

ρs
∇div + vs · ∇+ T(∇vs)

)
,

with domain

D(L) = {u = T(ϕ,w) ∈ L2(Ω̃); w ∈ H1
0 (Ω̃), Lu ∈ L2(Ω̃)},

where Ω̃, D̃, ρs, vs and P̃ (ρs) are the non-dimensional forms of Ω, D, ρs, vs and
p(ρs) respectively; I3 denotes the 3×3 identity matrix; ν, ν ′ and γ are some positive
constants.
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We will show that there exists a bounded projection P0 satisfying P0e
−tL =

e−tLP0 such that if Reynolds and Mach numbers are sufficiently small, then

∥e−tLP0u0 − (σu(0))(t)∥L2(Ω) ≤ C(1 + t)−
3

4∥u0∥L1(Ω). (1.7)

Here u(0) is some function of x′, and σ is a function of x3 and t; and σ is a solution
of one dimensional linear heat equation

{
∂tσ − κ1∂

2
x3
σ + κ0∂x3

σ = 0,

σ |t=0=
∫ 1

0
ϕ0(x

′, x3)dx3

(1.8)

with some constants κ0 ∈ R and κ1 > 0. Some estimates for operators related to
P0 are established; and, as in [2, 4], we will give a factorization of e−tLP0 which is
useful in the study of nonlinear problem. As for the I − P0 part of e−tL, we will
establish the exponential decay estimate

∥e−tL(I − P0)u0∥H1(Ω) ≤ Ce−dt{∥u0∥H1(Ω)×H̃1(Ω) + t−
1

2∥w0∥L2(Ω)} (1.9)

for a positive constant d. Here H̃1(Ω) is the set of all locally H1 functions in L2(Ω)
whose tangential derivatives near ∂Ω belong to L2(Ω).

The linear problem (1.6) will be investigated through the Fourier transform F
in x3 ∈ R that leads to the problem on D, written in the form,

∂tu+ Lξu = 0, u |t=0= u0,

where ξ ∈ R denotes the dual variable. The operator Lξ has different properties
|ξ| ≤ r0 and |ξ| > r0, where r0 is a positive number sufficiently small.

The spectrum of −Lξ for |ξ| ≤ r0 can be regarded as a perturbation from the
one with ξ = 0, and we will show that the spectrum near the origin is given by a
simple eigenvalue λ0(ξ) = −iκ0ξ − κ1ξ

2 +O(|ξ|3) as |ξ| → 0. Furthermore, we will
establish the boundedness of the eigenprojection Π(ξ) for the eigevalue λ0(ξ) in some
Sobolev space by investigating the regularity of the corresponding eigenfunctions.
Setting P0 = F−11{|ξ|≤r0}Π(ξ)F with a frequency cut-off function 1{|ξ|≤r0} such that
1{|ξ|≤r0} = 1 for |ξ| ≤ r0 and 1{|ξ|≤r0} = 0 for |ξ| > r0, we find the desired asymptotic
behavior of e−tLP0 as described in (1.7) and (1.8). As for the complimentary part
e−tL(I − P0), we have already shown in [1] that

∥e−tL(I − P0)u0∥H1(Ω) ≤ e−dt∥u0∥H1(Ω).

In this paper we will improve the class of initial value u0 and will show that the expo-
nential decay estimate holds for u0 ∈ H1(Ω)× H̃1(Ω) as in (1.9). This improvement
will be also useful in the study of the nonlinear problem.

This paper is organized as follows. In Section 2 we first rewrite the problem into
the system of equations in a non-dimensional form and then present the existence
of a stationary solution of parallel flow. We state the main result of this paper in
Section 3. In Section 4 we will investigate the spectrum of −Lξ for |ξ| ≤ r0, and
in Section 5 we will establish a factorization of e−tLP0 and prove (1.7). Section 6 is
devoted to the proof of (1.9).
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2 Preliminaries

In this section we introduce notations and then rewrite the problem into a non-
dimensional form. In the end of this section we state the existence of stationary
solution which represents parallel flow.

2.1 Notation

We first introduce some notations which will be used throughout the paper. For
1 ≤ p ≤ ∞ we denote by Lp(X) the usual Lebesgue space on a domain X and its
norm is denoted by ∥ · ∥Lp(X). Let m be a nonnegative integer. Hm(X) denotes the
m th order L2 Sobolev space on X with norm ∥ · ∥Hm(X). In particular, we write
L2(X) for H0(X).

We denote by Cm
0 (X) the set of all Cm functions with compact support in X.

Hm
0 (X) stands for the completion of Cm

0 (X) in Hm(X). We denote by H−1(X) the
dual space of H1

0 (X) with norm ∥ · ∥H−1(X).
We simply denote by Lp(X) (resp., Hm(X)) the set of all vector fields w =

T(w1, w2, w3) on X and its norm is denoted by ∥ · ∥Lp(X) (resp., ∥ · ∥Hm(X)). For u =
T(ϕ,w) with ϕ ∈ Hk(X) and w = T(w1, w2, w3) ∈ Hm(X), we define ∥u∥Hk(X)×Hm(X)

by ∥u∥Hk(X)×Hm(X) = ∥ϕ∥Hk(X) + ∥w∥Hm(X).
When X = Ω we abbreviate Lp(Ω) as Lp, and likewise, Hm(Ω) as Hm. The

norm ∥ · ∥Lp(Ω) is written as ∥ · ∥Lp , and likewise, ∥ · ∥Hm(Ω) as ∥ · ∥Hm .
In the case X = D we denote the norm of Lp(D) by | · |p. The norm of Hm(D)

is denoted by | · |Hm , respectively. The inner product of L2(D) is denoted by

(f, g) =

∫

D

f(x′)g(x′)dx′, f, g ∈ L2(D).

Here g denotes the complex conjugate of g. For uj = T(ϕj, wj) (j = 1, 2), we also
define a weighted inner product ⟨u1, u2⟩ by

⟨u1, u2⟩ = 1
γ2

∫

D

ϕ1ϕ2
P ′(ρs)
γ2ρs

dx′ +

∫

D

w1 · w2ρsdx
′,

where ρs = ρs(x
′) is the density of the parallel flow us. As will be seen in Proposi-

tion 2.1 below, ρs(x
′) and P ′(ρs(x′))

ρs(x′)
are strictly positive in D.

For f ∈ L1(D) we denote the mean value of f over D by ⟨f⟩:

⟨f⟩ = (f, 1) =
1

|D|

∫

D

fdx′,

where |D| =
∫
D
dx′. For u = T(ϕ,w) ∈ L1(D) with w = T(w1, w2, w3) we define ⟨u⟩

by
⟨u⟩ = ⟨ϕ⟩+ ⟨w1⟩+ ⟨w2⟩+ ⟨w3⟩.

Partial derivatives of a function u in x, x′, x3 and t are denoted by ∂xu, ∂x′u,
∂x3

u and ∂tu. We also write higher order partial derivatives of u in x as ∂k
xu =

(∂α
xu; |α| = k).
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We denote the n × n identity matrix by In. We define 4 × 4 diagonal matrices
Q0 and Q̃ by

Q0 = diag(1, 0, 0, 0), Q̃ = diag(0, 1, 1, 1).

It then follows that for u = T(ϕ,w) with w = T(w1, w2, w3),

Q0u =

(
ϕ
0

)
, Q̃u =

(
0
w

)
.

We denote the Fourier transform of f = f(x3) (x3 ∈ R) by f or F [f ]:

f(ξ) = F [f ](ξ) =

∫

R

f(x3)e
−iξx3dx3, ξ ∈ R.

The inverse Fourier transform is denoted by F−1:

F−1[f ](x3) = (2π)−1

∫

R

f(ξ)eiξx3dξ, x3 ∈ R.

We denote the resolvent set of a closed operator A by ρ(A) and the spectrum by
σ(A).

We finally introduce a function space which consists of locally H1 functions in
L2(Ω) whose tangential derivatives near ∂D belong to L2(Ω). To do so, we first
introduce a local curvilinear coordinate system. For any x′

0 ∈ ∂D, there exist a

neighborhood Õx0
of x′

0 and a smooth diffeomorphism map Ψ = (Ψ1,Ψ2) : Õx′

0
→

B1(0) = {z′ = (z1, z2) : |z′| < 1} such that





Ψ
(
Õx′

0
∩D

)
= {z′ ∈ B1(0) : z1 > 0},

Ψ
(
Õx′

0
∩ ∂D

)
= {z′ ∈ B1(0) : z1 = 0},

det∇x′Ψ ̸= 0 on Õx′

0
∩D.

By the tubular neighborhood theorem, there exist a neighborhood Ox′

0
of x′

0 and a
local curvilinear coordinate system y′ = (y1, y2) on Ox′

0
defined by

x′ = y1a1(y2) + Ψ−1(0, y2) : R → Ox′

0
, (2.1)

where R = {y′ = (y1, y2) : |y1| ≤ δ̃1, |y2| ≤ δ̃2} for some δ̃1, δ̃2 > 0; a1(y2) is the unit
inward normal to ∂D that is given by

a1(y2) =
∇x′Ψ1

|∇x′Ψ1|
.

Setting y3 = x3 we obtain

∇x = e1(y2)∂y1 + J(y′)e2(y2)∂y2 + e3∂y3 ,
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∇y =




Te1(y2)
1

J(y′)
Te2(y2)
Te3


∇x,

where

e1(y2) =

(
a1(y2)

0

)
, e2(y2) =

(
a2(y2)

0

)
, e3 =



0
0
1


 ; (2.2)

J(y′) = |det∇x′Ψ|, a2(y2) =
−∇⊥

x′Ψ1

|∇⊥
x′Ψ1|

with ∇⊥
x′Ψ1 = T(−∂x2

Ψ1, ∂x1
Ψ1). Note that ∂y1 and ∂y2 are the inward normal

derivative and tangential derivative at x′ = Ψ−1(0, y2) ∈ ∂D∩Ox′

0
, respectively. Let

us denote the normal and tangential derivatives by ∂n and ∂, i.e.,

∂n = ∂y1 , ∂ = ∂y2 .

Since ∂D is compact, there are bounded open sets Om (m = 1, . . . , N) such that
∂D ⊂ ∪N

m=1Om and for eachm = 1, . . . , N , there exists a local curvilinear coordinate
system y′ = (y1, y2) as defined in (2.1) with Ox′

0
, Ψ and R replaced by Om, Ψ

m and

Rm =
{
y′ = (y1, y2) : |y1| < δ̃m1 , |y2| < δ̃m2

}
for some δ̃m1 , δ̃

m
2 > 0. At last, we take

an open set O0 ⊂ D such that

∪N
m=0Om ⊃ D, O0 ∩ ∂D = ∅.

We set a local coordinate y′ = (y1, y2) such that y1 = x1, y2 = x2 on O0. We note
that if h ∈ H2(D), then h |∂D= 0 implies that ∂kh |∂D∩Om= 0 (k = 0, 1).

Let us introduce a partition of unity {χm}Nm=0 subordinate to {Om}Nm=0, satisfy-
ing

N∑

m=0

χm = 1 on D, χm ∈ C∞
0 (Om) (m = 0, 1, 2 · · · , N).

We denote by H̃1(Ω) the set of all locally H1 functions in L2(Ω) whose tangential
derivatives near ∂Ω belong to L2(Ω), and its norm is denoted by ∥w∥H̃1(Ω):

∥w∥H̃1(Ω) = ∥w∥2 + ∥∂x3
w∥2 + ∥χ0∂x′w∥2 +

N∑
m=1

∥χm∂w∥2.

Note that H1
0 (Ω) is dense in H̃1(Ω).

2.2 Stationary solution

In this subsection we rewrite the problem into the one in a non-dimensional form
and state the existence of stationary solution which represents parallel flow. Let
k0 be an integer satisfying k0 ≥ 3. We introduce the following non-dimensional
variables:

x = ℓx̃, v = V ṽ, ρ = ρ∗ρ̃, t = ℓ
V
t̃,
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p = ρ∗V
2P̃ , Φ = V 2

ℓ
Φ̃, g3 = V 2

ℓ
g̃3,

V = |v3s|Ck0
∗ (D)

=
k0∑
k=0

sup
x′∈D

ℓk|∂k
x′v3s(x

′)|, ℓ =
(∫

D

dx′
)1

2
.

The problem (1.1)-(1.4) is then transformed into the following non-dimensional prob-

lem on Ω̃ = D̃ ×R:

∂t̃ρ̃+ divx̃(ρ̃ṽ) = 0, (2.3)

ρ̃(∂t̃ṽ + ṽ · ∇x̃ṽ)− ν∆x̃ṽ − (ν + ν ′)∇x̃divx̃ṽ + P̃ ′(ρ̃)∇x̃ρ̃ = ρ̃g̃, (2.4)

ṽ |∂D̃ = 0, (2.5)

(ρ̃, ṽ) |t̃=0= (ρ̃0, ṽ0). (2.6)

Here D̃ is a bounded and connected domain in R2; g̃ = T
(
∂x̃1

Φ̃, ∂x̃2
Φ̃, g̃3

)
; and ν and

ν ′ are non-dimensional parameters:

ν =
µ

ρ∗ℓV
, ν ′ =

µ′

ρ∗ℓV
.

We also introduce a parameter γ:

γ =

√
P̃ ′(1) =

√
p′(ρ∗)

V
.

Note that the Reynolds and Mach numbers are given by 1/ν and 1/γ, respectively.

In what follows, for simplicity, we omit tildes of x̃, t̃, ṽ, ρ̃, g̃, P̃ , Φ̃, D̃ and Ω̃
and write them as x, t, v, ρ, g, P , Φ, D and Ω. Observe that, due to the non-
dimensionalization, we have

|D| =
∫

D

dx′ = 1,

and thus,

⟨f⟩ =
∫

D

f(x′) dx′.

Let us state the existence of a stationary solution which represents parallel flow.

Proposition 2.1. If Φ ∈ Ck0(D), g3 ∈ Hk0(D) and |Φ|Ck0 is sufficiently small,

then (2.3)-(2.5) has a stationary solution us =
T(ρs, vs) ∈ Ck0(D). Here ρs satisfies

{
Const.− Φ(x′) =

∫ ρs(x′)

1
P ′(η)
η

dη,∫
D
ρsdx

′ = 1, ρ1 < ρs(x
′) < ρ2 (ρ1 < 1 < ρ2)

for some constants ρ1, ρ2 > 0; and vs is a function of the form vs =
T(0, 0, v3s) with

v3s = v3s(x
′) being the solution of

{
−ν∆′v3s = ρsg

3,

v3s |∂D= 0.
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Furthermore, us =
T(ρs, vs) satisfies the estimates:

|ρs(x′)− 1|Ck ≤ C|Φ|Ck(1 + |Φ|Ck)k,

|v3s |Ck ≤ C|v3s |Hk+2 ≤ C|Φ|Ck(1 + |Φ|Ck)k|g3|Hk

for k = 3, 4, · · · , k0.

Proposition 2.1 can be proved in a similar manner to the proof of [18, Lemma
2.1].

3 Main results

We set ρ = ρs + γ−2ϕ and v = vs + w in (2.3)-(2.6) (without tildes) and omit the
nonlinear terms of ϕ and w. We then arrive at the linearized problem

∂tu+ Lu = 0, u = T(ϕ,w), w |∂D= 0, u |t=0= u0, (3.1)

where

L =

(
vs · ∇ γ2div(ρs·)

∇
(P ′(ρs)

γ2ρs
·
)
+ ν∆′vs

γ2ρ2s
− ν

ρs
∆I3 − ν+ν′

ρs
∇div + vs · ∇+ e3 ⊗ (∇v3s)

)
.

Here, e3 =
T(0, 0, 1); and, for a = T(a1, a2, a3) and b = T(b1, b2, b3), a⊗b is the 3× 3

matrix (aibj).
We consider L as an operator on L2(Ω) with domain

D(L) =
{
u = T(ϕ,w) ∈ L2(Ω); w ∈ H1

0 (Ω), Lu ∈ L2(Ω)
}
.

As was shown in [1] (see also [7]), −L generates a C0-semigroup e−tL on L2(Ω).

Furthermore, if u0 ∈ H1(Ω)× H̃1(Ω), then

e−tLu0 ∈ C
(
[0, T ];H1(Ω)× H̃1(Ω)

)
∩ C

(
(0, T ];H1(Ω)×H1

0 (Ω)
)
,

∇Q̃e−tLu0 ∈ L2
(
0, T ; H̃1(Ω)

) (3.2)

for all T > 0. The regularity property (3.2) of e−tL can be proved as follows. It is
not difficult to see that if u0 ∈ H1(Ω)×H1

0 (Ω), then e−tLu0 satisfies

e−tLu0 ∈ C
(
[0, T ];H1(Ω)×H1

0 (Ω)
)
,

∇Q̃e−tLu0 ∈ L2
(
0, T ;H1(Ω)

)
.

(3.3)

Since H1
0 (Ω) is dense in H̃1(Ω), one can see from (3.3), Lemma 6.5 and Lemma 6.6

below that e−tLu0 satisfies (3.2) if u0 ∈ H1(Ω)× H̃1(Ω).

In what follows we set
ω = ∥ρs − 1∥Ck0 .

We have the following estimates for e−tLu0.
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Theorem 3.1. There exist positive constants ν0, γ0 and ω0 such that if ν ≥ ν0,
γ2

2ν+ν′
≥ γ2

0 and ω ≤ ω0, then e−tLu0 is decomposed as

e−tLu0 = e−tLP0u0 + e−tLP∞u0.

Here P0 and P∞ are projections satisfying

P0 + P∞ = I, P 2 = P,

PL ⊂ LP, Pe−tL = e−tLP

for P ∈ {P0, P∞}; and e−tLP0 and e−tLP∞ have the following properties.

(i) If u0 ∈ L1(Ω) ∩ L2(Ω), then e−tLP0u0 satisfies the following estimates

∥∂k
x′∂l

x3
e−tLP0u0∥2 ≤ Ck,l(1 + t)−

1

4
− l

2∥u0∥1 (3.4)

uniformly for t ≥ 0 and for k = 0, 1, · · · , k0 and l = 0, 1, · · · ;

∥e−tLP0u0 − [H(t)⟨ϕ0⟩]u(0)∥2 ≤ Ct−
3

4∥u0∥1 (3.5)

uniformly for t > 0. Here

H(t)⟨ϕ0⟩ = F−1[e−(iκ0ξ+κ1ξ2)t⟨ϕ0⟩],

where u(0) = u(0)(x′) is the function given in Lemma 4.1 below; and κ0 ∈ R and

κ1 > 0 are some constants satisfying

κ0 = O(1),

κ1 = C γ2

ν

{
1 +O

(
1
γ2

)
+
(

ν
γ2 +

1
ν2

)
×O

(
2ν+ν′

γ2

)}
,

where C is a positive constant.

(ii) If u0 ∈ H1(Ω)× H̃1(Ω), then there exists a constant d > 0 such that e−tLP∞u0

satisfies

∥e−tLP∞u0∥H1 ≤ Ce−dt
(
∥u0∥H1×H̃1 + t−

1

2∥w0∥2
)

(3.6)

uniformly for t > 0.

Remark 3.2. It is well-known that if u0 = T(ϕ0, w0) ∈ L1(Ω), then ∥H(t)⟨ϕ0⟩∥2 =

O
(
t−

1

4

)
, and σ = σ(x3, t) = H(t)⟨ϕ0⟩ satisfies

{
∂tσ − κ1∂

2
x3
σ + κ0∂x3

σ = 0,

σ |t=0=
∫
D
ϕ0(x

′, x3)dx
′.

More detailed properties of P0 and e−tLP0 will be given in Section 5 below, where
we will establish a factorization of e−tLP0 which will be useful in the nonlinear
analysis.
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To prove Theorem 3.1, we consider the Fourier transform of (3.1) in x3 variable
which is written as

∂tϕ+ iξv3sϕ+ γ2∇′ · (ρsw′) + γ2iξρsw
3 = 0, (3.7)

∂tw
′ − ν

ρs
(∆′ − ξ2)w′ − ν+ν′

ρs
∇′(∇′ · w′ + iξw3) +∇′

(P ′(ρs)
γ2ρs

ϕ
)
+ iξv3sw

′ = 0, (3.8)

∂tw
3 − ν

ρs
(∆′ − ξ2)w3 − ν+ν′

ρs
iξ(∇′ · w′ + iξw3) + iξ

(P ′(ρs)
γ2ρs

ϕ
)
+ iξv3sw

3

+ ν
γ2ρ2s

∆′v3sϕ+ w′ · ∇′v3s = 0, (3.9)

w |∂D= 0 (3.10)

for t > 0, and
T
(
ϕ,w

)
|t=0=

T
(
ϕ0, w0

)
= u0. (3.11)

Therefore, we arrive at the following problem

du

dt
+ Lξu = 0, u |t=0= u0, (3.12)

where ξ ∈ R is a parameter. Here u = T
(
ϕ(x′, t), w(x′, t)

)
∈ D

(
Lξ

)
(x′ ∈ D, t > 0),

u0 is a given initial value, and Lξ is the operator on L2(D) of the form

Lξ = Aξ +Bξ + C0,

where

Aξ =




0 0 0

0 − ν
ρs
(∆′ − |ξ|2)I2 − ν+ν′

ρs
∇′∇′· −iν+ν′

ρs
ξ∇′

0 −iν+ν′

ρs
ξ∇′· − ν

ρs
(∆′ − |ξ|2) + ν+ν′

ρs
|ξ|2


 ,

Bξ =




iξv3s γ2∇′(ρs·) iγ2ρsξ

∇′
(
P (ρs)
γ2ρs

·
)

iξv3sI2 0

iξ P (ρs)
γ2ρs

0 iξv3s


 , C0 =




0 0 0
0 0 0

ν
γ2ρ2s

∆′v3s
T(∇′v3s) 0




with domain

D
(
Lξ

)
=
{
u = T(ϕ,w) ∈ L2(D); w ∈ H1

0 (D), Lξu ∈ L2(D)
}
.

Note that D
(
Lξ

)
= D

(
L0

)
for all ξ ∈ R. Here and in what follows, we denote

∆′ = ∂2
x1

+ ∂2
x2
, ∇′ = T(∂x1

, ∂x2
).

As in the case of L, we can see that −Lξ generates a C0-semigroup on L2(D).

Furthermore, if u0 ∈ H1(D)× H̃1(D), then

e−tLξu0 ∈ C
(
[0, T ];H1(D)× H̃1(D)

)
∩ C

(
(0, T ];H1(D)×H1

0 (D)
)
,

∂x′Q̃e−tLξu0 ∈ L2
(
0, T ; H̃1(D)

) (3.13)

for any T > 0.
In Section 4 we will investigate the spectrum of −Lξ for |ξ| ≪ 1. In Section 5

we will give the proof of Theorem 3.1 (i). In Section 6 we will prove Theorem 3.1
(ii).
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4 Spectrum of −Lξ for |ξ| ≪ 1

In this section, we consider the spectrum of −Lξ for |ξ| ≪ 1. For simplicity, in what
follows, we denote ν + ν ′ by ν̃, i.e.,

ν̃ = ν + ν ′.

Let us consider the resolvent problem

(λ+ Lξ)u = f

with |ξ| ≪ 1, where u = T(ϕ,w) ∈ D(Lξ) = D(L0) and f = T(f 0, g) ∈ L2(D).
We introduce the adjoint operator L∗

ξ of Lξ with respect to the weighted inner
product ⟨·, ·⟩. The operator L∗

ξ is given by

L∗
ξ = A∗

ξ +B∗
ξ + C∗

0

with domain of definition

D
(
L∗
ξ

)
=
{
u = T(ϕ,w) ∈ L2(D); w ∈ H1

0 (D), L∗
ξu ∈ L2(D)

}
.

Here
A∗

ξ = Aξ, B∗
ξ = −Bξ

and

C∗
0 =



0 0 γ2ν∆′v3s

P ′(ρs)

0 0 ∇′v3s
0 0 0


 .

Note that D(Lξ) = D(L∗
ξ) for any ξ ∈ R.

We begin with a lemma on the zero eigenvalue of L0 and L∗
0 which was proved

in [1, Lemma 4.1]. Here L0 and L∗
0 stand for Lξ and L∗

ξ with ξ = 0, respectively.

Lemma 4.1. ([1, Lemma 4.1]) (i) There exists a constant ω0 > 0 such that if

ω ≤ ω0, then λ = 0 is a simple eigenvalue of L0 and L∗
0.

(ii) The eigenspaces for λ = 0 of L0 and L∗
0 are spanned by u(0) and u(0)∗, respec-

tively, where

u(0) = T(ϕ(0), w(0)), w(0) = T(0, 0, w(0),3)

and

u(0)∗ = T(ϕ(0)∗, 0).

Here

ϕ(0)(x′) = α0
γ2ρs(x′)
P ′(ρs(x′))

, α0 =
(∫

D

γ2ρs(x′)
P ′(ρs(x′))

dx′
)−1

;

and w(0),3 is the solution of the following problem

{
−∆′w(0),3 = − 1

γ2ρs
∆′v3sϕ

(0),

w(0),3 |∂D= 0;
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and

ϕ(0)∗(x′) = γ2

α0
ϕ(0)(x′).

Furthermore, ϕ(0) = O(1), α0 = O(1) and w(0),3 = O(γ−2) as γ → ∞.

(iii) The eigenprojections Π(0) and Π(0)∗ for λ = 0 of L0 and L∗
0 are given by

Π(0)u = ⟨u, u(0)∗⟩u(0) = ⟨Q0u⟩u(0),

Π(0)∗u = ⟨u, u(0)⟩u(0)∗

for u = T(ϕ,w), respectively.

(iv) Let u(0) be written as u(0) = u
(0)
0 + u

(0)
1 , where

u
(0)
0 = T(ϕ(0), 0), u

(0)
1 = T(0, w(0)).

Then

u(0)∗ = γ2

α0
u
(0)
0

and

⟨u, u(0)⟩ = α0

γ2 ⟨ϕ⟩+ (w3, w(0),3ρs)

for u = T(ϕ,w) = T(ϕ,w′, w3).

We next establish the resolvent estimate for |ξ| ≪ 1. To do so, let us consider
the resolvent problem for ξ = 0

(λ+ L0)u = f, (4.1)

where u = T(ϕ,w) ∈ D(L0) and f = T(f 0, g) ∈ L2(D). Decomposing u in (4.1) as

u = ⟨ϕ⟩u(0) + u1

with
u1 =

(
I − Π(0)

)
u,

we obtain
λ
(
⟨ϕ⟩u(0) + u1

)
+ L0u1 = f.

Applying Π(0) and I − Π(0) to this equation, we have

{
λ⟨ϕ⟩ = ⟨f 0⟩,
λu1 + L0u1 = f1,

(4.2)

where f1 = (I − Π(0))f . We see from the first equation of (4.2) that if λ ̸= 0, then

⟨ϕ⟩ = 1
λ
⟨f 0⟩.

This implies that
|⟨ϕ⟩| ≤ 1

|λ|
|f 0|2. (4.3)

13



On the other hand, the u1-part has the following properties. The second equation
of (4.2) is written as





λϕ1 + γ2∇′ · (ρsw′
1) = f 0

1 ,

λw′
1 − ν

ρs
∆′w′

1 − ν̃
ρs
∇′∇′ · w′

1 +∇′
(

P ′(ρs)
γ2ρs

ϕ1

)
= g′1,

λw3
1 − ν

ρs
∆′w3

1 +
ν

γ2ρ2s
∆′v3sϕ1 + w′

1 · ∇′v3s = g31,

(4.4)

where u1 =
T(ϕ1, w1) =

T(ϕ1, w
′
1, w

3
1) and f1 =

T(f 0
1 , g1) =

T(f 0
1 , g

′
1, g

3
1).

To state the estimates for the u1-part, we introduce a quantity D̃0[w1] defined
by

D̃0[w1] = |∇′w1|22 + |∇′ · w′
1|22

for w1 =
T(w′

1, w
3
1).

Proposition 4.2. There exist constants ν0 > 0, γ0 > 0 and ω0 > 0 and an energy

functional E0[u1] such that if ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0 and ω ≤ ω0, then there holds the

estimate

(Reλ)E0[u1] + c
(
|ϕ1|22 + D̃0[w1]

)
≤ C|f1|2|u1|2,

where c and C are positive constants independent of u1 and λ; and E0[u1] is equiv-

alent to |u1|22.

Proposition 4.2 can be proved in a similar manner to the proof of [1, Proposition
4.7] by replacing d

dt
with Reλ and taking ξ = 0 there.

The Poincaré inequality yields D̃0[w1] ≥ C|w1|22 with a positive constant C.
Therefore, the resolvent estimates for−L0 now follow from (4.3) and Proposition 4.2.

Proposition 4.3. There exist constants ν0 > 0, γ0 > 0 and ω0 > 0 such that if

ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0 and ω ≤ ω0, then there is a positive constant c0 > 0 such that

Σ0 ≡ {λ ̸= 0 : Reλ > −c0} ⊂ ρ(−L0).

Furthermore, the following estimates

|(λ+ L0)
−1f |2 ≤ C

{ 1

|λ| |f
0|2 +

1

(Reλ+ c0)
|f1|2

}
,

∣∣∂x′{Q̃(λ+ L0)
−1f}

∣∣
2
≤ C

{ 1

|λ| |f
0|2 +

1

(Reλ+ c0)1/2
|f1|2

}

hold uniformly for λ ∈ Σ0. The same assertions also hold for −L∗
0.

Based on Proposition 4.3, we have the resolvent estimates for −Lξ with |ξ| ≪ 1.

Theorem 4.4. There exist constants ν0 > 0, γ0 > 0 and ω0 > 0 such that if ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0 and ω ≤ ω0, then the following assertions hold. For any η satisfying

0 < η ≤ c0
2
there is a number r0 = r0(η) such that

Σ1 ≡ {λ ̸= 0 : |λ| ≥ η, Reλ ≥ − c0
2
} ⊂ ρ(−Lξ)
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for |ξ| ≤ r0. Furthermore, the following estimates

|(λ+ Lξ)
−1f |2 ≤ C|f |2,

∣∣∂x′{Q̃(λ+ Lξ)
−1f}

∣∣
2
≤ C|f |2

hold uniformly for λ ∈ Σ1 and ξ with |ξ| ≤ r0. The same assertions also hold for

−L∗
ξ.

Proof . Let us decompose Lξ as

Lξ = L0 + ξL(1) + ξ2L(2),

where

L(1) = i




v3s 0 γ2ρs
0 v3sI2 − ν̃

ρs
∇′

P ′(ρs)
γ2ρs

− ν̃
ρs
∇′· v3s


 , L(2) =



0 0 0
0 ν

ρs
I2 0

0 0 ν+ν̃
ρs


 .

For u = T(ϕ,w) ∈ L2(D)×H1
0 (D) we have

|L(1)u|2 ≤ C|u|L2×H1 , |L(2)u|2 ≤ C|u|2. (4.5)

Therefore, we see from Proposition 4.3 that for any 0 < η ≤ c0
2
there exists r0 > 0

such that if |ξ| ≤ r0, then

∣∣(ξL(1) + ξ2L(2)
)(
λ+ L0

)−1
f
∣∣
2
≤ 1

2
|f |2. (4.6)

It then follows that

Σ1 ≡ {λ : |λ| > η, Reλ ≥ − c0
2
} ⊂ ρ(−Lξ),

and that, if λ ∈ Σ1, then
(
λ+ Lξ

)−1
is given by the Neumann series expansion

(
λ+ Lξ

)−1
= (λ+ L0)

−1 +
∞∑

N=0

(−1)N
[(
ξL(1) + ξ2L(2)

)(
λ+ L0

)−1]

for |ξ| ≤ r0, and it holds that

|
(
λ+ Lξ

)−1
f |2 ≤ C|f |2 (4.7)

for λ ∈ Σ1 and |ξ| ≤ r0. We thus obtain the desired estimates. This completes the
proof. □

As for the spectrum of −Lξ near λ = 0, we have the following result.
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Theorem 4.5. There exist positive constants ν0, γ0, ω0 and r0 such that if ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0 and ω ≤ ω0, then it holds that

σ(−Lξ) ∩ {λ : |λ| ≤ c0
2
} = {λ0(ξ)}

for ξ with |ξ| ≤ r0, where λ0(ξ) is a simple eigenvalue of −Lξ that has the form

λ0(ξ) = −iκ0ξ − κ1ξ
2 +O

(
|ξ|3
)

as ξ → 0. Here κ0 ∈ R and κ1 > 0 are the numbers given by

κ0 = ⟨v3sϕ(0) + γ2ρsw
(0),3⟩ = O(1),

κ1 =
γ2

ν

{
α0

∣∣(−∆′)−
1

2ρs
∣∣2
2
+O

(
1
γ2

)
+
(

ν
γ2 +

1
ν2

)
×O

(
ν+ν̃
γ2

)}
,

where −∆′ denotes the Laplace operator on L2(D) under the zero Dirichlet boundary

condition with domain

D(−∆′) = H2(D) ∩H1
0 (D).

Proof . For u ∈ L2(D)×H1
0 (D) we see from Theorem 4.4 and (4.5) that

|L(1)u|2 ≤ C
(
|L0u|2 + |u|2

)
, |L(2)u|2 ≤ C|u|2.

Therefore, since 0 is a simple eigenvalue of −L0, we see from the analytic perturba-
tion theory that there exists a positive constant r0 such that

σ(−Lξ) ∩ {λ : |λ| ≤ c0
2
} = {λ0(ξ)}

for all ξ with |ξ| ≤ r0. Here λ0(ξ) is a simple eigenvalue of −Lξ. Furthermore, λ0(ξ)
and the eigenprojection Π(ξ) for λ0(ξ) are expanded as

λ0(ξ) = λ(0) + ξλ(1) + ξ2λ(2) +O(|ξ|3),

Π(ξ) = Π(0) + ξΠ(1) +O(|ξ|2) (4.8)

with

λ(0) = 0,

λ(1) = −
⟨
L(1)u(0), u(0)∗

⟩
,

λ(2) = −
⟨
L(2)u(0), u(0)∗

⟩
+
⟨
L(1)SL(1)u(0), u(0)∗

⟩
,

Π(1) = −Π(0)L(1)S − SL(1)Π(0),

where

S =
{(

I − Π(0)
)
L0

(
I − Π(0)

)}−1

.

We first consider λ(1). Since

L(1)u(0) = i



v3sϕ

(0) + γ2ρsw
(0),3

− ν̃
ρs
∇′w(0),3

α0 + v3sw
(0),3


 ,
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we obtain

λ(1) = −
⟨
L(1)u(0), u(0)∗

⟩
= −

⟨
Q0L

(1)u(0)
⟩
= −i

⟨
v3sϕ

(0) + γ2ρsw
(0),3
⟩
= iO(1)

as γ2 → ∞.
We next consider λ(2). Since Q0L

(2)u(0) = 0, we have

⟨
L(2)u(0), u(0)∗

⟩
=
⟨
Q0L

(2)u(0)
⟩
= 0.

It then follows that

λ(2) =
⟨
L(1)SL(1)u(0), u(0)∗

⟩
=
⟨
Q0L

(1)SL(1)u(0)
⟩
.

We define ũ by
ũ = SL(1)u(0),

which satisfies




L0ũ =
(
I − Π(0)

)
L(1)u(0) = L(1)u(0) + λ(1)u(0),

w̃ |∂D= 0,

⟨ϕ̃⟩ = 0.

(4.9)

Note that ũ = T(ϕ̃, w̃) ∈ iR4 and λ(1) ∈ iR. We rewrite λ(2) as

λ(2) =
⟨
Q0L

(1)ũ
⟩
=
⟨
iv3s ϕ̃+ iγ2ρsw̃

3
⟩
,

where ũ = T(ϕ̃, w̃) = T(ϕ̃, w̃′, w̃3). To show the strict negativity of λ(2), we estimate
ũ. The problem (4.9) is written as





γ2∇′ · (ρsw̃′) = iξv3sϕ
(0) + iγ2ρsw

(0),3 + λ(1)ϕ(0),

− ν
ρs
∆′w̃′ − ν̃

ρs
∇′∇′ · w̃′ +∇′

(
P ′(ρs)
γ2ρs

ϕ̃
)
= −i ν̃

ρs
∇′w(0),3,

− ν
ρs
∆′w̃3 + ν∆′v3s

γ2ρ2s
ϕ̃+ w̃′ · ∇′v3s = iP

′(ρs)
γ2ρs

ϕ(0) + iv3sw
(0),3 + λ(1)w(0),3,

w̃ |∂D= 0,

⟨ϕ̃⟩ = 0,

i.e., ũ = T(ϕ̃, w̃) = T(ϕ̃, w̃′, w̃3) is a solution of





∇′ · w̃′ = F 0[w̃′],

−ν∆′w̃′ +∇′ϕ̃ = G′[ϕ̃, w̃′],

w̃′ |∂D= 0,

⟨ϕ̃⟩ = 0

(4.10)

and {
−ν∆′w̃3 = G3[ϕ̃, w̃′],

w̃3 |∂D= 0,
(4.11)
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where F 0[w̃′], G′[ϕ̃, w̃′] and G3[ϕ̃, w̃′] are defined as

F 0[w̃′] = 1
γ2

{
iv3sϕ

(0) + iγ2ρsw
(0),3 + λ(1)ϕ(0)

}
−∇′ ·

(
(1− ρs)w̃

′
)
,

G′[ϕ̃, w̃′] = −iν̃∇′w(0),3 + ν̃∇′F 0[w̃′] +∇′
(
(1− ρs)ϕ̃

)

+ (∇′ρs)ϕ̃+ ρs∇′
{(

1− P ′(ρs)
γ2ρs

)}
ϕ̃,

G3[ϕ̃, w̃′] = ρs

{
iP

′(ρs)
γ2ρs

ϕ(0) + iv3sw
(0),3 + λ(1)w(0),3

}
− ρs

{
ν∆′v3s
γ2ρ2s

ϕ̃+ w̃′ · ∇′v3s

}
.

As for the problem (4.10), since λ(1) = −i
⟨
v3sϕ

(0) + γ2ρsw
(0),3
⟩
, it holds that

⟨F 0[w̃′]⟩ = 0. Furthermore, we have

|F 0[w̃′]|2 ≤ C
{

1
γ2

(
|λ(1)||ϕ(0)|2 + |ϕ(0)|2 + γ2|w(0),3|2

)
+ ω|∇′w̃′|2

}

≤ Cω|∇′w̃′|2 +O
(

1
γ2

)
,

|G′[ϕ̃, w̃′]|H−1 ≤ C
{
ν̃|∇′w(0),3|H−1 + ν̃|∇′F 0[w̃′]|H−1 +

∣∣∇′
(
(1− ρs)ϕ̃

)∣∣
H−1

+ |∇′ρsϕ̃|H−1 +
∣∣ρs
((
1− P ′(ρs)

γ2ρs

)
ϕ̃
)∣∣

H−1

}

≤ Cω{|ϕ̃|2 + ν̃|∇′w̃′|2}+O
(

ν̃
γ2

)
.

Since (ϕ̃, w̃′) ∈ Ẋ ≡ {(p, v′) ∈ L2(D) × H1
0 (D) : ⟨p⟩ = 0} and it is a solution of

the Stokes system (4.10), we see from estimate for the Stokes system (see, e.g., [20])
that there holds the estimate

|ϕ̃|22 + ν2|∇′w̃′|22 ≤ ν2
{
Cω2|w̃′|22 +O

(
1
γ4

)}
+
{
Cω2

(
|ϕ̃|22 + ν̃2|∇′w̃′|22

)
+O

(
ν̃2

γ4

)}

≤ C1ω
2
{
|ϕ̃|22 + (ν + ν̃)2|∇′w̃′|22

}
+O

(
(ν+ν̃)2

γ4

)
.

Therefore, if ω is so small that ω2 < 1
2C1

min
{
1,
(

ν
ν+ν̃

)2}
, then

|ϕ̃|22 + ν2|∇′w̃′|22 = O
(

(ν+ν̃)2

γ4

)
. (4.12)

As for the problem (4.11), since

|G3[ϕ̃, w̃′]|2 ≤ C
{
|λ(1)||w(0),3|2 + 1

γ2 |ϕ(0)|2 + |w(0),3|2 + ν
γ2 |ϕ̃|2 + |w̃′|2

}

≤ C
{

ν
γ2 |ϕ̃|2 + |w̃′|2

}
+O

(
1
γ2

)
,

we have G3[ϕ̃, w̃′] ∈ L2(D). It then follows that

w̃3 = 1
ν
(−∆′)−1G3[ϕ̃, w̃′].

Since ϕ(0) = α0
γ2ρs
P ′(ρs)

(see Lemma 4.1 (ii)), we find that

⟨ρsw̃3⟩ = 1
ν

⟨
ρs(−∆′)−1G3[ϕ̃, w̃′]

⟩

= 1
ν

⟨
ρs(−∆′)−1(iα0ρs)

⟩

+ 1
ν

⟨
ρs(−∆′)−1

{
iρsv

3
sw

(0),3 + ρsλ
(1)w(0),3 − ν∆′v3s

γ2ρs
ϕ̃− ρsw̃

′ · ∇′v3s
}⟩

= iα0

ν

∣∣(−∆′)−
1

2ρs
∣∣2
2

+ 1
ν

⟨
ρs(−∆′)−1

{
iρsv

3
sw

(0),3 + ρsλ
(1)w(0),3 − ν∆′v3s

γ2ρs
ϕ̃− ρsw̃

′ · ∇′v3s
}⟩

.
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Furthermore, since ũ = T(ϕ̃, w̃′) ∈ iR4 and λ(1) ∈ iR, we see from (4.12) that

⟨
ρs(−∆′)−1

{
iρsv

3
sw

(0),3 + ρsλ
(1)w(0),3 − ν∆′v3s

γ2ρs
ϕ̃− ρsw̃

′ · ∇′v3s
}⟩

= iO
(

1
γ2

)
+ i
(

ν
γ2 +

1
ν2

)
×O

(
ν+ν̃
γ2

)
.

It then follows that

⟨ρsw̃3⟩ = iα0

ν

∣∣(−∆′)−
1

2ρs
∣∣2
2
+ i 1

ν

{
O
(

1
γ2

)
+
(

ν
γ2 +

1
ν2

)
×O

(
ν+ν̃
γ2

)}
.

By (4.12) we also have

⟨v3s ϕ̃⟩ = iO
(
ν+ν̃
γ2

)
.

We conclude that

λ(2) = ⟨iv3s ϕ̃+ iγ2ρsw̃
3⟩

= iγ2
[
iα0

ν

∣∣(−∆′)−
1

2ρs
∣∣2
2
+ i 1

ν

{
O
(

1
γ2

)
+
(

ν
γ2 +

1
ν2

)
×O

(
ν+ν̃
γ2

)}]
+ i · iO

(
ν+ν̃
γ2

)

= −γ2

ν

[
α0

∣∣(−∆′)−
1

2ρs
∣∣2
2
+
{
O
(

1
γ2

)
+
(

1
ν2

+ ν
γ2

)
×O

(
ν+ν̃
γ2

)}]

< 0

for sufficiently small 1
ν
and ν+ν̃

γ2 . We thus obtain the desired estimates. This com-
pletes the proof. □

We next establish some estimates related to Π(ξ) in Hk(D). We first consider

estimates for higher order derivatives of
(
λ+ L0

)−1
f .

Proposition 4.6. For any f = T(f 0, g) ∈ Hk(D) ×Hk−1(D). There exist positive

constants ν0, γ0, ω0 and c1 such that if ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0 , ω ≤ ω0 and λ ∈ Σ2 ≡ {λ ̸=
0 : |λ| ≤ c1}, then (λ+L0)

−1f ∈ Hk(D)×
(
Hk+1(D)∩H1

0 (D)
)
for k = 0, 1, · · · , k0.

Furthermore, the following estimate holds:

|(λ+ L0)
−1f |Hk×Hk+1 ≤ C

(
1 + 1

|λ|

)
|f |Hk×Hk−1 ,

where C is a positive constant independent of λ ∈ Σ2. The same assertions also

hold for −L∗
0.

Proof . For a given f = T(f 0, g) ∈ Hk(D)×Hk−1(D), we consider the problem

{
(λ+ L0)U = f,

W |∂D= 0
(4.13)

for U = T(Φ,W ). Here L0 is differential operator given by

L0U =




γ2∇′ · (ρsW ′)

− ν
ρs
∆′W ′ − ν̃

ρs
∇′∇′ ·W ′ +∇′

(P ′(ρs)
γ2ρs

Φ
)

− ν
ρs
∆′W 3 + ν∆′v3s

γ2ρ2s
Φ +W ′ · ∇′v3s
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for U = T(Φ,W ). To solve the problem (4.13), we decompose Φ and f 0 as

Φ = Φ1 + σ, f 0 = f 0
1 + ⟨f 0⟩,

where σ = ⟨Φ⟩, Φ1 = Φ− σ and f 0
1 = f 0 − ⟨f 0⟩. Note that

⟨Φ1⟩ = 0, ⟨f 0
1 ⟩ = 0.

Then (4.13) is equivalent to the problem

λσ = ⟨f 0⟩, (4.14)

λΦ1 + γ2∇′ · (ρsW ′) = f 0
1 , (4.15)

λW ′ − ν
ρs
∆′W ′ − ν̃

ρs
∇′∇′ ·W ′ +∇′

(
P ′(ρs)
γ2ρs

(σ + Φ1)
)
= g′, (4.16)

λW 3 − ν
ρs
∆′W 3 + ν∆′v3s

γ2ρ2s
(σ + Φ1)−W ′ · ∇′v3s = g3 (4.17)

with W |∂D= 0. If λ ̸= 0, then we find from (4.14) that

σ = 1
λ
⟨f 0⟩. (4.18)

Substituting σ = 1
λ
⟨f 0⟩ into (4.16) and (4.17), we obtain





λΦ1 + γ2∇′ · (ρsW ′) = f 0
1 ,

λW ′ − ν
ρs
∆′W ′ − ν̃

ρs
∇′∇′ ·W ′ +∇′

(P ′(ρs)
γ2ρs

Φ1

)
= g′ − 1

λ
⟨f 0⟩∇′

(P ′(ρs)
γ2ρs

)
,

λW 3 − ν
ρs
∆′W 3 + ν∆′v3s

γ2ρ2s
Φ1 −W ′ · ∇′v3s = g3 − 1

λ
⟨f 0⟩ν∆′v3s

γ2ρ2s

(4.19)

with W |∂D= 0. Let us write the problem (4.19) as





∇′ ·W ′ = F 0[Φ1,W
′ : f 0

1 ],

−ν∆′W ′ +∇′Φ1 = G′[Φ1,W
′ : f 0, g′],

W ′ |∂D= 0

(4.20)

and {
−ν∆′W 3 = G3[Φ1,W

′,W 3 : f 0, g3],

W 3 |∂D= 0.
(4.21)

Here
F 0[Φ1,W

′ : f 0
1 ] = − 1

γ2λΦ1 +∇′ ·
(
(1− ρs)W

′
)
+ 1

γ2f
0
1 ,

G′[Φ1,W
′ : f 0, g′] = −λρsW

′ + ν̃∇′F 0[Φ1,W
′ : f 0

1 ] +∇′
(
(1− ρs)Φ1

)
+∇′ρsΦ1

− 1
λ
⟨f 0⟩ρs∇′

(P ′(ρs)
γ2ρs

)
+ ρs∇′

((
1− P ′(ρs)

γ2ρs

)
Φ1

)
+ ρsg

′,

G3[Φ1,W
′,W 3 : f 0, g3] = −λρsW

3 − ν∆′v3s
γ2ρ2s

1
λ
⟨f 0⟩ − ν∆′v3s

γ2ρ2s
Φ1 − ρsW

′ · ∇′v3s + ρsg
3.

We now define a set Ẋk by

Ẋk =
{
(p, v′) ∈ Hk(D)×

(
Hk+1(D) ∩H1

0 (D)
)
: ⟨p⟩ = 0

}
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with norm
|(p, v′)|Ẋk

= |p|Hk + ν|v′|Hk+1 .

For a given
(
Φ̃1, W̃

′
)
∈ Ẋk, we consider the problem





∇′ ·W ′ = F 0[Φ̃1, W̃
′ : f 0

1 ],

−ν∆′W ′ +∇′Φ1 = G′[Φ̃1, W̃
′ : f 0, g′],

W ′ |∂D= 0.

(4.22)

It holds that

⟨
F 0[Φ̃1, W̃

′ : f 0
1 ]
⟩
= 0, F 0[Φ̃1, W̃

′ : f 0
1 ] ∈ Hk(D),

G′[Φ̃1, W̃
′ : f 0, g′] ∈ Hk−1(D).

In fact, we see that

⟨
F 0[Φ̃1, W̃

′ : f 0
1 ]
⟩
= − 1

γ2λ
⟨
Φ̃1

⟩
+
⟨
∇′ ·

(
(1− ρs)W̃

′
)⟩

+ 1
γ2 ⟨f 0

1 ⟩ = 0,

∣∣F 0[Φ̃1, W̃
′ : f 0

1 ]
∣∣
Hk ≤ C

{
1
γ2 |λ|

∣∣Φ̃1

∣∣
Hk + ω

∣∣W̃ ′
∣∣
Hk+1 +

1
γ2 |f 0

1 |Hk

}

and
∣∣G′[Φ̃1, W̃

′ : f 0, g′]
∣∣
Hk−1

≤ C
{
|λ|
∣∣W̃ ′

∣∣
Hk−1 + ν̃

∣∣F 0[Φ̃1, W̃
′ : f 0

1 ]
∣∣
Hk + ω

∣∣Φ̃1

∣∣
Hk +

1
|λ|
|⟨f 0⟩|+ |g′|Hk−1

}

≤ C
{(

ν̃
γ2 |λ|+ ω

)∣∣Φ̃1

∣∣
Hk + ν( 1

ν
|λ|+ ν̃

ν
ω)
∣∣W̃ ′

∣∣
Hk+1 +

(
ν̃
γ2 +

1
|λ|

)
|f 0|Hk + |g′|Hk−1

}

for a positive constant C independent of λ. From [20], we see that there is a unique
solution (Φ1,W

′) ∈ Ẋk of (4.22) and there holds the estimate

|Φ|Hk + ν|W ′|Hk+1

≤ C
{
ν
∣∣F 0[Φ̃1, W̃

′ : f 0
1 ]
∣∣
Hk +

∣∣G′[Φ̃1, W̃
′ : f 0, g′]

∣∣
Hk−1

}

≤ C
{(

ν+ν̃
γ2 |λ|+ ω

)∣∣Φ̃1

∣∣
Hk + ν( 1

ν
|λ|+ ν+ν̃

ν
ω)
∣∣W̃ ′

∣∣
Hk+1

+
(
ν+ν̃
γ2 + 1

|λ|

)
|f 0|Hk + |g′|Hk−1

}
(4.23)

for a positive constant C independent of λ. Let us define a map Γ1 : Ẋk → Ẋk such
that

Γ1

(
Φ̃1, W̃

′
)
= (Φ1,W

′),

where (Φ1,W
′) ∈ Ẋk is a solution of (4.22). From (4.23), for (Φ̃1,1, W̃

′
1), (Φ̃1,2, W̃

′
2) ∈

Ẋk, the estimate

∣∣Γ1(Φ̃1,1, W̃
′
1)− Γ1(Φ̃1,2, W̃

′
2)
∣∣
Hk×Hk+1

≤ C1

{(
ν+ν̃
γ2 + 1

ν

)
|λ|+

(
ν+ν̃
ν

+ 1
)
ω
}∣∣(Φ̃1,1 − Φ̃1,2, W̃

′
1 − W̃ ′

2

)∣∣
Ẋk

21



holds for a positive constant C1 independent of λ. If ω and |λ| are so small that
ω < 1

2C1

ν
ν+ν̃

and |λ| < 1
2C1

, then Γ1 : Ẋk → Ẋk is a contraction map. This implies

that there is a unique (Φ1,W
′) ∈ Ẋk such that Γ1(Φ1,W

′) = (Φ1,W
′), i.e., there is a

unique solution (Φ1,W
′) ∈ Ẋk of (4.20). Futhermore, from (4.23), (Φ1,W

′) satisfies
the estimate

|Φ1|Hk + |W ′|Hk+1 ≤ C
{(

1 + 1
|λ|

)
|f 0|Hk + |g′|Hk−1

}
, (4.24)

where C is a positive constant independent of λ.
As for (4.21), for a given W̃ 3 ∈ Hk+1(D) ∩H1

0 (D), we consider the problem
{
−ν∆′W 3 = G3[Φ1,W

′, W̃ 3 : f 0, g3],

W 3 |∂D= 0,
(4.25)

where (Φ1,W
′) ∈ Ẋk is a solution of (4.20). It holds that

G3[Φ1,W
′, W̃ 3 : f 0, g3] ∈ Hk−1(D).

In fact, we have

∣∣G3[Φ1,W
′, W̃ 3 : f 0, g3]

∣∣
Hk−1

≤ C
{
|λ|
∣∣W̃ 3

∣∣
Hk−1 +

∣∣Φ1

∣∣
Hk−1 +

∣∣W ′
∣∣
Hk−1 + |g3|Hk−1 + 1

|λ|
|⟨f 0⟩|

}

≤ C2

{
|λ|
∣∣W̃ 3

∣∣
Hk−1 +

(
1 + 1

|λ|

)
|f 0|Hk + |g|Hk−1

}
(4.26)

for a positive constant C2 independent of λ. If |λ| is sufficiently small satisfying
|λ| < min

{
1

2C1
, 1

C2

}
, then there is a unique solution W 3 ∈ Hk+1(D) ∩ H1

0 (D) of

(4.21). Furthermore, from (4.26), W 3 satisfies the estimate

|W 3|Hk+1 ≤ C
{(

1 + 1
|λ|

)
|f 0|Hk + |g|Hk−1

}
, (4.27)

where C is a positive constant independent of λ.
Now we set

Σ2 ≡
{
λ ̸= 0 : |λ| < min

{
1

2C1
, 1

C2

}}
.

Since Φ = σ + Φ1, we see that if ω < 1
2C1

ν
ν+ν̃

and λ ∈ Σ2, then there is a unique

solution (Φ,W ) ∈ Hk(D) ×
(
Hk+1(D) ∩ H1

0 (D)
)
of (4.13). Moreover, from (4.18),

(4.24) and (4.27), Φ and W satisfies the estimate

|Φ|Hk + |W |Hk+1 ≤ |σ|+ |Φ1|Hk + |W ′|Hk+1 + |W 3|Hk+1

≤ C
{(

1 + 1
|λ|

)
|f 0|Hk + |g|Hk−1

}

for a positive constant C independent of λ ∈ Σ2.
Since D(L0) ⊃ Hk(D)×

(
Hk+1(D)∩H1

0 (D)
)
, we can replace L0 with L0; and we

find that if ω < 1
2C1

ν
ν+ν̃

and λ ∈ Σ2, then (λ+L0)
−1f ∈ Hk(D)×

(
Hk+1(D)∩H1

0 (D)
)
.

Furthermore, (λ+ L0)
−1f satisfies the estimate

|(λ+ L0)
−1f |Hk×Hk+1 ≤ C

{(
1 + 1

|λ|

)
|f 0|Hk + |g|Hk−1

}
,
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where C is a positive constant independent of λ ∈ Σ2. We thus obtain the desired
estimates. The assertions for L∗

0 can be proved in a similar manner. This completes
the proof. □

We finally obtain the following estimates for the eigenfunctions uξ and u∗
ξ asso-

ciated with λ0(ξ) and λ0(ξ), respectively, which yields the boundedness of Π(ξ) on
Hk(D).

Theorem 4.7. There exist positive constants ν0, γ0 and ω0 such that if ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0 and ω ≤ ω0, then there exists a positive constant r0 such that for any ξ ∈ R

with |ξ| ≤ r0 the following assertions hold. There exist uξ and u∗
ξ eigenfunctions

associated with λ0(ξ) and λ0(ξ), respectively, that satisfy

⟨uξ, u
∗
ξ⟩ = 1,

and the eigenprojection Π(ξ) for λ0(ξ) is given by

Π(ξ)u = ⟨u, u∗
ξ⟩uξ.

Furthermore, uξ and u∗
ξ are written in the form

uξ(x
′) = u(0)(x′) + iξu(1)(x′) + |ξ|2u(2)(x′, ξ),

u∗
ξ(x

′) = u∗(0)(x′) + iξu∗(1)(x′) + |ξ|2u∗(2)(x′, ξ),

and the following estimates hold

|u|Hk+2 ≤ Ck,r0

for u ∈ {uξ, u
∗
ξ , u

(1), u∗(1), u(2), u∗(2)} and k = 0, 1, · · · , k0: and a positive constant

Ck,r0 depending on k and r0.

We can prove Theorem 4.7 by using Proposition 4.6, similarly to the proof of [9,
Lemma 4.3]. We thus omit the proof.

5 Spectral properties of e−tLP0

In this section we give a a factorization of e−tLP0 and prove Theorem 3.1 (i).
We denote the characteristic function of a set {ξ ∈ R : |ξ| ≤ r0} by 1{|ξ|≤r0},

i.e.,

1{|η|≤r0}(ξ) =

{
1, |ξ| ≤ r0,

0, |ξ| > r0.

We define the projection P0 by

P0 = F−11{|ξ|≤r0}Π(ξ)F .
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P0 is a bounded projection on L2(Ω) satisfying

P0L ⊂ LP0, P0e
−tL = e−tLP0.

As in [2, 4], to investigate e−tLP0, we introduce operators related to uξ and u∗
ξ .

We define the operators T : L2(R) → L2(Ω), P : L2(Ω) → L2(R) and Λ : L2(R) →
L2(R) by

T σ = F−1[Tξσ], Tξσ = 1{|ξ|≤r0}uξσ;

Pu = F−1[Pξu], Pξu = 1{|ξ|≤r0}⟨u, u∗
ξ⟩;

Λσ = F−1[1{|ξ|≤r0}λ0(ξ)σ]

for u ∈ L2(Ω) and σ ∈ L2(R). It then follows that

P0 = T P , e−tLP0 = T etΛP .

We investigate boundedness properties of T , P and etΛ.
As for T , we have the following

Proposition 5.1. The operator T has the following properties:

(i) ∂l
x3
T = T ∂l

x3
for l = 0, 1, · · · .

(ii) ∥∂k
x′∂l

x3
T σ∥2 ≤ C∥σ∥L2(R) for k = 0, 1, · · · k0, l = 0, 1, · · · and σ ∈ L2(R).

(iii) T is decomposed as

T = T (0) + ∂x3
T (1) + ∂2

x3
T (2).

Here T (j)σ = F−1[T (j)σ] (j = 0, 1, 2) with

T (0)σ = 1{|ξ|≤r0}σu
(0),

T (1)σ = 1{|ξ|≤r0}σu
(1)(·),

T (2)σ = −1{|ξ|≤r0}σu
(2)(·, ξ),

where u(j) (j = 0, 1, 2) are the functions given in Theorem 4.7. The assertions (i)
and (ii) hold with T replaced by T (j) (j = 0, 1, 2).

Proof . It is clear that (i) is true. As for (ii), we can prove the estimates by using
the properties of uξ in Theorem 4.7 and the Sobolev inequality. From the expansion
of uξ given in Theorem 4.7, we can expand T as in (iii). □

As for P , we have the following properties.

Proposition 5.2. The operator P has the following properties:

(i) ∂l
x3
P = P∂l

x3
for l = 0, 1, · · · .

(ii) ∥∂l
x3
Pu∥L2(R) ≤ C∥u∥2 for k = 0, 1, · · · k0, l = 0, 1, · · · and u ∈ L2(Ω).

Furthermore, ∥Pu∥L2(R) ≤ C∥u∥1 for u ∈ L1(Ω).
(iii) P is decomposed as

P = P (0) + ∂x3
P (1) + ∂2

x3
P (2).
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Here P (j)u = F−1[P (j)u] (j = 0, 1, 2) with

P (0)u = 1{|ξ|≤r0}⟨u, u∗(0)⟩ = 1{|ξ|≤r0}⟨Q0u⟩,
P (1)u = 1{|ξ|≤r0}⟨u, u∗(1)⟩,
P (2)u = −1{|ξ|≤r0}⟨u, u∗(2)(ξ)⟩,

where u(j)∗ (j = 0, 1, 2) are the functions given in Theorem 4.7. The assertions (i)
and (ii) hold with P replaced by P (j) (j = 0, 1, 2).

Proof . It is clear that (i) holds true. As for (ii), we can prove the estimates by
using the properties of u∗

ξ in Theorem 4.7 and the Sovolev inequality. From the
expansion of u∗

ξ given in Theorem 4.7, we can expand P as in (iii). □

As for Λ, we have the following decay estimates for etΛ.

Proposition 5.3. The operator etΛ satisfies the following decay estimates.

(i) ∥∂l
x3
etΛPu∥L2(R) ≤ C(1 + t)−

1

4
− l

2∥u∥1,
(ii) ∥∂l

x3
etΛP (j)u∥L2(R) ≤ C(1 + t)−

1

4
− l

2∥u∥1, j = 0, 1, 2,

(iii) ∥∂l
x3
(T − T (0))etΛPu∥2 ≤ C(1 + t)−

3

4
− l

2∥u∥1,
for u ∈ L1(Ω) and l = 0, 1, 2 · · · .
Proof . Since λ0(ξ) = −iκ0ξ − κ1ξ

2 +O(|ξ|3), we see from Theorem 4.7 that

∥∂l
x3
etΛP (j)u∥L2(R) ≤ C

∫

R

1{|ξ|≤r0}|ξ|2le−t(iκ0ξ+κ1ξ2)|⟨u(ξ), u∗(j)⟩|2dξ

≤ C

∫

R

1{|ξ|≤r0}|ξ|2le−t(iκ0ξ+κ1ξ2)|u(ξ)|21dξ

≤ C

{
∥u∥21,
t−

1

2
−l∥u∥21.

(5.1)

This implies (i) and (ii). As for (iii), since T − T (0) = ∂x3
T (1) + ∂2

x3
T (2), we obtain

the desired estimate from (i) and Proposition 5.1. □

The estimate (3.4) in Theorem 3.1 follows from Propositions 5.1 and 5.3.
We next investigate the asymptotic behavior of e−tL. Recall that H(t) is defined

by
H(t)σ = F−1[e−(iκ0ξ+κ1ξ2)tσ]

for σ ∈ L2(R), where κ0 ∈ R and κ1 > 0 are given in Theorem 4.5. We first
introduce the well-known decay estimate for H(t).

Proposition 5.4. There holds the estimate

∥∂l
x3

(
H(t)σ

)
∥L2(R) ≤ Ct−

1

4
− l

2∥σ∥L1(R) (l = 0, 1, · · · )

for σ ∈ L1(R).

We next consider the asymptotic behavior of etΛ. The asymptotic leading part
of etΛP is given by H(t). In fact, we have the following
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Proposition 5.5. For u ∈ L2(Ω), we set σ = ⟨Q0u⟩. If u ∈ L1(Ω), then there holds

the estimate

∥∂l
x3

(
etΛPu−H(t)σ

)
∥L2(R) ≤ Ct−

3

4
− l

2∥u∥1 (l = 0, 1, · · · ).

Proof . By Proposition 5.2 we have

etΛP = etΛP (0) + ∂x3
etΛP (1) + ∂2

x3
etΛP (2).

Set σ = ⟨Q0u⟩. Since etΛP (0)u = F−1[1{|ξ|≤r0}e
λ0(ξ)tσ], we see that

F [etΛP (0)u−H(t)σ] = (1{|ξ|≤r0} − 1)e−(iκ0ξ+κ1ξ2)tσ + 1{|ξ|≤r0}

(
eλ0(ξ)t − e−(iκ0ξ+κ1ξ2)t

)
σ.

By using the relation
λ0(ξ) + (iκ0ξ + κ1ξ

2) = O(|ξ|3)
we obtain

eλ0(ξ)t − e−(iκ0ξ+κ1ξ2)t = e−(iκ0ξ+κ1ξ2)t
(
e(λ0(ξ)+iκ0ξ+κ1ξ2)t − 1

)

= e−(iκ0ξ+κ1ξ2)tO(|ξ|3)t.

It then follows that
∫

|ξ|≤r0

|ξ|2l
∣∣(eλ0(ξ)t − e−(iκ0ξ+κ1ξ2)t

)
σ
∣∣2dξ ≤ C

∫

|ξ|≤r0

|ξ|2(l+3)t2e−2κ1ξ2tdξ∥σ∥2L1(R)

≤ C

∫

|ξ|≤r0

(|ξ|2t)2e−κ1ξ2t|ξ|2(l+1)e−κ1ξ2tdξ ∥σ∥2L1(R)

≤ C

∫

|ξ|≤r0

|ξ|2(l+1)e−κ1ξ2tdξ ∥σ∥2L1(R)

≤ Ct−
3

2
−l∥σ∥2L1(R).

On the other hand, we also have

∫

|ξ|≤r0

|ξ|2l
∣∣(eλ0(ξ)t − e−(iκ0ξ+κ1ξ2)t

)
σ
∣∣2dξ ≤ C∥σ∥2L1(R).

We thus obtain
∫

|ξ|≤r0

|ξ|2l
∣∣(eλ0(ξ)t − e−(iκ0ξ+κ1ξ2)t

)
σ
∣∣2dξ ≤ C(1 + t)−

3

2
−l∥σ∥2L1(R).

Similarly, we have

∥(1{|ξ|≤r0} − 1)e−(iκ0ξ+κ1ξ2)tσ∥22 ≤ Ct−
1

2
−le−κ1r20t∥σ∥2L1(R).

We thus see that

∥etΛP (0)u−H(t)σ∥L2(R) ≤ Ct−
3

4
− l

2∥u0∥1.
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This estimate and Proposition 5.3 (ii) give the desired estimate. This completes the
proof. □

We are now in a position to prove estimate (3.5) in Theorem 3.1 (i). In fact, we
have

e−tLP0u− [H(t)σ]u(0) = (T − T (0))etΛPu+
[
etΛPu−H(t)σ

]
u(0).

This, together with Proposition 5.3 (iii) and Proposition 5.5, yields the desired
estimate (3.5).

We finally state the estimates for the projection P0 .

Theorem 5.6. The projection P0 has the following properties:

(i) ∂l
x3
P0 = P0∂

l
x3

for l = 0, 1, · · · .
(ii) ∥∂k

x′∂l
x3
P0u∥2 ≤ Ck∥u∥1 for k = 0, 1, · · · k0, l = 0, 1, · · · and u ∈ L1(Ω).

(iii) P0 is decomposed as

P0 = P
(0)
0 + ∂x3

P
(1)
0 + ∂2

x3
P

(2)
0 ,

where P
(j)
0 u = F−1[P

(j)
0 u] (j = 0, 1, 2) with

P
(0)
0 = T (0)P (0) = 1{|ξ|≤r0}Π

(0), (5.2)

P
(1)
0 = T (0)P (1) + T (1)P (0) = −i1{|ξ|≤r0}Π

(1), (5.3)

P
(2)
0 = T (0)P (2) + T (1)

{
P (1) + ∂x3

P (2)
}
+ T (2)

{
P (0) + ∂x3

P (1) + ∂2
x3
P (2)

}
. (5.4)

Furthermore, P
(j)
0 (j = 0, 1, 2) satisfy assertions (i) and (ii) by replacing P0 with

P
(j)
0 .

Proof . It is clear that (i) is true. Estimates in (ii) are given by Propositions 5.1,

5.2. As for (iii), it is easy to see that ∂l
x3
P

(j)
0 = P

(j)
0 ∂l

x3
. The estimates

∥∂k
x′∂l

x3
P

(j)
0 u∥2 ≤ Ck∥u∥1

can also be obtained by Propositions 5.1, 5.2. The relations (5.3) and (5.4) can be
verified by equating the coefficients of each power of ξ in the expansions of Π(ξ) in
(4.8) and ⟨u, u∗

ξ⟩uξ. This completes the proof. □

6 Decay estimate for e−tL(I − P0)

In this section we prove Theorem 3.1 (ii). We set

P∞ = I − P0.

To prove Theorem 3.1 (ii), we first introduce the decay estimate of e−tLP∞u0 for
u0 ∈ H1(Ω)×H1

0 (Ω).
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Proposition 6.1. There exist constants ν0, γ0 and ω0 such that if ν ≥ ν0,
γ2

ν+ν̃
≥ γ2

0

and ω ≤ ω0, then e−tLP∞u0 have the following properties. If u0 ∈ H1(Ω)×H1
0 (Ω),

then there exists a constant d > 0 such that e−tLP∞u0 satisfies

∥e−tLP∞u0∥H1 ≤ Ce−dt∥u0∥H1 (6.1)

for t ≥ 0.

Proof . P∞ is written as
P∞ = P∞,0 + P̃∞,

where
P∞,0u = F−1[P∞,0u], P∞,0u = 1{|ξ|≤r0}(I − P0)u,

P̃∞u = F−1[P̃∞u], P̃∞u = (1− 1{|ξ|≤r0})u.

The estimate ∥e−tLP̃∞u0∥H1 ≤ Ce−dt∥u0∥H1 was proved in [1, Theorem 3.3]. As for
P∞,0 part, since ρ(−Lξ |(I−Π0(ξ))L2) ⊂ {λ ∈ C : Reλ ≥ − c0

2
} by Theorem 4.4, we

have
|e−tLξP∞,0u0|2 ≤ Ce−

c0
4
t|u0|2. (6.2)

We now apply the argument of the proof of [1, Proposition 4.20] to u(t) = e−tLP∞,0u0.

Due to (6.2), one can replace e−
d2
2
|ξ|2t|u0|22 in the inequality (4.72) of [1] by e−

c0
2
t|u0|22

to obtain E
(0)
4,1 [u](t) ≤ Ce−2d̃1t|u0|2H1 for a positive constant d̃1. Integrating this over

|ξ| ≤ r0 and using the Plancherel Theorem, we have

∥e−tLP∞,0u0∥H1 ≤ Ce−d̃t∥u0∥H1

for a positive constant d̃. Combining the estimates for e−tLP̃∞u0 and e−tLP∞,0u0 we
obtain the desired estimate. This completes the proof. □

We next consider the estimate for e−tLu for 0 < t ≤ 1.

Proposition 6.2. Let T > 0. If u0 ∈ H1(Ω)×H̃1(Ω), then e−tLu0 satisfies e
−tLu0 ∈

H1(Ω)×H1
0 (Ω) for t > 0 and

∥e−tLu0∥H1 ≤ CT

{
∥u0∥H1×H̃1 + t−

1

2∥w0∥2
}

(6.3)

for 0 < t ≤ T .

Let u0 ∈ H1(Ω) × H̃1(Ω). Applying Proposition 6.2 with t = 1, we have u1 =
e−tLu0|t=1 ∈ H1(Ω)×H1

0 (Ω) and

∥u1∥H1 ≤ C∥u0∥H1×H̃1 .

This, together with Proposition 6.1 and Proposition 6.2, implies Theorem 3.1 (ii).
It remains to prove Proposition 6.2.
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Lemma 6.3. Let T > 0. There hold the following estimates for 0 ≤ t ≤ T :
(i) for ℓ = 0, 1,

∥∂l
x3
u(t)∥22 + c

∫ t

0

∥∇∂l
x3
w∥22 + ∥div ∂l

x3
w∥22dτ ≤ CT∥∂l

x3
u0∥22,

(ii)

∥χ0∂x′u(t)∥22 + c

∫ t

0

∥χ0∇∂x′w(τ)∥22 +
∥∥χ0div ∂x′w

∥∥2
2
dτ

≤ CT

{
∥u0∥22 + ∥∂x3

u0∥22 + ∥χ0∂x′u0∥22 +
∫ t

0

∥∂x′ϕ(τ)∥22dτ
}
,

(iii) for 1 ≤ m ≤ N ,

∥χm∂u(t)∥22 + c

∫ t

0

∥χm∇∂w∥22 +
∥∥χmdiv ∂w

∥∥2
2
dτ

≤ CT

{
∥u0∥22 + ∥∂x3

u0∥22 + ∥χm∂u0∥22 +
∫ t

0

∥∂x′ϕ∥22dτ
}
.

Lemma 6.3 can be proved by the energy method as those in the proof of [1,
Propositions 4.7, 4.15, 4.17]. Note that here are no restrictions on ν, ν̃ and γ but
CT depends on T .

We next consider the L2 estimate of the normal derivative for ϕ.

Lemma 6.4. Let T > 0. For 1 ≤ m ≤ N , there holds the estimate for 0 ≤ t ≤ T :

∥χm∂nϕ(t)∥22

≤ CT

{
∥u0∥22 + ∥∂x3

u0∥22 + ∥χm∂u0∥22 + ∥χm∂nϕ0∥22 +
∫ t

0

∥∂x′ϕ∥22dτ
}
.

Proof . Let us transform a scalar field p(x′) on D ∩ Om as

p̃(y′) = p(x′)
(
y′ = Ψm(x′), x′ ∈ D ∩ Om

)
,

where Ψm(x′) is a function given in Section 2. Similarly we transform a vector field

h(x′) = T
(
h1(x′), h2(x′), h3(x′)

)
into h̃(y′) = T

(
h̃1(y′), h̃2(y′), h̃3(y′)

)
as

h(x′) = E(y′)h̃(y′)

where E(y′) =
(
e1(y

′), e2(y
′), e3

)
with e1(y

′), e2(y
′) and e3 given in Section 2. From

the proof of [1, Proposition 4.16], we have

∂τ∂y1ϕ̃+
(
a+ b∂y3

)
∂y1ϕ̃ = ρ̃sI −

γ2ρ̃2s
ν + ν̃

∂τ w̃
1, (6.4)

where

a(y′) =
ρ̃sP̃

′(ρ̃s)

ν + ν̃
, b(y′) = ṽ3s(y

′),
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I =− γ2

ν+ν̃

{
ν
(
rotyrotyw̃

)1
+ ρ̃s∂y1

(
P̃ ′(ρ̃s)
γ2ρ̃s

)
ϕ̃+ ν

γ2 ρ̃s
(
∆y′ ṽs

)1
ϕ̃+ ρ̃sṽs

3∂y3w̃
1
}

−
{

1
ρ̃s
∂y1 ṽs

3∂y3ϕ̃+ γ2 1
ρ̃s
∂y1
(
divy(ρ̃sw̃)

)
− γ2∂y1divyw̃

}
.

Here
(
rotyw̃

)1
denotes the e1(y

′) component of rotyw̃, and so on. We note that(
rotyrotyw̃

)1
does not contain ∂2

y1
. See the proof of [1, Proposition 4.16]. We also

note that there is a positive constant a0 such that

a(y′) ≥ a0 > 0

for any y′ ∈ Ψm(D).
We denote by e−t(a+b∂y3 ) the semigroup generated by −(a+ b∂y3), i.e,

e−t(a+b∂y3 )ϕ̃0 = F−1[e−(a(y′)+iξb(y′))t ̂̃ϕ0].

Then it is easy to see that

∥χ̃me
−t(a+b∂y3 )ϕ̃0∥2 ≤ e−a0t∥χ̃mϕ̃0∥2.

In terms of e−t(a+b∂y3 ), ∂y1ϕ̃ is written as

∂y1ϕ̃(t) = e−t(a+b∂y3 )∂y1ϕ̃0 +

∫ t

0

e−(t−τ)(a+b∂y3 )ρ̃sĨ(τ)dτ

− γ2ρ̃2s
ν + ν̃

∫ t

0

e−(t−τ)(a+b∂y3 )∂τ w̃
1dτ

≡ J1 + J2 + J3.

As for J1 and J2, we have

∥χ̃mJ1∥2 ≤ e−a0t∥χ̃m∂y1ϕ̃0∥2,

∥χ̃mJ2∥2 ≤ C

∫ t

0

e−a0(t−τ)∥χ̃mĨ(τ)∥2dτ.

As for J3, integrating by parts, we have

J3 =
γ2ρ̃2s
ν + ν̃

[
e−t(a+b∂y3 )w̃1

0 − w̃1(t) + (a+ b∂y3)

∫ t

0

e−(t−τ)(a+b∂y3 )w̃1(τ)dτ
]
.

We thus obtain

∥χ̃mJ3∥2 ≤ C
{
e−a0t∥χ̃mw̃

1
0∥2 + ∥χ̃mw̃

1(t)∥2 +
∫ t

0

e−a0(t−τ)∥χ̃m∂y3w̃
1(τ)∥2dτ

}
.

Furthermore, we have

∥χ̃mI(τ)∥2 ≤ C
{
∥χ̃mϕ̃(τ)∥2 + ∥χ̃m∂y3ϕ̃(τ)∥2 + ∥χ̃mw̃(τ)∥2
+ ∥χ̃m∇yw̃(τ)∥2 + ∥χ̃m∇y∂y2w̃(τ)∥2 + ∥χ̃m∇y∂y3w̃(τ)∥2

}
.
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It then follows that

∥χ̃m∂y1ϕ̃(t)∥2 ≤ C
[
e−a0t

(
∥χ̃m∂y1ϕ̃0∥2 + ∥χ̃mw̃

1
0∥2
)
+ ∥χ̃mw̃

1(t)∥2

+

∫ t

0

e−a0(t−τ)
{
∥χ̃mϕ̃(τ)∥2 + ∥χ̃m∂y3ϕ̃(τ)∥2 + ∥χ̃mw̃(τ)∥2

+ ∥χ̃m∇yw̃(τ)∥2 + ∥χ̃m∇y∂y2w̃(τ)∥2 + ∥χ̃m∇y∂y3w̃(τ)∥2
}
dτ
]
.

Inverting to the original coordinates x′ and noting that ∂y1 = ∂n, ∂y2 = ∂, we see
that

∥χm∂nϕ(t)∥2 ≤ C
{
e−a0t

(
∥χm∂nϕ0∥2 + ∥χmw

1
0∥2
)
+ ∥χmw

1(t)∥2

+

∫ t

0

∥χmϕ(τ)∥2 + ∥χm∂x3
ϕ(τ)∥2 + ∥χmw(τ)∥2

+ ∥χm∇w(τ)∥2 + ∥χm∇∂w(τ)∥2 + ∥χm∇∂x3
w(τ)∥2dτ

}
.

This, together with Lemma 6.3, yields the desired estimate. This completes the
proof. □

By Lemma 6.3 and Lemma 6.4, we have the following estimate.

Lemma 6.5. Let T > 0. There exists a positive constant c such that the estimate

∥u(t)∥2
H1×H̃1

+ c

∫ t

0

∥∇w(τ)∥22 + ∥divw(τ)∥22 + ∥∇∂x3
w(τ)∥22 + ∥div∂x3

w(τ)∥22

+ ∥χ0∇∂x′w(τ)∥22 + ∥χ0div∂x′w(τ)∥22 +
N∑

m=1

{
∥χm∇∂w(τ)∥22 + ∥χmdiv∂w(τ)∥22

}
dτ

≤ CT∥u0∥2H1×H̃1

holds for 0 ≤ t ≤ T .

We finally consider the L2 estimate for ∂x′w.

Lemma 6.6. Let T > 0. There holds the estimate

∥∂x′w(t)∥2 ≤ CT{∥u0∥H1×H̃1 + t−
1
2∥w0∥2}

for 0 < t ≤ T .

Proof . We see that w satisfies the equation

∂tw + Aw +Bu = 0,

where A is the 3× 3 operator defined by

A = − ν
ρs
∆− ν+ν̃

ρs
∇div,
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B is the 3× 4 operator defined by

B =




∇′
(
P (ρs)
γ2ρs

·
)

v3s∂x3
I2 0

∂x3

(P ′(ρs)
γ2ρs

·
)
+ ν∆′v3s

γ2ρ2s

T(∇′v3s) v3s∂x3
.




We write w(t) as

w(t) = e−tAw0 +

∫ t

0

e−(t−τ)ABu(τ)dτ.

Then

∇′w(t) = ∇′e−tAw0 +

∫ t

0

∇′e−(t−τ)ABu(τ)dτ. (6.5)

Since A is strongly elliptic, we have
∥∥∇′e−tAw0

∥∥
2
≤ Ct−

1

2∥w0∥2
for 0 < t ≤ T . Furthermore, we see from Lemma 6.3 and Lemma 6.5 that

∥∥∥
∫ t

0

∇′e−(t−τ)ABu(τ)dτ
∥∥∥
2
≤ C

∫ t

0

(t− τ)−
1

2∥Bu(τ)∥2dτ

≤ C

∫ t

0

(t− τ)−
1

2∥u(τ)∥H1×H̃1dτ

≤ C∥u0∥H1×H̃1

∫ t

0

(t− τ)−
1

2dτ

≤ CT
1

2∥u0∥H1×H̃1

(6.6)

for 0 < t ≤ T . It then follows from (6.5) and (6.6) that

∥∂x′w(t)∥2 ≤ CT

{
∥u0∥H1×H̃1 + t−

1
2∥w0∥2

}
(6.7)

for 0 < t ≤ T . This completes the proof. □

Proof of Proposition 6.2. Let u(t) = e−tLu0. It is not difficult to see that if
u0 ∈ H1(Ω)×H1

0 (Ω), then u(t) satisfies

u ∈ C
(
[0, T ];H1(Ω)×H1

0 (Ω)
)
, Q̃u ∈ L2

(
0, T ;H2(Ω)

)
. (6.8)

Using Lemma 6.5 and Lemma 6.6, we obtain the estimate

∥u(t)∥2H1 + c

∫ t

0

D1[w](τ)dτ ≤ CT{∥u0∥2H1×H̃1
+ t−1∥w0∥22}

for 0 < t ≤ T . Here

D1[w] =
(
∥∇w∥22 + ∥divw∥22

)
+
(
∥∇∂x3

w∥22 + ∥div∂x3
w∥22

)

+
(
∥χ0∇∂x′w∥22 + ∥χ0div∂x′w∥22

)
+

N∑

m=1

(
∥χm∇∂w∥22 + ∥χmdiv∂w∥22

)
.
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We thus obtain estimate (6.3) if u0 ∈ H1(Ω) × H1
0 (Ω). Since H1

0 (Ω) is dense in

H̃1(Ω), one can see from Lemma 6.5, (6.3) and (6.8) that if u0 ∈ H1(Ω) × H̃1(Ω),
then u(t) satisfies

u ∈ C
(
[0, T ];H1(Ω)× H̃1(Ω)

)
∩ C

(
(0, T ];H1(Ω)×H1

0 (Ω)
)

and estimate (6.3). This completes the proof. □
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with application to a noise normality test

MI2010-22 Toshimitsu TAKAESU
A Generalized Scaling Limit and its Application to the Semi-Relativistic Particles
System Coupled to a Bose Field with Removing Ultraviolet Cutoffs

MI2010-23 Takahiro ITO, Mitsuhiko FUJIO, Shuichi INOKUCHI & Yoshihiro MIZOGUCHI
Composition, union and division of cellular automata on groups

MI2010-24 Toshimitsu TAKAESU
A Hardy’s Uncertainty Principle Lemma inWeak Commutation Relations of Heisenberg-
Lie Algebra



MI2010-25 Toshimitsu TAKAESU
On the Essential Self-Adjointness of Anti-Commutative Operators

MI2010-26 Reiichiro KAWAI & Hiroki MASUDA
On the local asymptotic behavior of the likelihood function for Meixner Lévy pro-
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