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Spectrum-Occupancy Aware Cooperative Spectrum
Sensing Using Adaptive Detection

M. Al-Jarrah, Member, IEEE, A. Al-Dweik, Senior Member, IEEE, S. Ikki, Senior Member, IEEE and E. Alsusa,
Senior Member, IEEE

Abstract—In this paper, an efficient adaptive detection scheme
is proposed for cognitive radio networks where multiple sec-
ondary users (SUs) cooperate to identify idle spectrum bands.
Each SU generates a binary local decision which is then transmit-
ted either directly or via the assistance of intermediate relays to
a cognitive radio base-station (CRBS), where the global decision
is made. The fusion process at the CRBS is performed using
the local binary decisions made by the individual SUs. The
local binary decisions at the relays and CRBS are regenerated
based on dynamic thresholds, which are chosen to minimize the
probability of spectrum sensing error (PSSE) by considering
the imbalanced nature of the spectrum occupancy, as well as
the reliability of the decisions made by the SUs. The PSSE
performance is derived where a closed-form analytical expression
is obtained. The analytical results corroborated by Monte Carlo
simulation show that using adaptive detection can reduce the
PSSE significantly as compared to the conventional detection
approach.

Index Terms—Decision fusion, relays, distributed spectrum
sensing, cognitive radio network, decode-and-forward, cooper-
ative communications.

I. INTRODUCTION

Increasing the spectral efficiency of wireless networks is
currently one of the most predominantly pressing requirements
for the next generation of wireless communications systems.
Although massive research efforts have been devoted to de-
velop spectrally-efficient communication systems, the total
bandwidth requirements per user are drastically increasing [1].
Such increase is due to the proliferation of spectrum-hungry
high data rate applications, such as video communications and
online gaming [2]. As such, the data traffic per smartphone
per month in North America has increased from 3.6 GB in
2015 to 5.1 GB in 2016, and it is expected to exceed 25
GB in 2022, an increase of about 5-fold [3]. The demand for
spectrally-efficient systems is consequently expected to sustain
its momentum.

Cognitive radio networks (CRNs) have been recently pro-
posed as an effective solution to alleviate the spectrum scarcity
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in the upcoming fifth generation (5G) wireless networks. In
overlay CRN, secondary users (SUs) sense the spectrum to
identify unoccupied frequency bands, and hence utilize the
idle bands to transmit their data [4]. Thus, spectrum sensing
is vital to identify the idle bands with high level of accuracy
to minimize interference with the licensed users, denoted as
primary users (PUs). Towards this goal, several algorithms
were developed with the aim of increasing the reliability of the
spectrum sensing process [5]-[8]. However in CRNs, multiple
SUs might be simultaneously sensing the spectrum and may
cooperate to produce more reliable decisions as compared to
decisions generated by each SU individually [9]-[12].

The problem of fusing several local decisions into one
global decision has received considerable attention in the
literature. For example, the authors in [13] considered the
fusion problem where the distributed decisions are transmitted
over fading channels and derived the optimal and several sub-
optimal fusion rules, namely, the Chair-Varshney, equal gain
combining (EGC), and maximum ratio combining (MRC). The
suboptimal rules provide a less computationally demanding so-
lution, but degrades the global decision reliability. Therefore,
the authors in [14] purposed an efficient suboptimal fusion
rule, denoted as the Max-log, that provides more reliable
fusion with less complexity than the optimal. A comprehensive
comparison between decode-and-fuse and decode-then-fuse
fusion rules is reported in [15] entailing the numerical stability,
required variables for fusion, complexity and implementation
feasibility. The impact of imperfect channel side information
(CSI) on the fusion process is studied in [16]. The perfor-
mance of fusion systems which apply cooperative orthogonal
frequency division multiplexing (OFDM) is studied in [17].
The cooperative differential space time coding is proposed
in [18] for sensor networks to mitigate the effect of fading
channels. In [19] and [20], the effect of applying decode-
and-forward relays is considered and the corresponding fusion
rules are derived.

In CRNs, the system performance is highly dependent on
the reliability of the individual spectrum detectors. As such,
numerous types of spectrum sensing algorithms have been
considered such as energy detectors (EDs), compressive sens-
ing, matched filters, radio identification detectors, and spectral
correlators [7], [8], [11]. Such algorithms provide a wide
range of flexibility for the designer to trade-off reliability and
complexity. Nevertheless, the cooperation between multiple
spectrum sensors can significantly enhance the reliability of
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CRNs even if low complexity sensors are used. However, the
design of optimal fusion rules leads to system instability and
introduces additional complexity [14], [15], [19], [20]. Conse-
quently, developing efficient fusion rules is crucial to improve
performance without incurring additional computational com-
plexity. Among several potential solutions, the decode-then-
fuse rule, also known as the two-stage decision fusion (TSDF)
rule, is considered one of the most efficient decision fusion
rules because of its low computational complexity and high
stability [9]-[13], [21].17%2:4)In the first stage of the TSDF rule,
the received signals from all SUs are detected and converted
to binary decisions, denoted as hard decisions. The second
stage is to fuse the hard decisions into a single global decision.
Although the TSDF is suboptimal, it can provide reliable error
fusion performance that approaches the optimal fusion at high
signal to noise ratios (SNRs).

It is reported in the literature that the reliability of the TSDF
is mostly dominated by the accuracy of the individual detectors
and the channel quality between the SUs and the cognitive
radio basestation (CRBS) [19], [20], [22]-[25]. Several mod-
ifications have been consequently proposed to enhance the
TSDF rule performance by improving the link quality between
the SUs and CRBS, such as relays [19], [20], multiple input
multiple output (MIMO) [22], [23], and error control coding
[24], [25]. However, little attention is given to the detection
process in the first stage of the TSDF rule. In particular, it
is typically assumed that the spectrum occupancy is balanced,
i.e., the probability that the spectrum is occupied or idle is
equal. In practice, the spectrum occupancy is actually a highly
dynamic parameter [26]-[28], and hence should be taken into
consideration.

A. Key Contributions

Generally speaking, the channel occupancy probability in
CRN is a dynamic factor that is mostly determined by the
time and location of the PU network [5], where high occu-
pancy rate is expected during peak working hours and urban
areas. Therefore, the detection capability of spectrum sensing
systems can be improved if the channel occupancy rate is
considered. Considering a CRN with the PU activity model
with death rate 1, and birth date 1, the channel availability
and occupancy rates can be estimated as [5], [26]-[28],

. Hq
Pr(idle) = —— (1a)
(idie) Ha +
. Ho
Pr(occupied) = ——— (1b)
( ) Ha =+

[R2.2lwhere Pr(occupied) is the probability that the channel

is used by the PU, and Pr(idle) is the palpability that the
channel is not used by the PU.

In contrast to existing work, this paper proposes an adap-
tive TSDF technique for cooperative multihop CRNs. The
proposed technique is based on considering the spectrum
occupancy statistics into the data detection processes at the
relays and the CRBS. The proposed system performance is
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Fig. 1. The considered cooperative cognitive network for K’ = 2and N = 1.

evaluated in terms of the probability of spectrum sensing
errors (PSSE), where analytical and simulation results are
presented to verify and demonstrate the system performance
under various operating scenarios.

The rest of the paper is organized as follows. Section II
presents the system model. Section III discusses the conven-
tional two-stage fusion process for both network structures,
i.e., with and without relays. The two-stage rule with dynamic
detection threshold is discussed in Section IV, and Section V
presents the performance analysis of the fusion process. Sec-
tions VI and VII provide the numerical results and conclusion,
respectively.

II. SYSTEM MODEL

In this section, the sensing and transmission models are
illustrated separately. For the transmission model, two commu-
nication configurations are considered, namely, the single-hop
transmission model in which the local decisions of the SUs
are sent directly to the CRBS, and the dual-hop transmission
model that incorporates DF relays.

A. Spectrum Sensing Model

The system considered in this work consists of K dis-
tributed SUs that simultaneously collect observations about
the spectrum of a certain channel. Each SU makes a binary
decision about the occupancy of the channel independently.
For the kth SU, the received signal during the lth sensing
period can be defined as

Hy o xpll] = heall] + &4 [1]

Hy : Xell]l = @[]
where Hy and H; denote that the channel is idle and busy,
respectively, = is the signal of the PU, A; is a random
variable that captures the effects of the channel fading, and the
additive white Gaussian noise (AWGN) @, ~ N (0, 0?7,). It is
worth noting that y, Vk are independent because the AWGN
samples and the channel fading coefficients are independent.
The received signal at the kth SU x,[I] is then used to make a

},ke{Lz,...,K} 2)
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hard decision uy, € {—1, 1}. The hard quantization at the SU is
typically considered in power and bandwidth limited systems
[11]. The decision-making process of the SU is typically
characterized by its detection probability P¢ and false alarm
probability Pf, [10]-[12].

B. Transmission Model

[R25]In the single-hop transmission model, the SUs send

their K decisions directly to the CRBS to perform the decision
fusion process. In the dual-hop transmission model, N DF
relays are used to assist each SU to forward its local decisions
to the CRBS. The K decisions transmitted by the SUs may
also be received by the CRBS, and hence, N + 1 signals are
received at the CRBS for each SU. The CRBS utilizes the
K x (N + 1) signals to make the global decision about the
channel status [19], [20]. During the broadcasting phase, an
SU broadcasts its decision uy, which is received by the CRBS
and the cooperating relays. During the relaying phase, each
of the relevant relays retransmits a decoded version of wuy,
denoted as 4y, to the CRBS. The same process is repeated
for all SUs and all relays. For all the considered scenarios,
the transmission process is assumed to be performed over
orthogonal channels [29], [30].

For the dual-hop transmission model, the baseband repre-
sentation of the received signal at the nth relay can be written
as

xZ:\/P,ShZuk-HPZ, n6{17 2»7N} (3)

where k7 ~ CN(0,0%) is the channel fading coefficient, the
AWGN ¢} ~ CN(0, U?ak ), and P2 is the average transmission
power. Given that h}} is available at the relay, it can be used to
generate the decision variables z}}, which are then fed to the
detector. Because uy € {—1, 1}, the detector can be simply
expressed as [19], [20]

n 4\/ 730 n\*_n aﬁ:l mn
2 £ oz ERe [(hk) ‘rk] ; TR,k )
P ap=—1

where (-)" denotes the complex conjugate and Ty, is the
detection threshold, which can be used to satisfy a certain
criterion.

At the CRBS, the vector ry, = [r),rp, 72, ..., 7] is
received from the kth SU, where rQ represents the direct signal
while r, n € {1,..., N}, represents the nth relayed signal,

i = /Prigf + & ne{0,1,...,N} ®)
where 3 ~ CN(0,0'%k) is the fading coefficient, &) ~
CN(0, ogk) is the AWGN, and P} is the average transmission
power. It is worth noting that in (5), 49 = .

[R23]For the single-hop transmission model, the received
signal of the kth SU at the CRBS is reduced to

i = /PrugfBy, + & (6)

where the relay index is simply dropped. The considered
system model is depicted in Fig. 1 for the case of K = 2
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and N = 1.

III. TWO-STAGE DECISION FUSION USING DF RELAYS

[R2,3]]n the conventional two-stage decision fusion (TSDF)

rule with single-hop transmission model, the received signals
that correspond to the local decisions are first detected at the
CRBS to create an estimated version of the local decisions,
denoted as u = [uq, Ug,...,Uk], up € {—1,1}. In the second
stage, all the decisions w4, us,..., U are fused to generate
the global decision. In the presence of dual-hop transmission,
the received signals that correspond to a particular sensor and
the associated relays are combined and detected to generate a
single binary value, then, all binary values that correspond to
the K sensors are fused in the second stage to generate the
global decision. Therefore, the TSDF rule requires a detector
at each relay for the DF process, and another detector is
required at the CRBS prior the fusion process. The detector at
the CRBS is similar to (4) except that the detection threshold
is denoted as 7¢ .

In decision fusion problems, the probability of fusion error
(PFE) is widely used as the metric to evaluate the performance
of various fusion rules [19], [20], [31]. In spectrum sensing
applications, the PFE is equivalent to the PSSE, which can be
expressed as

P, = PraAPr(Ho) + (1 - Pp)Pr (Hy) (7

where Pp and Pry4 are the global probabilities of detection
and false alarm, respectively. The detection thresholds at the
fusion center T¢ = [Tc1,7c2, ..., 2c,k] and the relays
associated with the kth SU Ty = [Tﬂ%yk,fg,k, .. .,Tgk}
can be selected to minimize PSSE,

(Tr1- Trx, Tol = arg {TR,l..%EK, To}Pe - ®
As it can be noted from (8), minimizing P, is a multi-
dimensional optimization problem with intractable solution
[31]. Hence, most of the work reported in the literature that is
based on the TSDF rule considers that 7, = Tg . L£719=0
V{k,n} [9]-[13], [21], which significantly reduces the com-
plexity, but degrades PSSE. Therefore, the detectors at the
relays and CRBS described by (4) become the conventional
distributed maximum likelihood (ML) detectors. In such sce-
narios, the detectors will minimize the probability of error of
the corresponding transmission segment in the network given
that the transmitted binary signals over that link have equal
prior probabilities. For example, the detector at the relay that
corresponds to the kth SU will minimize Pr (4, # ug) given
that Pr(ur =1) = 0.5. However, the spectrum occupancy
probability is highly dynamic, i.e., Pr (H,) # Pr(Hp), and
hence Pr (uy, = 1) # Pr (u, = —1). Consequently, the detec-
tors in the system will not be optimal in terms of minimizing
PSSE, nor the transmission error probability Pr (i # wug).
In this sequel, it is worth evaluating the performance of
the system when the detectors are designed to minimize
the transmission error probability in a distributed manner.
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Therefore, PSSE in this work is evaluated given that 7p ;
is chosen to minimize the error probability of the SU-relay
link, while 7¢ . is chosen to minimize the probability of error
of the SU-CRBS link. Therefore, the maximum a posterior
probability (MAP) detector can be used at the relay which is
given in (4) where the threshold 7 ; is given by

Py x )
Trr=1In 9
R,k ( Pr )
where Py = Pr(ux = —1) and P, ;, = Pr(u; = 1). Thus,
for the special case when Py j, = P 1, the threshold 7, = 0.
The a priori probabilities of u; are defined as

Py, = P Pr(Ho) + Py Pr(Hy) (10)
Por=1— Py (1)

For the general case where 7g; # 0, the SU-relay link
can be considered as a binary asymmetric channel with
transition probabilities pf = Pr (4} = 1|uy, = —1) and e} £
Pr (4} = —1|ug = 1), which are derived in Appendix A.

At the CRBS, the detection stage is different from the one
at the relay because N + 1 signals are received for each
SU. Because the direct and relayed signals can be considered
mutually independent, the MAP detector that minimizes the
probability of error can be written as

N
nl;lo f(?"Zluk =1) =1 Po .

< P
fuge = —1) W=

I\

. (12)
I1 f(r}
n=0

where f(r}|ug) is the conditional PDF of r} at the CRBS.

After some straightforward manipulations, the MAP detector
can be written as

Wy
N —5—Re(sy S
4 0 1+npe” s RS
UTRe (Sk) + Zln TRe(s") i = TC,k-
gk n=1 k +ake T Up=—1
P
13)

"{l_likvarlablessln (13) alresdeﬁned as, sy = rk (BZ)* ny =

o ,ak:pn, K =m b oand Top =
noted from (135 the summation argument ¢} 1s nonlmear and
might encounter computational instability at high SNRs. To
simplify the detection process, piecewise linear approximation

can be used [19]

de yz < 1
o~ gryk Tl a<yp<ca . (14)
bka yg > Co
In (14), yp (4/0% )Re(sp), b = In (n_Z Cdp =
X

1 _ (}\n co_ 1)(777: _aneu()) 0y .
In (X;: ) g = eco (npAp—ap) bk =051 O‘kh}c )

AT €0 1 R dr—10
gkln(—’f—), Ccy = ln(‘/a_zli?)’ c1T = _bgT&’ and

Ny —o e

cy = bk:lk . It is worth noting that for the case of ideal relays,

{p, e} = 0, the decision metric in (13) is reduced to the
conventional MRC,

U, = — +Z Prt

EA-, n=1

ﬁ—Re sy
+(1—pi) €< o

TRe(S")
(1—p) +epe’n

ZRe ) (15)

fknO

Once the detection stage is completed, the K resultant
decisions are sent to the second stage for fusion to produce
the global decision. In the literature, several fusion rules
are proposed for fusing binary local decisions, examples for
such rules are the K out of K, AND, OR, majority voting
algorithm, and Chair-Varshney [11]. Due to its efficiency, we
consider the Chair-Varshney rule [9], [10], [13], [14], [21] to
generate the global decision, which can be expressed as

pd 1—pi\ D
> 1n<P]£a)+ > ln<1—P,§a 7o (16)

k|ip=1 klip=—1

The fusion threshold 7 can be used to control Pp and Pr 4.

[R21]As can be noted from the decision variable given in
(15), the knowledge of the instantaneous channel coefficients
is necessary to perform the optimum detection for the received
symbols. Such requirement is typical and does not pose any
major challenge for the system realization. However, the
situation is different for the fusion process described (16) that
requires the knowledge statistical behavior of the spectrum
sensors, which is represented by P and P,ﬁa Vk.

IV. PROBABILITY OF SPECTRUM SENSING ERROR (PSSE)
ANALYSIS
Given that all SUs use the same spectrum detection algo-
rithm, it is acceptable to assume that Pd/ fa Pd/ oy n
d/fa [9]-[13], [21], and hence Pk/ can be written as P4/
after dropping the SU index. Therefore, the fusion rule given
in (16) can be simplified to

pd 1—pd\ D
Kiln ( > + (K - Ki)ln <7a) Sra (7)
Pfa 1—Ppfa) >

1

where K| = % >k (G + 1), i.e., the total number of decisions
that has u, = 1. After some straightforward manipulations
(17) can be written as

1-pP¢
HOTG Kln( )A

1—pta
K1 > Pd(1—pfa) = Xg' (18)
Hy ln (Pfa(l_Pd))

As depicted in (18), the fusion process is based on comparing
the total number of local decisions with value 1, to the thresh-
old x,. Apparently, Ky € {0,1,..., K} is a random integer
produced as the sum of K independent Bernoulli trials each of
which has probability of success Pr|H, 0 = Pr (ﬂk = 1|H1/0).
Thus, K is a conditionally Poisson-binomial random variable,

Page 4 of 16
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Ki|Hy ~ PB(K, pgu,) and Ki|Ho ~ PB(K, pym,),
where

PrjH, ;o = Pr (@, = 1|Hy o)
= Pr (i = 1|uy, = 1) P/
+ Pr (i = 1ug = 1) (1 - Pd/fa> . (19)

The pairwise error probability Pr(tg|us) is derived in Appen-
dix B. Moreover, because /X1 can take only integer values, an
integer threshold K7 = [x,] can be used where [-] is the
ceiling function.

Using the Poisson-binomial cumulative distribution function
(CDF) of K3, the global Pp and Pr4 can be computed as
[32]

Pp/pa = Pr(Ki > Kr|Hy))

L _Kr 1 i 1— e met
K+1 K+14 1 — e~ i 5k

K .
< T [+ perm, o (75 - 1)]) 20)
k=1

It is worth noting that for the case where all fading channels
have the same statistical characteristics, the variable pyr, /o
becomes equal for all detected signals, and thus, the SU index
can be dropped, i.e., Pk|H, /o = P VEk. Consequently, K
becomes conditionally binomial random variable, and Pp,p 4
can be expressed as

Pp/pa= i (f) (pl/u)k (1—p1/U)K—k' @

k=K,

L 2mi Ko

A. The proposed adaptive detection process

The main advantage of the derived analysis is that it enables
the evaluation of the PSSE for any set of arbitrary detection
thresholds T r,1...7T r,x. Tc. However, because solving
the optimization problem in (8) is intractable, a suboptimal
solution will be considered based on the reliability of the
decisions made at the SUs as well as the statistics of the spec-
trum occupancy. By noting that improving the SU-CRBS link
does not necessarily improve the PSSE, using a suboptimal
detection threshold at the relays and CRBS may offer better
PSSE. Therefore, the detection thresholds should be selected
adaptively such that

[TR,l e TR,K» TC’] — arg min Pe, Vk. (22)

{70, 7c,k,TRr,1}
In the case that all channels are independent and identically
distributed (iid), and the sensors have equivalent characteris-
tics, all detection thresholds in the network will be identical,
and hence 7¢, = ’Tﬁk £ 7, and the adaptive threshold in
(22) can be simplified to
[Tv] = arg min P.. (23)

{70, TA}

IEEE Systems Journal

7o, Pra
—-—- T4, Pra

\ — — 7m0, Py

10

Fig. 3. The conditional PFE for 7o = 0 and dynamic 7 4 for different values
of P =08, Pf2 =005 K=8 N=0.

V. NUMERICAL RESULTS

The performance of the proposed cognitive radio system is
evaluated in terms of PSSE given that K SUs are sensing
a certain spectrum band to determine its availability for
possible transmission. Each of the K wusers is associated
with a relay that decodes and forwards the decisions to the
CRBS, where the fusion process is performed. The simulation
results are obtained using Monte Carlo simulation where each
simulation run consists of 10° realization. All channels are
considered iid flat Rayleigh fading channels, thus {3}, h}} ~
CN(0,1) V {k,n}. The global fusion threshold 75 = 0 for
all the considered scenarios. The results are presented for both
thresholds 74 and 7. For fair comparison, the total average
transmission power for a SU and the associated relays is fixed,
ie, Pr = Z,I:I:O ‘P;r. Moreover, the average SNR for SU-to-
relay link is ¥g_p = 7, and the average SNR for SU-to-
CRBS link is §4_ g = 0.5 to include the effect of distance.

Fig. 2 presents the PSSE of the considered system without
relays, N = 0. As it can be noted from the figure, using 74
managed to improve PSSE for Pr (H;) = 0.2 and 0.5, while
for Pr(H;) = 0.8 the PSSE experienced some degradation.
Moreover, the improvement/degradation is proportional to the
number of SUs K. The PSSE degradation using 74 observed
for Pr (H;) = 0.8 is due to the fact that the decisions made by
the SUs are generally not reliable when the sensed spectrum
is occupied, i.e., P* £ Pr(u, = 0|H;) > Pr(uy = 1/Hyp).
Thus, the global probability of miss Py, is enhanced at the
expenses of Pry; however, the values of Pr, increases
substantially and hence becomes the dominant factor which
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—_—Ty

7o

Fig. 2. The PEF for a system with 79 = 0 and dynamic T 4 for different values of K, P]j1 =0.8, P,fa =0.05, N =0:a) Pr(H;) = 0.2,b) Pr(H;) = 0.5,

¢) Pr(H;) = 0.8.

drives the PSSE to increase.

Fig. 3 shows an example for the conditional PSSE, Py, =
Pra and P, g, = Py, using K = 8. It is also worth noting
that at high SNRs, the PSSE using 74 and 7 converges to an
error floor that is determined by K and Pr (H;). Moreover, it
can be noted that the error floor decreases when Pr(H;) or K
increases. Finally, the figure shows that the simulation results
corroborate the analytic solutions for all the considered cases.

Fig. 4 shows the effect of using 74 on PSSE when each
SU is associated with a single DF relay, i.e., N = 1. The
detection process at the relay and CRBS is performed either
using TR,k = TC’,k = TA Or TC,k = TR,k = T = 0. As
it can be noted from the figure, the general trends of PSSE
are following the N = 0 case depicted in Fig. 2. However,
unlike the N = 0 case, the improvement gained using 74 is
generally smaller and some degradation is obtained the case
of Pr (H;) = 0.2. The error floor level for both values of N is
equivalent because the effect of relays on PSSE is negligible at
high SNRs. The figure also shows the correspondence between
the analytical and simulation results.

Fig. 5 shows the PSSE using 74 for different values of
K when N = 0, 1. As can be noticed from the figure,
applying a relay managed to improve the PSSE at moderate
and high ranges of SNR but some degradation occurred at low
SNR values. This behavior can be attributed to the fact that
the probability of detection error at the DF relay is high at
low SNR, and thus errors in the system increase. However,
the overall performance of the system is very poor at low
SNR in all cases, and thus the CRN would only work in
good SNR conditions. The relays do not affect the error floor

which depends on the number of sensors K and Pr(H;) as
aforementioned.

[R25]Figs. 6 and 7 show the effect of increasing P on
the PSSE for the considered sensing system with and without
relays, i.e., N = 0 and N = 1. As can be noted from the
figures, increasing P effectively improves the PSSE, and
the performance gain obtained by applying 74 decreases for
Pr(H,) = 0.2 and 0.5. On the other hand, the performance
degradation for the case of Pr(H;) = 0.8 increases as Py
increases.

To evaluate the gain obtained using the adaptive threshold
Ty as compared to the conventional threshold 7o, Table I
shows the relative PSSE, which is defined as the ratio of the
PSSE using 7o over the PSSE using 7y,. As it can be noted
form the table, the adaptation process may offer a substantial
PSSE reduction of 9 fold in certain scenarios. The entries
were the relative PSSE is unity corresponds to the cases were
Ty = Tgo-

VI. CONCLUSION AND FUTURE WORK

In this work, the cooperative spectrum sensing system was
studied, where SUs sense a certain spectrum band for possible
transmission and transmit their decisions to the CRBS to
generate the global decision. The performance of the two-
stage fusion rule was analyzed in terms of PSSE, where
the effects of introducing DF relays and applying adaptive
threshold are investigated. Simulation results confirmed the
derived analytical expressions for the PSSE for different
simulation parameters. In addition, it was observed that the
PSSE suffers from error floor at high values of SNR, where
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54 Fig. 5. The PEF for a system applies the dynamic detection threshold 74 with N = 0 and N = 1 for different values of K, P,‘j =0.8, P,fa = 0.05: a)
55 Pr(Hy) = 0.2, b) Pr(H1) = 0.5, ¢) Pr(Hy) = 0.8.
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Fig. 6. The PEF for a system with 7g = 0 and dynamic 7 4 for different values of P,?, K =8 N=0, Plga = 0.05: a) Pr(H1) = 0.2, b) Pr(H1) = 0.5,
¢) Pr(H1) =0.8.
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Fig. 7. The PEF for a system with 7o = 0 and dynamic 7 4 for different values of P, K = 8, N =1, Pf* = 0.05: a) Pr(H1) = 0.2, b) Pr(H;) = 0.5,
¢) Pr(H1) = 0.8.
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the floor is determined by the number of SUs K, the sensing
capability of the SU, P{* and PZ, and the probability of chan-
nel occupancy Pr(H;). The results proved that considering
the adaptive detection threshold at relays and/or the CRBS
improves P, but degrades Pr 4, where this trade-off led to
overall improvement for PSSE in some scenarios in which the
channel is most probably idle, Pr (H;) < 0.5. On the contrary,
some performance degradation was obtained for the case of
Pr(H;) > 0.5, in which the degraded Pr4 dominates the
fusion errors.

[R24l1n future work, the performance of the considered
system will be evaluated when the SUs make soft decisions
about the spectrum occupancy. In such scenarios, the decisions
are analog, and hence, provide more information for the fusion
process.

APPENDIX A: DERIVATION OF PEP Pr(4? |uy) AT THE

RELAY
The transition error probabilities at the relay can be written
as Tix
ep = / fGRlug =1) dz (24)
—oo
and o
Py = f(zpluk = —1) dzj. (25)
TR,k

The conditional probability density function (PDF) of z}|us
(4) is given by [14], [19], [20]

V102 |: vz} n —viz) n ]
e’ P (—z') + e kD (z 26
o 1 g (=21) (=x)| (26)

f (2 fuw) =

where @ (-) is the unit step function and v;, 7 € {1, 2}, can
be expressed as

1
cz (o203 —12,)

2

v = |wi+ + (Diwr  (27)

and
)%
Wy - ol s Ck - Ty /*Lz’h - Pkgg‘y
Ci(o2ot—12,) ’
o2 = Proj+oo. (28)

Evaluating the integrals in (24) and (25) directly gives

ao{  wEmeT Tap <0 (29)
k 1-— _2_v1+v2 e_vlTR k. TR,k >0
and v i,
P": 1- ortus © T, TR’k <0 (30)
k vll—)klvz e~ v2Trk TR,k >0

APPENDIX B: DERIVATION OF THE PEP Pr(ay|ug) AT THE
CRBS

The pairwise probabilities Pr(uy|uy) of the SU-to-CRBS
link can be derived as

U
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where

Pl“ (’ka = 1|uk,ﬂk) = Pl"(\I/k Z Tc,k|uk,ﬁk)

/ For (Welue, ) . (31)

Tok

The PDF fg, (Uk|uk, Uy) can be evaluated by noting that the
characteristic function of Uy |uy, Uy, is given by

N
(slur) [ ] by (slupue) . (32)

n=1

by, (8[Wk,ur) = dyo

The first term in (32) uy can be directly obtained as

by (sluz) e (33)
S|Ug) = ——Fv o+
AT =) G+ o)
and ¢_,. (s|d;) can be evaluated as
by (slif) = E [e—wﬂ] (34)
= [ i au
C2
d [ emn i f i) dy
[ e il du (35)

2

where f (y7|a}) is given by

v vy e n o "
P i) = 2 (5@ () + e R (4))
vp T Uy 36)
and v} Vi € {1, 2} can be expressed as
1
of = | (wp)® +

B ET — (1)

(37)
The parameters required to compute v}* are defined as

Prp gy 2
R S 3
cy ( "UB = |y g ) &k
/ 2 2
N"";}«Bx = PI?O-B Uk, 0' n = Pk O‘Bk + O’&k (38)

Consequently, the integral in (35) can be evaluated as

Any
qsgpi‘ (8|uk) - ’U{L +'U£L

—sgr+vi)c
+U1 n —Slk 1— e( gk g) 1
—5gk + vy

(U?G(_Sdk +vyer) + ,Uge—(sbk—i-vl c2)

e(—sgr—vi)e2 _ |
)
—S8gK — 'Ul

(39)

Thus, the PDF fy, (V) is evaluated by computing the inverse
Laplace transform of ¢y, (s[Wg,ur); however, the number
of terms in (32) increases substantially with the number of
relays, and hence, the single relay case is considered. For mul-
tiple relays, numerical methods such as the Gauss-Chebyshev
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TABLE 1
THE RELATIVE PSSE USING THE ADAPTIVE THRESHOLD Ty, AND THE STATIC THRESHOLD To WHERE K = 8, Py, = 0.05, N = 1, SNR=5 dB.

Pcl

0.5 055 0.6 0.65

0.7 075 08 085 09 095

001 |55 | 5.6 5.3 | 6.1

69 [ 79 9.0 | 1.2 1.4 {19

0.11 |29 | 3.2 1.1 | 1.3

1.7 124 3.3 |10 1.0 [ 1.0

0.21 | 2.2 | 2.5 1.0 [ 1.1

1.5 | 2.1 28 | 1.0 1.0 [ 1.6

03118 |20 1.0 | 1.0

14 1.8 23110 1.0 | 2.0

Pr(Hy) | 041 [ 16 | 1.8 | 1.0 | 1.0

1.2 [ 1.6 1.8 | 1.0 1.1 | 1.6

051 |14 |15 1.0 | 1.0

1.1 | 1.3 1.4 [ 1.0 1.0 | 1.0

061 |12 |13 1.0 | 1.0

1.1 [ 1.1 1.0 | 1.0 1.0 [ 1.0

0.71 | 1.1 | 1.2 1.0 | 1.0

1.0 | 1.0 1.0 | 1.0 1.0 | 1.0

08110 | 1.1 1.0 | 1.0

1.0 | 1.0 1.0 | 1.0 1.0 | 1.0

091 |10 | 1.0 1.1 [ 1.2

1.1 | 1.0 1.0 [ 1.1 1.0 | 1.0

quadrature rules can be used to evaluate the integral. For the
single relay case fy, (V) can be written as

07,0,19)1
o (09 = gy (4 (g7 o
—emvie [T4 - U—I%Tﬁ} + T5> (40)
where
Ty = e3P (— Wy + dy) + e TN D (W, — dy)
(41)

vd
To= Ay (Bzegﬁ-(\pk_lk> + evg(l&,h,)) [ (—‘I/k + lk)

+ Coe TV G (T, — 1) (42)

Ty=As (B?)e;)_%(‘l’kgkcllk) + evg(\lfk—gkcl—lk)>
X ® (U + grer + i)
+Cae I (U gy — 1) ()

1
il

Ty=—Ay <B4e_;_k(\1’k_gk62—lk) + e—u‘f(\Pk—gka_lk)>

X @ (Vg — gre2 — lg)
+ 0461]3(‘1/7"—9’“(327“)(1) (-\I/k + grCo + lk) (44)

Ts (¥r)=— 45 (356_”1/9‘”'(\1’*‘_““) + €_U?(\Pk_lk)>
X @ (Tp — Ui) + Cse W= (— Wy +1;,) (45)

T6 (\I/k) _ evg(‘llk,—bk)q) (bk _ \I/k)+e—v(1)(\lfk—bk)(b (\I/k _ bk)
(46)

where
R 1 B — —v(fuﬁJ +0U8)’
I:g_;»i l(,)i|gk g_;+v2/L
1 ,
C; = —),L—P&’J. 47

Consequently, evaluating the integral in (31) yields
04,0511

V7UV5UVT U 1
P i = Thue, ) = — IR
F( = e ) = e o

1 1
X [—111 - 13} Ty . [14 - —116} + I5> (48)
Va3 V1

and the terms I; through Ig are given in (49) through (54),
respectively. Similarly, Pr (4, = —1|ug, @) can be expressed
as described in (48) where Iy, Is,..., Ig are given in (55)
through (60), respectively.
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