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Speed of state transitions in macroscopic systems is a crucial concept for foundations of nonequilib-
rium statistical mechanics as well as various applications in quantum technology represented by optimal
quantum control. While extensive studies have made efforts to obtain rigorous constraints on dynamical
processes since Mandelstam and Tamm, speed limits that provide tight bounds for macroscopic transitions
have remained elusive. Here, by employing the local conservation law of probability, the fundamen-
tal principle in physics, we develop a general framework for deriving qualitatively tighter speed limits
for macroscopic systems than many conventional ones. We show for the first time that the speed of the
expectation value of an observable defined on an arbitrary graph, which can describe general many-body
systems, is bounded by the “gradient” of the observable, in contrast with conventional speed limits depend-
ing on the entire range of the observable. This framework enables us to derive novel quantum speed limits
for macroscopic unitary dynamics. Unlike previous bounds, the speed limit decreases when the expectation
value of the transition Hamiltonian increases; this intuitively describes a new trade-off relation between
time and the quantum phase difference. Our bound is dependent on instantaneous quantum states and thus
can achieve the equality condition, which is conceptually distinct from the Lieb-Robinson bound. We
also find that, beyond expectation values of macroscopic observables, the speed of macroscopic quantum
coherence can be bounded from above by our general approach. The newly obtained bounds are verified
in transport phenomena in particle systems and nonequilibrium dynamics in many-body spin systems. We
also demonstrate that our strategy can be applied for finding new speed limits for macroscopic transitions
in stochastic systems, including quantum ones, where the bounds are expressed by the entropy production
rate. Our work elucidates novel speed limits on the basis of local conservation law, providing fundamental

limits to various types of nonequilibrium quantum macroscopic phenomena.
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I. INTRODUCTION

Understanding how fast a state changes in time is a
fundamental problem in nonequilibrium physics. In 1945,
Mandelstam and Tamm showed in their seminal work [1]
that, in an isolated quantum system, the time for an initial
state to relax to a state orthogonal to it is rigorously lower
bounded as

mh
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where AH is the energy fluctuation of the system. The
appearance of the energy fluctuation is deeply related to
the quantum uncertainty relation between energy and time.
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Indeed, the derivation of inequality (1) can be carried out
from a relation for a more general observable A: the expec-
tation value of its speed dA Jdt = i[H, A] /h is evaluated as
a consequence of the uncertainty relation,

()| < Bug == %AA CAH, @)

where A4 is the quantum fluctuation of A. Such bounds
on the speed of quantum transitions are nowadays called
quantum speed limits and are generalized in many ways
with various applications as one of the central issues of
quantum dynamics [2]. The measure breakthrough of the
quantum speed limit includes the Margolus-Levitin bound
[3—5], which is based on the energy expectation value
rather than the fluctuation [6-9], and generalization to dis-
sipative quantum systems and mixed states [10—19], to
name a few. The quantum speed limits are also related to
information theory [for example, inequality (2) is a spe-
cial case for the quantum Cramér-Rao inequality [20] ] and
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geometry of quantum states [21-23], indicating its fun-
damental mathematical structure. Furthermore, quantum
speed limits turn out to impose essential constraints on
quantum technologies, such as optimal quantum control
[24-29], shortcuts to adiabaticity [30—32], and quantum
metrology [33—35]. Recently, speed limits have been found
to exist even for classical systems [36,37], and various
bounds for classical transitions are obtained in light of
information theory [38—40] and irreversible thermodynam-
ics [41,42].

Despite their success for a wide range of situations,
many established speed limits fail to capture physically
relevant bounds for certain processes, i.e., processes with
macroscopic transitions (Fig. 1). To see this, let us con-
sider a single quantum particle that is initially located
at the left end on a one-dimensional lattice with sys-
tem size L > 1 (see Fig. 2). If we consider the average
position X of a particle counted from the left, the time
for the initial particle [(X(0)) = 1] to be transferred to
a distant position with (x(7)) = O(L) is expected to be
T~ O (a>1), assuming the short-ranged hopping
[43]. From a different viewpoint, the instantaneous speed
d(x)/dt is always below the O(L’,1°) quantity. On the
other hand, many conventional bounds cannot describe
these scales. For example, direct application of inequalities
(1) and (2) leads to Tyt = O(L°) and Byr = O() (b >
0) [44] in this case, which are quite loose for large L and .
The situation becomes even worse when we consider
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many-body systems, where Tyt becomes smaller for larger
system sizes [19,28]. These problems are relevant for the
issue of foundation of nonequilibrium statistical mechan-
ics, i.e., quantum unitary dynamics after quench [45—48],
which has attracted recent intensive attention in the experi-
mental development of artificial quantum systems [49,50].
In fact, while the timescale of dynamics is a fundamental
quantity, many conventionally known timescales cannot
be used for processes involving macroscopic transitions,
such as particles’ transport from an inhomogeneous initial
state, since they do not grow even with increasing system
size [51-54]. Another important field of study concerning
this problem is the optimal quantum control represented by
the quantum state transfer [55,56]. While previous studies
try to estimate the speed of the process analyzing simple
settings [24—27] and proposing conjectures [28,29], rigor-
ous and general relations on speed limits for macroscopic
transitions are seldom known.

From a formal point of view, there are two reasons why
many conventional bounds do not work for the above set-
ting. One is that they rely on statistical measures that do not
take into account the macroscopic geometric structure of
the setup. For example, the Mandelstam-Tamm and other
similar bounds rely on quantum fidelity | {1y ()| (0))]| (for
pure states) or the Bures angle to distinguish initial and
final states. However, such measures are not suitable for
characterizing the spatial distance for the particle trans-
port x in Fig. 2; indeed, the quantum fidelity rapidly
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Schematic illustration of our achievements. We establish a general framework for deriving qualitatively tighter speed lim-

its of a quantity 4 than many conventional ones, which depend on the entire range of 4, such as A4 or ||4]lop. Our strategy is to
map general dynamics of our interest to dynamics on a graph, where we use the local conservation of probability. In contrast with
conventional bounds, our speed limits involve the gradient VA of 4 on the graph, which can significantly tighten the bound when
VA « A4 or ||4]|op- When applied to macroscopic quantum systems (such as macroscopic transport of atoms or relaxation of a locally
perturbed spin chain), our theory indicates a novel trade-off relation between time and the quantum phase difference. When applied
to macroscopic stochastic dynamics, including the quantum one, our theory indicates a trade-off relation between time and quantities

such as the entropy production.
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FIG. 2. A simple example of a process with a macroscopic
transition. For a single particle at the left end ((X) = 1) to relax
to the extended region [(X) = O(L)] on a one-dimensional lattice
with size L, it takes at least time t = O (L) (a > 1). On the other
hand, the bound in inequality (1) is loose and cannot capture this
timescale, since the time-evolved state can be nearly orthogonal
to the initial state even for short times with t = O(L?).

decays even for short times ¢ ~ O(L’) provided that the
wavepacket overlap between the two states becomes small.
The other reason is that, since the spectral range of x
diverges with L, the bound in inequality (2) and the one
based on, e.g., the trace distance ||dp/dt||1 [57,58] do not
lead to the finite speed limit for such a divergent observ-
able in general (note that |d(X)/dt| < ||X|loc |d0/dt||). We
note in passing that these discussions are related to the opti-
mal transport problem [59]. In this problem, one introduces
the so-called Wasserstein distance, which is a distance
between two probability distributions that takes account
of the underlying geometric structure for the random vari-
ables (see Appendix A). While beautiful relations between
Wasserstein distances and certain thermodynamic speed
limits in stochastic systems are recently known [60—64],
the distances are often practically complicated and hard to
calculate in general. Moreover, the extension of the dis-
tance to the quantum realm is still controversial despite
various efforts [57,61,65—69].

We note that the Lieb-Robinson bound [70], which
describes the general bound of information propagation
in quantum many-body systems, is often not satisfac-
tory for the precise evaluation of the speed. Indeed, the
Lieb-Robinson bound only treats the maximal velocity
independent of the quantum state. Therefore, the bound
is typically not tight and cannot attain the equality con-
dition, as opposed to state-dependent speed limits such
as the Mandelstam-Tamm bound. In addition, unlike the
Lieb-Robinson bound, the state-dependent bound often
indicates a notable trade-off relation, e.g., the trade-off
relation between time and energy fluctuation as in Eq. (1).

A. Summary of the results

1. General framework for deriving speed limits on
macroscopic transitions

In this work, we develop a new, general, and rig-
orous framework to obtain state-dependent speed limits

applicable to processes with macroscopic transitions on the
basis of the local conservation law of probability, the fun-
damental principles of physics (see Fig. 1). We initially
demonstrate for the first time that the speed of the expecta-
tion value of an observable 4 (either classical or quantum)
defined on vertices of a graph, which describes arbitrary
systems including many-body ones, is bounded like

d{A) . .

‘7‘ < (a term involving VA)

X (a term involving local probability current),

3)

which takes the place of, e.g., inequality (2). Here, the
gradient VA mathematically corresponds to the derivative-
like operation on a discrete graph (see Appendix B). The
appearance of the gradient can dramatically tighten the
speed limit for the case

VA K AA or |A]ep. 4)
For the example in Fig. 2, while Ax in inequality (2)
becomes large before saturating to O(L), the term involv-
ing Vx in inequality (3) is always O(L°). We also show
that inequality (3) also provides a reasonable timescale for
the macroscopic transition. Furthermore, going beyond the
expectation value, we show that our method can be used
for obtaining the speed limits for, e.g., the variance of the
observable and entropy of the state. We also discuss how
our results on general graphs are connected to continuous
systems. We also point out the new relation of our speed
limits to the optimal transport problem, which indicates the
connection between nonequilibrium statistical mechanics
and underlying mathematical structures.

Our theory only relies on the local probability conser-
vation and can thus be applied to any physically normal
system, as demonstrated for quantum unitary dynamics,
nonlinear dynamics, classical stochastic dynamics, and
quantum stochastic dynamics in this manuscript. Further-
more, our results are applied even for discrete many-body
systems, which are concisely formulated with the language
of the graph theory. Note that related speed limits based on
the local probability conservation were obtained for, e.g.,
the continuous classical Fokker-Planck equation [39,71]
before; however, our work is fundamentally distinct from
previous work by demonstrating that local probability con-
servation generally provides useful and insightful speed
limits even for quantum systems, discrete systems, and
many-body systems, pointing out that it holds for any
physical process.

2. Speed limits in quantum unitary dynamics as a new
trade-off relation

As a primary application of our general framework,
we derive a novel type of speed limit applicable to
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unitary quantum dynamics. Unlike conventional quan-
tum speed limits, we find the importance of the expec-
tation value FEia,s of the transition Hamiltonian of
the system [see Eq. (44) below] for our speed limit.
In particular, instead of inequality (2), we show the
inequality

d(4
‘Q < (a term involving VA) m (%)

dt

for an observable 4 given in Eq. (40) below. Here, R
is bounded by a probability-distribution-dependent factor
[see Eq. (47) below], which is accessible in state-of-the-
art experiments (such as the quantum gas microscope in
ultracold atomic gases [72]). It is further bounded by
the state-dependent constant that is easily known from
the Hamiltonian structure, which is also equivalent to
the maximum degree of the weighted graph [see Eq.
(49) below]. In addition, beyond conventional expecta-
tion values, we prove similar speed limits for dynamics
of macroscopic coherence, a key quantity for quantum
information, which previous literature seldom discussed.
We also discuss the relation with the continuous-space
nonlinear Schrodinger equation and elucidate that inequal-
ity (5) for a general discrete system reduces to a previ-
ously unknown speed limit [see inequality (62) below]
based on the kinetic energy in the continuous system.
We verify our speed limits for the transport in single-
particle and interacting many-particle systems and the
nonequilibrium process of an interacting many-body spin
system.

Interestingly, inequality (5) suggests that the increase of
Elvans can decrease the speed provided that R is the same,
which we discuss is due to the suppression of the phase
difference of the quantum state. Thus, our inequality (5)
[or its continuous version in Eq. (62) below] intuitively
represents the novel trade-off relation between time and the
quantum phase difference, in stark contrast with the trade-
off relation between time and energy fluctuation in Eq. (1).

Let us briefly discuss the conceptual distinctions
between previous works. Our bound is in general state
dependent through E\,,s and can be tighter than the bound
indicated by the Lieb-Robinson velocity [70], which is
independent of the quantum state and provides only max-
imal velocity. Quite importantly, in contrast with the
Lieb-Robinson bound, our bound can satisfy the equal-
ity condition in some situations, as discussed in Sec.
IV. In addition, our bound is different from Refs. [28,
29], which proposed quantum-geometry-based conjec-
tures. Our theory instead derives fundamental and rigor-
ous laws that govern speed limits of general macroscopic
dynamics using the distinct principle of local conservation
of probability.

3. Speed limits in stochastic dynamics by entropy
production

To demonstrate the broad applicability of our general
approach, we also prove speed limits for macroscopic sys-
tems involving Markovian dissipation. We first derive a
speed limit based on the irreversible entropy production;
while entropy production has recently been found to play
an important role in state transitions [41,58,71,73—79], we
show that a related speed limit of macroscopic observables
on a general graph is obtained from our framework. The
bound can be qualitatively better for macroscopic systems
than that proposed in Ref. [41]. In addition, we obtain a
modified speed limit, which is valuable even without the
detailed balance condition, using the Hatano-Sasa entropy
production [80]. We verify our bounds for the dynamics
of the simple exclusion processes. We also show that a
similar speed limit is obtained even for macroscopic quan-
tum open systems described by the Gorini-Kossakowski-
Sudarshan-Lindblad equation [81,82].

B. Organization of the paper

The rest of the paper is organized as follows (also
see Fig. 1). In Sec. II, we present a general framework
of deriving the speed limit using the local conservation
law of probability on a general graph. We also discuss
the limit for transition times and the relation with con-
tinuous systems. In Sec. III, on the basis of the general
framework, we derive speed limits that are useful for
unitary quantum dynamics with macroscopic transitions,
noting the importance of the transition Hamiltonian. In
Sec. IV, our quantum speed limits are confirmed for par-
ticle systems and a many-body spin chain, which are
relevant for state-of-the-art experiments of artificial quan-
tum systems. In Sec. V, we apply our general framework
to classical Markovian systems and obtain speed limits
for macroscopic transitions based on the entropy produc-
tion rate. In particular, we derive a useful speed limit
even without the detailed balance condition based on the
Hatano-Sasa entropy production rate. In Sec. VI, our speed
limits for classical stochastic systems are confirmed with
many-particle systems obeying the simple exclusion pro-
cess. In Sec. VII, we show the corresponding speed limit
for dissipative quantum systems described by the Gorini-
Kossakowski-Sudarshan-Lindblad equation. In Sec. VIII,
we briefly discuss several miscellaneous topics that our
approach can investigate. In Sec. IX, we conclude our
results by suggesting some directions for future studies.

II. MACROSCOPIC SPEED LIMIT CONSTRAINED
BY CURRENTS

We begin with a general formulation of our speed limit
based on the local conservation law of probability for a
given graph structure, which represents a general system
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including a many-body one. We show that the instanta-
neous speed of the expectation value of an observable is
bounded by the gradient of an observable on the graph
and the sum of the magnitude of the local probability
current. We demonstrate that this bound can dramatically
improve the speed limit for certain observables compared
with the bound based on, e.g., the uncertainty relation in
inequality (2).

A. Instantaneous speed limit on a general graph

We consider a graph G consisting of a set of vertices
Y and edges & [see Fig. 3(a)], which is obtained from the
system of our interest (see Fig. 1). The vertices are labeled
as, e.g., n € V and m € V, and the edges are denoted by,
e.g., (n,m) € £ [we assume that (n,n) ¢ £]. We consider
a time-dependent probability distribution on the graph,
p(® = {p.(0)},, whose time evolution is assumed to obey
the continuity equation,

dpa() _
=D Jm, (6)

m(~n)

where J,,,,(¢) satisfies J,,,, (1) = —J,,;,(¢) and m (~ n) means
that we take a sum of m connected to n by the edge,
i.e.,, m: (n,m) € £. Physically, n € VV labels some (pos-
sibly coarse-grained) subspace obtained from the decom-
position of the total state space, e.g., the Hilbert space
in quantum systems. For example, we can decompose
the total space into non-coarse-grained states character-
izing the fundamental microscopic dynamics [Fig. 3(b)].
Instead, the space can be decomposed such that the
corresponding graph becomes one dimension with & =
{(1,2),....,(n,n+1),...,(N — 1,N)} [Fig. 3(c)].

We define a time-independent observable 4 whose
expectation value with respect to p () can be written as

() () = awpat). (7

We also define another observable-dependent graph gener-
ated from £ and 4,

Eq = {(n,m)|[(n,m) € E]N (ay # am)}. (®)

The speed for (4), i.e., (4) := d{(A)/dkt, is given as

<A> = _Z ann

n~m

= _%Z(an - am)Jmn

1
= _E Z (an - am)Jmn- (9)
n~,m

Here, n ~ m [n ~4 m] means that the sum of » and m sat-
isfies (n,m) € € [E4]. To derive this equation, we use the

continuity equation and the fact that J,, is antisymmet-
ric. Now, using Holder’s inequality, we have a set of speed
limits, such as

. 1 J?
|(A>| =< 5 Z(an - am)zrnm Z — (10)

rnm
n~m n~4m
and
()] < + max | 1D Wl (11
—max |a, — ay, m
T2 n~4m

for some symmetric real numbers 7,,, which are assumed
to be positive if and only if n ~4 m.

Inequalities (10) and (11) are the first main results of
our paper. They have a simple meaning: the transition rate
of A is upper bounded using the probability current |/,
and the difference between a, and a,,, which is regarded
as the gradient of the observable 4 on the graph. These
relations are particularly useful when |a, — a,,| with n ~
m is (typically) much smaller than D, := max,, ey |a, —
an|. To see this, let us consider the following inequality
instead of inequality (11):

[A)| = 1> (an — )

ney

Slzleaglan—alglpnl (12)
n

for some o € R. The inequality becomes optimal when
o = (max,ecy a, + min,ey a,)/2, for which we obtain

. D
() < =2 1pl- (13)

Then, if max,-,|a, —a,| is much smaller than Dy,
inequality (11) becomes much tighter than inequality (13).
As an example for this situation, let us consider a one-
dimensional graph 1,...,N €V and n,n+1) e €& (1 <
n < N — 1) [see Fig. 3(c)]. If 4 describes the position on
the graph counted from the left, i.e., a, = n, we have

l =max|a, —a,| K Ds=N —1, (14)

meaning that inequality (11) is much tighter than inequal-
ity (13) when the orders of 3, [/um| and 3, .\, || are
the same.

As indicated above, the importance of inequalities (10)
and (11) is that the dependence of observables appears
as their gradient, i.e., a, — a, with n and m being con-
nected by the graph. Since max,~,, |a, — a,,| measures the
maximum variation of 4 concerning the change of the
neighboring vertices, it is regarded as the discrete version
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(b) (c)
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FIG. 3.

@.

(a) Schematic illustration of a graph composed of vertices V and edges €. Each of the vertices satisfies the continuity equation
as shown in Eq. (6). (b) An example of a graph, where each vertex indicates the microscopic states i,/, . .

Ian_an—ll

OO O

. such as the basis of the

Hilbert space. (¢) Another example of a graph, which is one dimensional and has edges £ = {(1,2),...,(n,n+1),...,(N — 1,N)}.
We are interested in a situation where the observable 4 is smooth on a graph, i.e., |a, — a,,| with (n,m) € £ are much smaller than the

maximum range of 4, denoted by D,.

of the Lipschitz constant. To describe it, we introduce the
notation

15)

[VAlloo := max |a, — an|.
n~m

Similarly, we can write the first factor on the right-hand
side of inequality (10) with the graph Laplacian known
in graph theory [83], which is analogous to the Laplacian
for continuous functions (see Appendix B for details). To
describe it, we define

ATVAY = 5 Y~ an s (1)

n~m

where Vrz is the graph Laplacian matrix for a graph
weighted by r,,,,,, whose elements are given by

(vf)nm = —Fum + 8nm Z Vom - (17)

' (~4m)

Note that 4 is regarded as a vector whose elements are a,,.
With such notation, inequalities (10) and (11) are simply
written as

ATV24 J?

and

[(4)]

IA

1
SIVAlloo 3 1l (19)

n~y m

B. Speed limit for other quantities

We can obtain similar speed limits for other quanti-
ties not written as the expectation value of an observable.

For example, the general scalar function of the probability
distribution written as F'(p) has the set of speed limits

. AF)TV2(OF J?
i< | [ORTV2OR] 5~ T o)
2 Vom
n~apm
and
. 1
FI < SIV@F oo Y Wl @1

where dF(p) = (0F /dpy,...,dF /dp)y))". Taking F =
>, @nPn leads to inequalities (18) and (19).

The general result is useful when we consider the speed
limit of the entropylike quantity

__ Pr
S(p,X) = ;pn In 7 (22)

where X = {X,} is independent of p and . When we take
X = p™', where p™' is some reference probability distribu-
tion, S(p,X) reduces to the Kullback-Leibler divergence
—D(p||p™), which quantifies the difference between the
two probability distributions [84]. Instead, if we take X, as
the dimension of the subspace n, S(p,X) reduces to the
observational entropy S (5), which is the promising can-
didate for entropy in isolated quantum systems [85]. In this
case, we find the speed limit, e.g.,

: 1 X
|S| == Zrnm(lnp
2 PmXn

2
n Jnm 2
) 1> :|—|. (23)
n~m n~m rnm

Moreover, as detailed in the following sections, the
speed of more nontrivial quantities, such as macro-
scopic quantum coherence and variance of observables, is
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bounded by a similar quantity. For example, let us consider
a variance of A4,

1
V[A] = A4* = (4% — (4)* = 3 %(an — @) PuDm-
(24)

Using inequality (20), we have

VI4]| < % D (@ — an)?(@n + am — 2(A4)*Fum

n~y m

VAl
<! 2” D (@n+ ap — 204) 1
n~ym
Jnm 2
« Lo (25)

meaning that the speed of the variance is also bounded
using the gradient of the observable.

C. Limit for the transition time

Next, we discuss how our approach also enables us to
bound the timescales for transition processes. Let us con-
sider a situation for which the expectation value of an
observable 4 changes from Aj,; at t = 0 to Ag, at t = T.
Since |Agn — Aini| < fOT dt|(A(#))|, we readily have a lower
bound for the transition time

. |4 fin — A
[(4)]

T : (26)

which can be evaluated with inequalities (18) and (19),
where @ = (1/7) fOT dte denotes the temporal average. We
also obtain a better lower limit by noting that Ag, — Ay =
—(T/2) Z(n,m) ce, (@ — an)Jmn, from which we have

Afin — Aini
T> | fin n| (27)

ATV Y T S

and

- 2|Afin — Ainil
T IVl 3 ]

(28)

These inequalities are useful when |Ag, — Ajn;| 1s much
larger than [AV?4] or ||VA|s. For example, let us
again consider a one-dimensional graph 1,...,N € V and

(n,n+1)e & (1 <n<N —1).Fora, = n, by choosing
A = 1 and 4g, = N, we have [from inequality (28)] 7 >
2(N — 1)/Zn~Am |Jun|. Assuming that Z(n,m)EEA [ S| =
O(T7) (y = 0), we have a proper macroscopic timescale
T > ON'1=1) Note that y =0 and y = 1/2 corre-
spond to the ballistic and diffusive timescales, respectively
[86]. We note that this macroscopic timescale cannot be
attained by the speed limit similar to inequality (13), i.e.,

21 Asn — Ain
> 2 = Auil (29)

N DA anv |pn|

Indeed, if we consider the above example for this inequal-
ity, the right-hand side is O(1) when }_,_,, |p,| = O(1),
which is quite loose.

D. Continuous case

We can consider a similar speed limit for continuous
systems as that obtained for the discrete graph. To see this,
let us consider the continuous system whose space coordi-
nate is denoted by x. We consider time evolution for the
probability distribution P(X, f), which obeys the continuity
equation

dP(x,1)
dt

We assume that J(x) becomes zero for [x| — 0. Using inte-
gration by parts, the instantaneous speed limit for (4(f)) =
[ dxP(x,1)A(x) reads

)] < \/ f dxr(x)[w(x)]z\/ f PALL TG
)

for r(x) > 0 and

= V- J(x,0. (30)

() | < max | VAR / R )

which are the continuous versions of inequalities (10) and
(11). Note that this is generalized to arbitrary functions
written as F = F[P(x,1)], where VA(x) is replaced by
V(8F /5P). We also note that, while Ref. [71] uses inequal-
ity (31) for specific r(x) in the classical Fokker-Planck
equation, we consider more general systems, including,
e.g., a system obeying the nonlinear Schrédinger equation
(see Sec. I1II).

Moreover, when we consider a situation where the
expectation value of the observable 4 changes from Ajp;
att = 0 to Ag, at £ = T, we have the relation [cf. inequality

(28)]
g — | < max [VA()| / K@ (33)

Here, we note that max |VA(x)| is the Lipschitz constant
for a differentiable function 4(x).
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We note that inequality (33) is closely tied to the
order-one Wasserstein distance. The Wasserstein distance
plays a crucial role in characterizing the distance between
two probability distributions P(x) and Q(x) by taking
account of the underlying geometric structure, such as the
Euclidean distance between x and y (see Appendix A for
the definition).

As shown in Appendix A, in one dimension, we can
show that the order-one Wasserstein distance with respect
to the Euclidean distance |x — y| becomes

Wi[P(0), P(D)] = T/dXIj(X)I, (34)

where we have assumed that J(—oo) = 0. Thus, combined
with inequality (33), we have
[Afin — Aini| < max [3:A(x)| W1[P(0), P(T)]. (35)

Thus, in this case, our approach to derive the speed limit is
directly connected to the optimal transport problem.

III. UNITARY QUANTUM DYNAMICS: THEORY

In this section, we apply the general formalism obtained
in the previous section to unitary quantum systems. We
introduce the decomposition of the Hilbert space for gen-
eral quantum many-body systems with discrete states and
show several speed limits for certain observables. In par-
ticular, by bounding the probability current from above,
we show that the speed limit is bounded using the expec-
tation value Ey,,s of the transition Hamiltonian, which is
a standard observable. Interestingly, the speed limit can be
tighter when the magnitude of Ey., increases because of
the suppression of the quantum phase difference. This intu-
itively means the novel trade-off relation between time and
the quantum phase difference, instead of the trade-off rela-
tion between time and energy fluctuation by Mandelstamm
and Tamm. We also show that, beyond expectation val-
ues, we can bound the speed of the change of entropy and
macroscopic quantum coherence. Furthermore, we discuss
the case for continuous systems and elucidate the rela-
tion to speed limits for discrete systems. The detailed
derivations of each result are given in Appendices C—F.

A. General setting for discrete quantum systems

Let us consider the von Neumann equation

dp(t)

e —i[H(0), (], (36)

where we set the Planck constant as unity in the following.
We assume that the Hilbert space H is finite dimensional

and decompose it as H = l,ill H.,, and we define P, as

the projection operator onto H,. From the von Neumann
equation, we find a continuity equation for

pa(®) = Tr[p(HP,] (37)
as
dp,
== 0 T, (38)
m(~n)
where

J9(8) = iTt[H O Opn — HOpnp O nm].  (39)

Here, X,,m = IA’,Z)A( f’m for an operator X and (n,m) € &€ if
n # m and ﬁ(t)nm # 0 for any 7.

As discussed in Fig. 3(a), two cases are particularly
important. One is the case where n labels the complete
basis {|x)} (1 <x < dim[H]) of the Hilbert space. In that
case, f’x = |x) {(x|]. The other interesting case is that in
which # labels a position in a one-dimensional graph, i.e.,
E={mn,n+1)|1<n=<N-1}.

B. Speed limit for expectation values of observables

As a first target, we show the speed limit of the expecta-
tion value of an observable given by

A=Y "a,P,. (40)

Following the general derivation in the previous section,
we find that

A ATV24 |2
|<A>|ngL=\/M Z' SR

2 rnm
n~m
and
; IvAl
(D] < Bup = =3 Wi, (42)
n~4m

where 4 = (ay, ..., aM)T is regarded as a vector obtained

from A (subscripts “gL” and “Lip” represent the graph
Laplacian and Lipshitz constant, respectively).

Although the speed limits above contain the sum of the
functions of local probability currents, we find that they
are further bounded from above using more physically
relevant quantities. Indeed, we obtain a hierarchy of the
bounds

A

(4)| < By < B, < By, (43)

where each of the bounds is explained in the follow-
ing. In particular, below we show the importance of the
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expectation value of the transition Hamiltonian defined as

Etrans = < Z Iflnm> (44)

n~m

This quantity is just an expectation value of the globally
defined observable Zn~Am H,,,, unlike anm | S| that
involves information of the local current. We alsg note that,
when & = &4, we have Eyans = Tr[p(H — Y, Hun)]-

First, B, is given by
[ATV2 4]
B, = lzR—”’,/R; —E2. (45)
D

’ﬁm = ”Iflnmuopvpnpm (46)

where

for n ~ m [otherwise 74, = 0] and

Ry =TtV =Y |Hunllop/PuPm (47)

n~4m

are dependent on the probability distribution p (7).

The probability distribution {p,} in R, is in principle
measured in experiments of artificial quantum systems,
such as the quantum-microscope technique in ultracold
atomic systems [72]. Since Ey.ys 18 just a standard expec-
tation value of the observable, the bound in inequality (45)
is accessible in state-of-the-art experiments.

This bound contains nontrivial information. First, the
speed limit becomes tighter when the absolute value of the
expectation value of the transition Hamiltonian is larger,
provided that R, is almost the same. It may sound counter-
intuitive that large energy concerning the transition Hamil-
tonian suppresses the speed for transition. Intuitively, this
is attributed to the fact that, while the difference in quan-
tum phases generates the current, such a phase difference
should be suppressed for large Eians. To be more precise,
the local current J;}, and the local energy Y, concern-
ing the transition Hamiltonian are respectively given by
2ITt] B Eryn 11510 Oy a0 2| T By iy ]1COS By, Where Gy
plays the role of the difference in quantum phases [87].
Thus, if Y, ,, 12Tt SumHyn]| (Which can be bounded by

2R,) is given, the sum of the local current ), |J,] and

energy of the transition Hamiltonian 2Ens = ZnNAm Yum
cannot be large simultaneously (see Fig. 4 and Appendix

C). Note that the correspondence between ‘/Rf, —E2..

and the quantum phase difference becomes more evident
by considering the continuous-space limit (see Sec. III E).

The above discussion indicates the novel trade-off rela-
tion between time and the quantum phase difference: since
a small magnitude of the phase difference (i.e., the large

sum over all edges

o —

y n~,m
2 TtlApl | —> < 2R,

>
>

Y,

nm

—» 2F

trans

Z |Jr‘tlm| < 2\/ sz _Et%ans

n~ym

FIG. 4. Schematic illustration of the trade-off relation between
the current and the expectation value of the transition energy. The
local current |Ji,| and the expectation value of the local tran-
sition Hamiltonian o< Y, cannot be simultaneously large when
2Tt Ay ppn]| is fixed, since |Jih| = 2| Tr[Hym Syn]ISin O, and
Ym = 2|Tr[f],,m Omn]|c0S 0,,, where 6, plays the role of the dif-
ference in quantum phases. Summation over all of the edges n ~ 4
m leads to the trade-off relation between ) |J 201, Etrans, and
R, as detailed in Appendix C.

n~ym

expectation value of transition Hamiltonian) suppresses
the speed, we cannot simultaneously decrease the time
required for transitions and the magnitude of the quan-
tum phase difference. This new trade-off relation takes the
place of the conventional trade-off relation between time
and energy fluctuation in inequalities (1) and (2). In addi-

tion, as discussed in Sec. VIII, the term R127 — E2__ inour

trans
bounds cannot be replaced with AH.
Second, since R, = anm | HymlopPn — anm

[ Humllop(\/Pr — /Pm)?/2, the bound can be tight if the
gradient of the probability distribution (i.e., the difference
between p, and p,,) becomes larger. This is distinct from
typical classical systems, where the speed can increase
when the gradient is larger. The distinction again comes
from the fact that the probability current for unitary time
evolution can arise owing to the gradient of phases instead
of probability distributions.
Next, the bound By is simply given by

BH == ||VA||OOV C%[ - Etzrans’ (48)

where

Cr = max > 1y lop (49)

m(~4n)

is the maximum degree of the graph with edge £, and
weight ||1:Inm||0p. Equation (48) does not explicitly contain
the probability distribution (it appears only through Eians).
Thus, given a Hamiltonian and an observable A, the bound
is readily obtained if the expectation value of the transition
Hamiltonian can be measured.
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We stress that the bounds in Egs. (45) and (48) uni-
versally hold for any isolated quantum system for an
observable given as Eq. (40). As highlighted in Sec. IV,
these bounds indeed turn out to be useful for macroscopic
transitions.

We discuss the conceptual distinction between the
Lieb-Robinson bound [70,88] and our results. The Lieb-
Robinson bound is the speed limit for the information
propagation described by the operator norm of the com-
mutator of /I(t) and l§, where 4 and B are spatially distant.
While the Lieb-Robinson bound provides a bound for gen-
eral operators that may not be restricted to Eq. (40) and
leads to various dynamical constraints [89—96], it only
gives a state-independent maximal velocity and cannot
achieve the equality condition in general. Our speed limit
is state dependent through, e.g., Ey.ns and thus can give a
tighter bound than the Lieb-Robinson bound for an oper-
ator in the form of Eq. (40). Furthermore, our bounds
can achieve the equality condition for some situations, as
discussed in Sec. IV.

We note that we can obtain a completely different type of
inequalities by our approach, i.e., speed limits of accelera-
tion, provided that His independent of time. As shown in

~

Appendix D, we find bounds of the form [(4)| < Q, from

which we have |(4)| < By = fot dt Q. Such bounds B,
become zero for the short-time limit + — 0, which may
sometimes be better than By and B, since they can be
nonzero for ¢t — 0.

C. Speed limit for macroscopic coherence

As represented by inequality (20), the bound is gen-
eralized to quantities that are not written as the standard
expectation value of an observable. Here, we show that a
reasonable speed limit is obtained even for macroscopic
quantum coherence. While we can consider different mea-
sures for coherence [97—101], we introduce the following
measure to describe macroscopic quantum coherence:

C= Y "p@mll (50)

n,mey

for given ¢ > 0 with | X ||, = /Tr[XTX]. While this
measure reduces to (the square of) /,-norm coherence for
" = —8,, + 1, we here assume that ¢"” is a more general
symmetric and positive function of n and m. For exam-
ple, let us consider a single particle on a one-dimensional
lattice and take ¢ = |n — m| (1 < n,m < N), which is
regarded as a distance between n and m [102]. Then, a state
V) = (1) + |12))/«/§ has C = |I; — I,|/2, whose macro-
scopicity is controlled by |/} — I»|. Another state |¢) =

+—1 1k)/~/N has C = (N> — 1)/3N, indicating the exis-
tence of the macroscopic coherence.

Instead, when we take ¢, = (a, — a,,)> and assume
pure states, C essentially reduces to the variance of
the macroscopic observable, i.e., C = 2V[/i] = 2((/12) —
(/1)2). This provides a lower bound on the macroscopic
coherence indicator proposed in Ref. [98] and satisfies
some plausible criteria for macroscopic quantum coher-
ence [99].

For simplicity, we consider pure states p = |¥) (| to
derive the speed limit of macroscopic coherence (we dis-
cuss the generalization to mixed states in Appendix E). In
that case, C =), ,, ¢""p.pm and we can use the frame-
work in inequalitiés (20) and (21). For example, using
inequalities (20) and (21), we have

. Y @ —=h,
|C| =< 2\/ re R - R]Z) _Etzrans (51)
4
and
Cl = 2max (& = &1\ Cly = B (52)

where ¢" := )" ¢""p, and “~,” in the previous subsec-
tion is replaced with “~¢,” defined from the graph

Ee ={m,D | [(n,)) € EINE" # ). (53)

Interestingly, for pure quantum states, the obtained bounds
of macroscopic coherence contain the same factor with
Eians as in the case for the expectation values of observ-
ables.

When ¢ satisfies the triangle inequality, e.g., ¢ =
|n — m|, we can replace & — & above with ¢/, For exam-
ple, we have [from, e.g., inequality (52)]

IC] < B, :=2max |c"|\/R2 — EZ,,
n~cl
=< BH = 21’1’13)} |cnl|\/ C%—I - EtzraHS'

n~c

(54)

The bound in inequality (54) becomes particularly useful
when max,~.; "] « max, /ey |c"!|. Indeed, for the exam-
ple of a particle in the one-dimensional system, C = |/; —
l|/2 itself can be large when |/; — | = O(N), whereas
max,~,; |c"'| = 1 and remains O(N?).
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Instead, we can take ¢, = (a, — a,,)> and obtain the
speed limit for the variance, e.g.,

V4]l < Bear

Y et@n — an(an + ar — 2(4),
Ry

x /R — E?

yZ trans

A

Z"”Cl(a” +a — 2(14))271;1

< VAl R
p

| p2 2
X Rp - Etran57

where we have used inequality (25).
We also note that, applying a similar type of inequal-
ity, we obtain the absolute bound for the square root of

(55)

the variance (i.e., the standard deviation A4 = V[fi]) at
finite times (see Appendix F),
|AA(T) = AA(0)] < |VAIlooy/ Cy — EfansT. - (56)

This means that the graph structure generated by the
Hamiltonian can control even the growth of the standard
deviation of the observable.

D. Speed limit for entropylike quantities

Applying inequality (23) to unitary quantum dynamics,
we can also derive the bound for the entropylike quantity
S(p,X), which is defined in Eq. (22). We have, e.g.,

5 maxy~ IA{ n)(m :
S| < Xpom || nm”op an (1np )
Rp DXy

n~m

x /R2 — E2

yZ trans>

(57)

where we set ¥ =" and use . /puPm < (Pn+pm)/2.
Here, R, and Ey.,s are defined from the graph
£ instead of &;. For X =p™, the first term on
the right-hand side reduces to the square root of
the (discrete version of) Fisher divergence [103],
F@UP™) = Yo 2alN@s/pn) — I RN /2 [see
inequality (66) below for the continuous case].

When we consider the Shannon entropy, S(p) =
Sp,1) =—>),p.Inp,, we have a different type of non-
trivial bound. As shown in Appendix G, we find that

. C
NE= 1/8(—” - 1) R2 — B2y
Rp P

(58)

This is further evaluated by the bound determined from
only the graph structure and the expectation value of the
transition Hamiltonian:

. E?

51:= V3( Co - T, (59)
Cu

It is an interesting future problem to compare our result

with other speed limits for entropies [104], such as the

Bremermann-Bekenstein bound [105,106] for information

transfer.

E. Bound for the continuous case

Before ending this section, let us discuss a speed limit
for continuous systems and its relation to the bound for
discrete systems. For simplicity, we focus here on the
nonlinear Schrédinger equation

2
i %_<_2H_V2+Vext+g|1//|2>Wa (60)
m

ot

where we explicitly write the Planck constant in this
subsection. This equation can describe, e.g., the Gross-
Pitaevskii equation [107] for Bose-Einstein condensates by
imposing the normalization condition f ax|y x)|> =M,
where M is the number of bosons. In the following, we
instead assume that f dx|y (x)|? = 1 without loss of gen-
erality, which makes it easier to directly compare with the
discussion in the previous subsections.
In this model, the quantum current is given by

h
j= 2l—m (1//V1/,* —YrVY) =YX, HPv = pv. (61)

where p = |y|>. This satisfies the continuity equation
3|y |>/dt+ V - j = 0. Then, assuming that j(x) — 0 for
|x] — oo, the expectation value of an on-site observable
A(x) has the speed limit

= ‘ / dxV4 - j‘

< / dxp| VAP 2E . (62)

‘d%fdxA(X)lw(x,t)lz

Here, we have introduced the kinetic energy

2 Vo |*h?
B = [P~ [ 2T

o2 (63)
and the quantum phase 6 of the state (or the condensate),
which satisfies VO = mv/h. Inequality (62) indicates that
the speed should be small when the magnitude of the quan-
tum phase difference is small, which represents the trade-
off relation between transition time and the quantum phase
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difference. We also note that Eyi, = [ dx(h?/2m)|Vi|? —
fdx(h2/8m),0(V In p)?, where the second term is called
the quantum pressure [107] in atomic physics, which is
also proportional to (one of the definitions of) the clas-
sical Fisher information [59] known in statistics. As far
as we know, the quantum speed limit for the nonlinear
Schrodinger equation in the form of inequality (62) has
never been mentioned before.

We can also find the speed limits of the variance and the
entropylike quantities as in inequalities (56) and (57). For
example, the variance of 4 satisfies

dV[A
‘ i ]‘ < VAl VA 2E,  (64)
which leads to
\AA(T) — AAO)] < |VAlv2EmT.  (65)

In addition, the Kullback-Leibler divergence between
p(x, 1) and o (x) has the speed limit

= Vf(,OHO’ V2Ek1na

where  F(pllo) := [ dxp(x)|V In p(x)
the Fisher divergence [103].

Notably, for a simple case, this speed limit corresponds
to the continuous version of B, for a discrete nonlin-
ear Schrodinger equation. To see this, let us focus on
the following equation of motion for a one-dimensional
system:

d
i% = Kt + Vi) + W+ 2.

‘— dxp(x, 1) ln il (66)

—Vho®)|* is

(67)

In this case, we have Egyans = ), KW/ Vim1 + ) yn)
and ||H,,,,,||op = K. Inserting y; = ﬁe’pl and taking the
continuous limit, we have (neglecting the boundary term)

Eans = K Y _{p1+ pr1t = (Vo1 = /Pi-1)*} cos (0 — 0,-1)
1

3.0)?
N 2K—Ka2/dxp(8x9)2—l(a2/dx( 4p) ,
0
(68)
9, 0)>
R, — 2K — Ka /dx( 2 (69)
E2
R, — ;a_ — 2Ka® / dxp(8:0)?, (70)
D

and

2[4TV% 4] — 2Kd? / dx(3:4)*p. (71)

Here, a is the lattice constant for the discrete system,
and we take the leading order of a. Consequently, the
transition-energy bound in Eq. (45) becomes

< 2Kd® //dxplaxAIZ\/ 2Exin,

(72)

d 2
‘d—l/dxA(X)Iw(x, Dl

which is equivalent to inequality (62) by setting K =
h/2ma’.

The comparison between the continuous and discrete
systems also clarifies the close relationship between R, and
the Fisher information. In fact, if ||I:I,1m||Op is constant for
all n and m, R, involves the negative sign of the discrete
version of the Fisher information [see Eq. (69) for the con-
tinuous counterpart]. As a more rigorous statement, in this
simple case, we can show that

an__Z(\/p_n «/p_m)

n~m

(73)
”Hnm ||0p

n~gm

where the second term becomes proportional to the Fisher
information when we take the continuous limit.

IV. UNITARY QUANTUM DYNAMICS: EXAMPLE
A. Single-particle system

As a first example for our quantum speed limits, let us
consider a single-particle system on a one-dimensional dis-
crete lattice with length L, which obeys the Schrédinger
equation

;A
dt
where K is the hopping energy and W; is a potential.

Assuming the open boundary condition, we can write the
corresponding Hamiltonian as

= —KW—1 + Vi) + Wi, (74)

~

-1

L
K@, &+ He) + ) Wiy,
1 =1

=
I

(75)

where a; is the annihilation operator of a particle at
site / and n; = &;r&l is the number operator. We define
the subspace n as the label for the physical sites mea-
sured from the left, for which we have N = L. In this
case, we have Jf,_l = —J,q_u = —iKWjim1 — ¥ W)

and Eyans = Y- K ¥ + 97,0 = E = 3 pi.
We also have R, =2K )", ./pipir1 and Cy = 2K. As an
observable, let us consider the average position

&:Zzﬁ,:Zzﬁ,
/ l

here. In this case, we have ||Vx||oo = 1 and [xTprx] =
R, /2.

(76)
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Figures 5(a)-5(c) show time evolutions of (fc) and our
speed limits for several initial states (see Fig. 6), i.e.,

Y1) = aj vac) , (77)
V) = aj 4 |vac) (78)
and
L)2
¥3) = WZa [vac) , (79)

where |vac) denotes the vacuum state. Here, |Eyans| for
[r3) is larger than those for |/) and |v/;). As shown in the
figure, we find that each of the bounds By, B,, and By
in Egs. (42), (45), and (48) provides a physically mean-
ingful bound, which is proportional to the gradient of the
quantity and is O(1) with respect to L and ¢. We note that
Bri, = B, for the initial states |v) and |1/,) when we set
W; = 0. Remarkably, these two bounds also become equal
to the speed of (x) for short times (¢ < 2) from |v/;) [see the
right panel of Fig. 5(a)], meaning that the inequalities for
Brip and B, satisfy the equality condition for appropriate
situations (see Appendix H for details).

Several remarks are in order. First, the obtained bounds
are much tighter than the conventional bound Bygr in
Eq. (2), where Ax diverges as o t for |i;) [inset of the

(a)

15

1.0

0.5

0.0

right panel of Fig. 5(a)], o ¢ for |¥»), and o< L for [i3)
(data not shown) [108]. Second, as demonstrated in the
result for | ), the bounds BLip and BB, can even capture the

nonmonotonic behavior of |{(x)| (see, e.g., t ~ 50). Third,
as shown in Fig. 5(c), the speed of the observable for [i/3)
becomes typically much smaller than those for |y) and
[v2) because of large Eiqns, Which is correctly captured by
our speed limits.

Next, we discuss the speed limit for macroscopic coher-
ence. For this purpose, we first consider the measure

C=> 11="Tllpwl* =Y _1I-Ippr.

L L

(80)

Figures 5(d)-5(f) show time evolutions of |C | and our
speed limits for the different initial states. Here, B and By
are defined in inequalities (54), and we have also defined
another bound

Brip =2max "] Y |J4,
n~cm

n~cm

81

As demonstrated in the figure, we again find that each
bound provides a physically meaningful bound, which is
proportional to the quantities characterizing the gradient
and does not diverge with L and 7. Note that the speed
limits for C are just twice as large as those for (x) in the
present case, since || Vx|loo = max,~.m [c™"| = 1.

0.0
0 50 100 150 200 2 4 6 8 10

t t
@

4 = 4

3 3

2 2

° 0 50 100 150 200 0 2 4 6 8 10
t t

FIG. 5. (a)~Hc) Speed of the position,

t t
(e) U]
¢ 20
3
15
5 _
10 ?U“
! 05 r“*" oupprirapiNp A
0 t:
o S 100 150 200 00lf = — zwt
t

()@) (black), and the speed limits for the initial states (a) [1;) (the right panel shows the short-

time regime), (b) [¥2), and (c) |y3) in a single-particle system. The bounds are given by B, in Eq. (42) (blue), B, in Eq. (45) (red),
and By in Eq. (48) (green). In the inset of the right panel of (a), we also show the bound Byg based on the uncertainty relation in Eq.
(2) (gray). Our bounds are not divergent with L and ¢ even for long times and become much tighter than Byg. Furthermore, the bounds
typically become tighter in (c) than in (a) and (b), since Eyans is larger. We note that the data for By, and B, overlap for (a) and (b).
(d)~(f) Speed of the macroscopic coherence measure |C| defined in Eq. (80) (black) and the speed limits for the initial states (d) |y;)
(the right panel is for short times), (e) |¥,), and (f) |¥3). The bounds are given by BLlp in Eq. (81) (blue), and B (red) and BH (green)
in Eq. (54). We again find that each speed limit provides a physically reasonable bound, which does not dlverge with L and 7. We use
K=1,W,=0,L=100,and M = 1.
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) VNN
) V'V
|W3)I:::::?AAAAA,I

FIG. 6. Three initial states for a single-particle system: |y/;)
in Eq. (77), |¥») in Eq. (78), and |y3) in Eq. (79) with L = 12.
The state |y3) has a larger expectation value of the transition
Hamiltonian than [v) and [v;).

As another indicator of macroscopic coherence, we can
consider the variance for X, V[x]. In Fig. 7, we show the
speed of the variance of %, i.e., [V[x]|, and the speed limit
Byar in inequality (55) for the initial states |y,) and |y3).
We find that the speed limit (i) can provide an excel-
lent bound even for the variance speed [especially for
t < L/(4-2K) from |y)] and (ii) becomes smaller when
the expectation value of the transition Hamiltonian (rel-
ative to R,) becomes larger, as seen from the result for

[¥3).

B. Many-particle system

Next, we consider a one-dimensional system com-
posed of M hardcore bosons in L lattice sites (M < L/2)
under the open boundary condition, whose Hamiltonian is
described by

L—1 L—1 L
H=— ZK(CAZLICAZZ +H.c) + Z Vﬁ]ﬁprl + Z Win,,
=1 =1 =1

(82)

AV ekttt

0 50 100 150 200

t t

FIG. 7. The speed of the macroscopic coherence measured by
the variance of X, |V[X]|, and the speed limit B,,, in inequality
(55) for the initial states (a) |1/,) and (b) |yr3) for a single-particle
system. The speed limit can provide a good bound, especially for
t S L/(4-2K) from |vr,) [see (a)]. Moreover, it becomes smaller
when the expectation value of the transition Hamiltonian (rela-
tive to R, ) becomes larger [see (b)]. Weuse K = 1, W, =0,L =
100, and M = 1.

where a; denotes the annihilation operator of a hardcore
boson at site / and 1; = &_;&;. In the following, we consider
that each H,, is the one-dimensional space describing the
(many-body) Fock state |i) (i=1,...,dim[H]). Trans-
port experiments of such multiple-particle systems are
realized in cold atomic systems [109,110].

As a quantity of interest, we first consider the sum of the
positions of M particles:

X =) ly=> XP (83)
l i

Here X; =), 1l is the sum of the particle posi-
tions /;1,...,5ip for the Fock basis |i). Under this
setup, we have Eyans = — f;ll K(a; a;+H.c)), R, =
2K Zi~j VPipj>and Cy = 2MK. We also have | VX |0 =
1 and [XTprX] = R, /2. Figure 8 shows the example of
the graph £ (= Ex) generated by the many-body Hamilto-
nian for L = 6 and M = 2. .

Figures 9(a), 9(b) show time evolutions of (X) and our
speed limits for different initial states, i.e.,

W) =&l ---al, |vac) (84)
and
IM\(L/2 — M)! A
|W3) = —(L/Z)' Z a;rl ---ajM |vac),
’ I<iy<--<iy<L/2
(85)

which reduce to [i;) and [y3) for M = 1, respectively.
Note that |\W3) has larger | Eians| than [V ). From the figure,

A AVA AVAVAVARE = 4
7\

\ NN\ A AVAVA AVAVA

A\VA AVA /AVAVA AL AVAVAVA AV4

VNN ; e X = 11

FIG. 8. An example of the graph £ (or, equivalently, £x) for
the system with many hardcore bosons in Eq. (82). We can cal-
culate X; for each Fock state |i). We have ||[VX | =1 and
Cy = 2MK. The case with L = 6 and M = 2 is shown.
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(a B, (d)

o R N W B U o

(bZO S (ezo

FIG. 9. Verification of the speed limits for systems with mul-
tiple hardcore bosons from the initial state (a),(c),(e) |W;) or
(b),(d),(D) [W3). (a),(b) Speed of the sum of the positions of the
particles, (X') (black), and the speed limits given by Buip in Eq.
(42) (blue), B, in Eq. (45) (red), and By in Eq. (48) (green).
We find that our speed limits are valid even for many-body
systems. (c),(d) Speed of the position of the rightmost parti-
cle, (1) (black), and our speed limits. Remarkably, the bounds
Buip and B can provide good bounds for ¢ < 12 from |¥,), for
which |({i)| exhibits nonmonotonic behavior. (¢),(f) Speed of the
macroscopic coherence |C| (black) and the speed limits given by
BLip in Eq. (81) (blue), and Bp (red) and By (green) in Eq. (54).
Weuse K =1,V=0.1,W;,=0,L =24, and M = 3.

we find that our speed limits are valid even for many-body
systems. In particular, (i) they do not show unbounded
increase with ¢, (ii) Bri, and B, provide good bounds for
short times from |W;), and (iii) the expectation value of the
transition Hamiltonian again suppresses the bound [com-
pare (a) and (b)]. For (i), we also note that the bounds
are independent of L and approximately proportional to M
(data not shown). This means that the speed of the aver-
age position ()A( )/M becomes O(M?), which is natural for
locally interacting systems.

Next, we consider the position of the rightmost particle
as another observable of interest:

= Zlnz 1_[ (1—’11/)—ZM1 ; (36)

=H+1

with u; = max,, /;,, the maximum position of the parti-
cle for a given Fock state |i). Note that we cannot write
this observable as a sum of local observables. In this case,
we have Etrans = Zzw w Hl] =2K Zw W \/7’ and
Cy = 2K. We also have ||vu||oo =1 and [u'Viu]=
R, /2.

Figures 9(c) and 9(d) show time evolutions of (/1) and
our speed limits for W) and |W3). We find that our speed
limits are valid for this nonlocal observable. Remarkably,
the bounds Bij, and B, can provide good bounds for
W) and ¢ < 12, for which |{fi)| exhibits nonmonotonic
behavior.

Finally, we discuss the speed limit for the macroscopic
coherence, which we choose as

|pl] —Z lem_

m=1

PiDj -

li,m - ] m

87

This reduces to Eq. (80) for m = 1. Figures 9(e) and 9(f)
show time evolutions of |C| and our speed limits for |¥;)
and |\W3). In this case, the bounds Bp and By defined in Eq.
(54) and l”;’LiP deﬁned in Eq. (81) are twice as large as B3,

By, and By, for (X ) We find that these speed limits indeed
bound the speed of coherence. Except for very short times
from |W;), the bounds do not seem to be tight enough for
this case; it remains as future work to investigate whether
a tighter universal speed limit for coherence exists.

While we have considered systems with hardcore
bosons for simplicity, we stress that our speed limits can
lead to valuable bounds for interacting fermionic and
bosonic systems, such as the Fermi- and Bose-Hubbard
models. It is easy to confirm this fact for spinless fermions
since the graph’s structure describing the Hamiltonian is
similar to the case for the hardcore bosons. For (standard)
bosons, the situation becomes more complicated since the
local transition strength can diverge as max;; |[H;;| ~ M;
because of this, studies to find (state-independent) maxi-
mal speeds beyond the conventional Lieb-Robinson bound
have recently been active for bosonic systems [111-114].
In our case, this divergence does not cause much harm,
especially when we consider the speed of the average
position of atoms, AA’/M. To see this, let my;,...,my;
be the number of particles at sites 1,...,L for state
li). Then, M = Y i my; and Cy = max; 3, |Hy| ~

K max; Y \/myg(mpy; + 1) + /myg(mio;+ 1), Thus,

(X /M) is bounded by the factor V(Crr/M)? — (Exin/M)2,
which does not grow with M [115].

C. Many-body spin system

Next, we consider an interacting quantum many-body
spin system in one dimension with system size L [see
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Fig. 10(a)] whose Hamiltonian reads

L1

7 _ AX AXAX AV AY AZAZ

H = hoy + E Jojoj +Joj 0y, +J.0707,. (88)
I=1

We note that the interaction terms do not change the total
magnetization

oL
Z Py, (89)

while the transverse magnetic field 467 does. Here, we

consider that each H, is the one-dimensional space

describing the (many-body) computational state |i) (i =
., dim[H] = 2b).

As an observable of interest, we consider M itself. In
this case, we have Eyans = 1 (67), R, = 2h Zi~Mj DiD;
Cy =h, |[VM|lw = 2, and [MTV2M] = 2R,. As initial
states, we take

||
T Mh

121) = @) 1), (90)

and

1 L
b)) = — 91
|D,) ﬁ<|¢>1+|¢>1>®<<§|¢>,), 1)

where [1); (]!);) is the eigenstate of 67 with eigenvalue
+1 (—1). Since <M (0)) ~ L for both of the initial states,
a macroscopic transition of the magnetization occurs when
the system undergoes a unitary time evolution. .
Figures 10(b) and 10(c) show time evolutions of |(M)|

and our speed limits for |®;) and |®;,). We can see that
our speed limits By, B,, and By are verified even for

(a) (b) Bu (C)

the many-body spin system. In particular, these speed lim-
its can qualitatively capture (part of) the oscillations of

|(M )| and provide a good bound for some times [such as
t~pr/2(p =1,2,...) for Brj and B, from |®;)].

We note that, in this specific Hamiltonian and
observable, we can also consider a modified ver-
sion of the conventional bound in Eq. (2). Namely,

since |(M)| = [([H,M])| = |([h67,67])|, we can consider
Bir :=2,/V[h67]V[67]. As shown in Figs. 10(a) and

10(b), this indeed gives a bound for |(M )|. In this specific
case, we can show that B{;z < Bp. On the other hand, our
speed limits based on the local conservation law of prob-
ability (such as By ;,) have some advantages over B, for
the following reasons. First, the possibility of the reduc-
tion of H, M — héy, 67 relies on the specific observable
and the Hamiltonian, and it is difficult to obtain appropriate
B{x for general settings. Second, our method can be used
for obtaining speed limits for, e.g., macroscopic coherence
(see the next paragraph), going beyond the bound Bj.

Third, even when we focus on the bound on |(M ), we
numerically find that Bi;, and B, provide better bounds
than By.

To discuss the coherence structure of the dynamics, we
next consider the variance of the macroscopic magneti-
zation difference V[M] = C/2 with ¢/ = (m; —m;)? in
Eq. (50). Note that V[M] = O(L?) when the state is a
macroscopically superposed (cat) state [98], such as the
Greenberger-Horne-Zeilinger (GHZ) state,

1
[@3) = —=(11 -+

which satisfies V[M ]=L? In contrast, noncat states
possess O(L7) (0 <z < 2), such as the equally super-

NN, 92)

20
Transverse field

/U}U i -

0.5

0.0

posed state (1/+/d)3Y ;1) with V[M]=L and the
computational-basis states with V[M 1=0.
(d)
60 er
& ||

FIG. 10.

entire spins and the transverse magnetic field only at the first site. (b),(c) Speed of the magnetization, (M)

2 4 6 8 10
t

(a) Schematic figure of the many-body spin system in Eq. (88). The spins consist of the spin-conserving interaction for the

(black), and the speed limits

from the initial states (b) |®) and (c) |®,). The bounds are given by By, (blue), B, (red), By (green), and B{j; (gray). The speed limits

can qualitatively capture (part of) the oscillations of | (M

)| and provide nice bounds for certain times, suchast >~ p7/2 (p = 1,2,...)

for Bii, and B, from |®;). Note that some of the curves are almost overlapped (Bpi, > B, for |®;) and By >~ B{ for |®,)). (d) Time
evolution of the macroscopic coherence measured by the variance V[#/] (black) and its bound By (red) from the GHZ state |®3). We

find that the bound works well especially for t >~ pr/2 (p = 1,2,..

and 4 = 1 for all of the calculations.

.). We consider the case with L = 10,J, =J, = 0.1,J. = 0.05,
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Figure 10(d) shows a time evolution of the variance
from the GHZ state |®3). We find that the speed limit
B.ar in Eq. (55) works well for V[M], especially at 7~
pr/2 (p = 1,2,...). We also note that our inequality (56)
enables us to obtain a rigorous lower bound of the time 7T
for a cat state to relax to a noncat state (or vice versa) via
the unitary time evolution

_WVEIe]- Vol _ ow

2 2
IVM llooy/ Cr — Egtans

which is extensive with respect to the system size.

. (93)

V. CLASSICAL MARKOVIAN SYSTEMS AND THE
IRREVERSIBILITY BOUND

In this section we turn our attention toward classical
Markovian systems and show that the irreversible entropy
production bounds macroscopic transition speed. Entropy
production has recently been found to play an impor-
tant role [41,58,71,73—79,116—124] for thermodynamic
bounds, e.g., certain speed limits and the thermodynamic
uncertainty relation. We here show a similar useful speed
limit for macroscopic transitions at any coarse-grained
level by applying our general method in Sec. II. Our bound
can be qualitatively better for macroscopic transitions than
that proposed in Ref. [41]. Furthermore, we newly derive
a modified classical speed limit based on the Hatano-Sasa
entropy production rate [80], which works well for long
times even when the detailed balance condition is not
satisfied.

A. General setting for discrete systems

We introduce a finite-dimensional state space S and
consider the Markovian equation

dpy
=2 Wans, (94)
y

where x,y € S, p is the classical probability distribution,
and W,, is the transition rate matrix satisfying W,, > 0
forx #yand) W, =0.

We arbitrarily decompose S as S = @, S, and define
the coarse-grained probability

=D p (95)

xXeS;,

as well as the coarse-grained transition rate matrix

Zvesm vapy
W =y —t—— (96)
XES, Zyesm py

Then, the original master equation becomes the coarse-
grained one [125],

dpn
-~ j{jt&zmpm- 3 T ©7)
m(~n)
where
J;m = _anpm + Wmnpna (98)

and the graph & is defined as & = {(n,m)| (n #
m) and (W, # 0 or W,,, # 0)}. We note that W depends
on p (¢) in general and that ), W,,, = 0.

B. Bound for macroscopic observables

We consider a macroscopic observable that is given by
A=Y "ap. (99)

Usmg the general method introduced in Sec. II, we obtain
=—3 anm (an — apy)J;,, and inequalities such as

e V4l .
(A)] < Bl == ) Wl

n~4m

(100)

1. Standard entropy production bound

Let us first consider a bound based on the standard
entropy production rate. For simplicity, we start from the
case where the system is attached to a single heat bath at
temperature S~ and VV satisfies the detailed balance con-
dition, i.e., Wy, /Wyx = e PEE) where E, is the energy
of state x. Denoting the Shannon entropy of p as S(p),
we can write down the entropy production rate of system

E = S(p'c) + Zx;ey yxiox,B(E Ey) as [126]
. Wiy, 0
=) W,p, In —. 101
; wh) Wyxpx ( )

Similarly, we can define the following entropy production
rate defined from the coarse-grained Markovian dynamics
[125]:

anpm
Wmnpn .

2.:CG = Z anpm In

n~ m

(102)

This quantity is smaller than the bare entropy produc-
tion rate, i.e., Xcg < X, which is shown via the log-sum
inequality (see Appendix I).

Now, as proven in Appendix I, we find the follow-
ing bounds for the instantaneous speed of the expectation
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value of 4:
f | Ace®
1(A)] <] =€ < |VA|| o A%fﬁ (103)
and
. A%
)] < IVAlloey| 5 (104)

Here®4 =), . (a, — ) WmpPm is the second moment
of the transition speed of 4 and we define

ACG = Z an

n~m

(105)

as the dynamical activity of the coarse-grained equation.
Note that Acg < A=), W, where A is the bare
dynamical activity [41]. The proof of inequality (103) fol-
lows by taking 7, = Wumpm + Wampn (note that ®4 =
[4TV24]) and using the inequalities introduced in Refs.
[41,75]. This inequality can also be obtained from the
short-time version of the thermodynamic uncertainty rela-
tion [127]. It explicitly shows that the entropy production
rate can provide a useful bound for macroscopic sys-
tems because of the factor ||VA|, which is concretely
illustrated in Sec. VI.

We can use the instantaneous speed limit obtained
above as the bound for the relaxation time. Integrating the
inequality (104) from time 0 to 7, we obtain

20(A) (1) — (A) ()
IVAIZAS

(106)

where we define the total entropy production ¥ = fOT ary,
which is equal to D[p(0)||p%] — D[p(#)||p5%] for time
independent W [128].

We note that the above inequalities can be much
tighter than proposed in Ref. [41]. Indeed, the refer-
ence considers the speed limit for total variation distance,
from which we obtain |(4)| < [|[4cV2AS and T >
[1{4) () — (4)(0)]*]/(2]|4]|%,.AZ). For observables satis-
fying ||VA||°O « ||4lls0, Which often appears for macro-
scopic transitions (see Sec. VI), inequalities (104) and
(106) become considerably better than those in Ref. [41].

The speed limits are obtained even for the entropy
production rate itself. Indeed, as detailed in Appendix
I, we have Scg < Oy /2, where Oy = Y nem WampPm{In
[WympPm/ Wonpn)1}?. Using this, one obtains

NASHCH

) = —

(107)

While the above discussion has been done for the single
heat bath, we can consider the case with multiple heat

baths labeled by v with temperatures B, !. In this case,
Wy = Z W“ and we can assume the local detailed bal-

ance condition, WX”) /Wy, = e PEE) for any v and x #
y. Then, we can introduce " and 2(”:G by replacing W,,
with W in Egs. (101) and (102) (note the implicit depen-
dence of ¥ on W). Redefining ¥ and Scgby X =Y XV
and Ycg = >, EEG, we can reproduce the above bounds,
inequalities (103), (104), (106), and (107), which are based
on the entropy production rate. We also note that inequal-
ities (103), (104), (106), and (107) still hold for general
Markovian dynamics even without the local detailed bal-
ance condition by defining ¥ and ¥¢g through Eqgs. (101)
and (102), although ¥ and X g may no longer be identified
as the physical entropy production in this case.

2. Hatano-Sasa entropy production bound

While the above bounds based on the standard entropy
production rate are useful under the detailed balance con-
dition, they may not provide tight bounds for long times
without this condition. This is because of the possible exis-
tence of a stationary current, which leads to the nonzero
entropy production rate.

Here, we show that a modified speed of the transition of
an observable is bounded using the Hatano-Sasa entropy
production [80], which is the entropy production where
the entropy generated by the stationary dissipation is sub-
tracted. Assuming that the instantaneous stationary state

S8 of W() is unique, the Hatano-Sasa entropy production
rate for general Markovian systems is given by

ny (0 py (1)

Wy (6) py (#) In (108)
;; T WL e
where
o W (0p(0)
Wix(0) = S0 (109)

is the generator of the dual process [41]. The important
property of 1S s that it vanishes for the stationary state
unlike 3. In addition, 1S = —dD[p(#)|p58]/dt for time
independent V. To derive general inequalities, we also
introduce the coarse-grained version of %15,

Wom (Opm (1)
$HS _ W (Op e (£) In 222 110
cc ;; OO op Y
where Wmn(l) - nm(t)pms(t)/pss(t)
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Now, to derive a speed limit, we note that

DPn

SS”?
n

—J = — WP — JESS (111)

nmpm

where

Jc,SS = _VVnmpn%s + Vanpnss

mn

(112)

is the stationary probability current. From this, we have

My ==2 Y (@ —anliBg
(n,m)e&C D

1 -
+ 5 Z (an — am) Wumpm — Wonpn).  (113)

(n,m)e&€
Then, introducing

1 P Pm
Vy=—= anJSS | e + ),
4 2 Z -’ mn <pss PSS

(n,m)e&C n

(114)

we have

] @AEHS ACGE':HS
|<A>—VA|5,/TCGS||VA||OO TCG, (115)

where ©, = max[ZnNAm(a,, — ap)* WP, Zn~Am(‘1n —
2

am)

W.mbm)- As a special case, we have the non-coarse-grained

version of the inequality,

_AE':HS

(A) — V4| < IVA] 5

(116)

We can regard the (modified) speed limits in inequalities
(115) and (116) as bounds for the speed where the contri-
bution of the background current is subtracted. In fact, in
the stationary state, V4 becomes a stationary current for 4.
Since the right-hand side of inequality (116) becomes zero
for the stationary state, the inequality can be much tighter
than the bound using the standard entropy production rate
if the detailed balance condition is absent.

VI. CLASSICAL DYNAMICS: EXAMPLE

In this section, we discuss concrete examples of the
classical speed limits discussed in the previous section.
Specifically, we consider the symmetric and asymmet-
ric simple exclusion processes [129] to demonstrate the
usefulness of the bound [see Fig. 11(a)]. The generator

describing these dynamics can be written in the operator
form as

L
W =" ably b+ (1 = @b| iy + iy — iy, (117)
=1

where b; is the annihilation operator of a hardcore particle
at site / and 77; = l;;ri)] is the number operator of the particle
at site /. We here employ the periodic boundary condition
with particle number M and take even L. When ¢ = 0.5
(g # 0.5), the dynamics becomes the symmetric (asym-
metric) simple exclusion process. In this model, while the
stationary current exists only for g # 0.5, the stationary
state is the uniform state p55 = 1/dim[S] irrespective of
g. Consequently, 3 in Eq. (101) becomes equivalent to the
rate of the Shannon entropy S only for ¢ = 0.5 and Zys in
Eq. (108) becomes equal to S for all g.

We first consider an observable describing the sum of
the distances from the first site over all particles:

L
d=) & (118)
=1
with
&§=L/2—|L/2—1+1]|. (119)

If we use the bare (i.e., non-coarse-grained) basis of the
many-body Fock-state basis, parameterized by the num-
ber of particles at each site, we have ||Vd||, = 1. In the
following, we take an initial state as a state for which M
particles reside in sites / = 1,..., M [Fig. 11(a)].

Figure 11(b) shows the speed of (d) for ¢ = 1/2 (sym-
metric simple exclusion process). We find that the speed is
well bounded by the current bound . in inequality (100),
which is further bounded by the entropic bound 5§, in Eq.
(104) and the bound B, in Eq. (107). Note that 55, and B¢,
are almost the same except for early times.

Next, Fig. 11(c) shows the speed of (d) for ¢ = 0.7
(asymmetric simple exclusion process). We find that, while
the bound based on the current works well for short times,
none of the bounds become tight for long times because
of the finite stationary current. In this case, we find that
the bound based on the Hatano-Sasa entropy, BCEHS in Eq.
(116), is useful to evaluate the speed of the transition even
for long times [see Fig. 11(d)].

Let us discuss another observable u, defined as the par-
ticle’s distance farthest from the first site. Namely, for a
given state for which the particles are located at /i, . .., [y,
u takes a value given by

(120)

In contrast with the discussion for d, we here consider the
coarse-grained subspaces 1, ..., L/2, characterized by the

020319-19



RYUSUKE HAMAZAKI PRX QUANTUM 3, 020319 (2022)
(b) (c)
1.50 ] 150
1.25 1:25 Bs ‘..BE;)
_L 100 1.00 -
2 075 075 Bar
0.50 0.50
0.25 0.25 [{d®))|
0.00 0.00
0 20 40 60 80 100 0 20 40 60 80 100
t t
(d) (e)
1.2
1.0 101
0.8 s
0.6 1072
044\ \ .- [{d®) - V,l
..... 107
0.2
0.0 10-7
20 40 60 80 100 0 50 100 150 200 100
t t t

FIG. 11. (a) Schematic illustration for our model, which describes the symmetric and asymmetric hopping models. We consider L
sites and M particles (M = 3 is shown), which hop between neighboring sites at right and left with rates g and 1 — ¢, respectively. We
consider the distance & of particles from the first site in Eq. (119). (b) Speed of the sum of &, |(d(1))| (black), and the speed limits for
the symmetric simple exclusion process (¢ = 0.5). The main and inset panels show results for the long and short times, respectively.
The speed is well bounded by the current bound 5, (blue), which is further bounded by the entropic bound 5§, (red) and the bound
B¢, (green). (c) Speed limits of |(d(£))] for the asymmetric simple exclusion process (¢ = 0.7). While B¢, works well for short times,
none of the bounds become tight for long times due to the stationary current. (d) Modified speed limit of |(d(#)) — V4| (black) for the
asymmetric simple exclusion process (¢ = 0.7). We find that the bound B; Hs (green) is useful to evaluate the speed of the transition
both for (left) short and (right) long times. (e) Speed of the maximum distance, |(£t(¢))| (black), and the speed limits for the symmetric
simple exclusion process (¢ = 0.5). The main and inset panels show results for the long and short times, respectively. As seen from

the almost collapse of the curves, the speed is tightly bounded by the bounds B¢
18 and M = 3 for all the cases.

from the coarse-grained variables. We use L =

value of u (the corresponding graph becomes one dimen-
sional). Figure 11(e) shows the speed of (i) for ¢ = 0.5
and the bounds B, in Eq. (100), BS, in Eq. (103), and B,
in Eq. (107) obtained from the coarse-grained variables.
We see that these bounds give quite tight speed limits for

this observable.

VII. SPEED LIMIT FOR MACROSCOPIC
QUANTUM SYSTEMS WITH MARKOVIAN
DISSIPATION

In this section, we discuss the speed limit for open
quantum systems described the Gorini-Kossakowski-
Sudarshan-Lindblad master equation [81,82]. In this case,
the quantum state obeys

dp .. U B
n

(blue), B, (red), and B, (green), which are obtained

cur

where n labels the type of dissipation. We obtain the
following continuity equation for this dynamics:

dp” == UL - Y K.
n

m,n

(122)
Here J,%, is given by Eq. (39) and

A A ~ 1 A ~ A
K:,; :TI'|: Z(Ln)nmpml(LZ)ln - E(Lz)nm(Ln)mlpln

ml
1., Sh
- Epnm(Ln)ml(Ln)ln . (123)
For an observable written as 4 = don anIA’n, we have
|< | = BUm (124)
where the first term on the right-hand side, Buyn =

min{BgL, BLip} is the contribution from the Hamiltonian
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part (unitary dynamics) that we discussed in Sec. III.
Note that the graph Eyy; to evaluate Byy; is defined from
the nonzero off-diagonal elements of the Hamiltonian as
in Sec. III, which is different from &£p in the following
discussion.

To bound the second term in inequality (124), which
comes from the dissipation operators i,,, we impose one
assumption about the jump operator: we require that each
jump n moves a state in the subspace H,, to that in
Hn=f,m) with an injective function f;. In other words, when

(in)nm is nonzero for some » and m, (I:n)n/m (n' # n) and

(Z,,)nm/ (m' # m) should be zero. Under this assumption,
we introduce the (coarse-grained) transition rate from m to
n’

Tf,iin = ZTr[(i;)mn(Zn)nml@mm], (125)
n

and the edge set Ep = {(n,m) | S8, # 0}.
Then, we find (see Appendix J) that

Ad z’:d
§ § a, K| < max |a, — anly| =SS (126)
i (nm)€Ep 2

where we have defined

Al =>"158, (127)
n#m
and
—~d G TCG
S =) T, g2t > 0. (128)

We note that the non-coarse-grained version of E‘CIG,

. . >, L) Pp
2= "3 @y lPpy i S (129)
Xy oon

> L)y P

reduces to Eq. (101) when L, = L) = 8,000/ Wiy Ix)
(y|. In addition, we can regard ¢ as the physical entropy
production of open quantum systems by assuming {i,,} to
be Lindblad operators driven by baths that satisfy the local
detailed balance condition [58].

To summarize, we have a bound (124) with inequality
(126), which represents the bound based on the gradient
of A. Thus, our speed limit is again valuable for macro-
scopic transitions for which the coherent dynamics and
incoherent dissipation process coexist. An example of such
processes is the transport process in an extended quan-
tum system with stochastic hopping [130—133], which is
proposed to be realized in a cold atomic system with
engineered dissipation [133,134].

VIIIL. DISCUSSIONS

Before concluding this paper, we briefly discuss several
implications and possible generalizations of our approach
not mentioned in the previous sections. While we leave
detailed investigation as a future problem, we here propose
basic ideas, especially for the quantum setting.

A. Absence of the trade-off relation between time and
energy fluctuation in our formalism

We have shown that the speed limit for macroscopic
quantum systems is given by inequalities (45) and (48).
These inequalities indicate the trade-off relation between
time and the quantum phase difference, in contrast with the
trade-off relation between time and energy fluctuation in,
e.g., inequality (2). On the other hand, one may wonder if
the energy fluctuation also plays an important role in our

~

formalism. In particular, we ask whether the speed |(4)] is
bounded by the quantity

D =c||VA|lw AH (130)

with some universal constant c.
We argue that such a quantity cannot be the bound for

| (/i )|, which means that the trade-off relation between time
and energy fluctuation does not hold in our formalism. To
see a simple example, we consider nonequilibrium dynam-
ics of the many hardcore-boson system discussed in Sec.
[V. In particular, we consider time dependence of the speed

A

of the sum of the particles positions, |{(X )|, from the initial
state |W;). As shown in Fig. 12, in contrast with our bounds
B, and By as well as the rather loose bound Byg, the
quantity D with ¢ = 2 [which is obtained by replacing A4
in inequality (2) with [|VA|l«] cannot be an upper bound

for [(X)]. In general, if we start from |W;) for M-particle

dynamics, AH does not depend on M whereas |(X)| can
increase with M. Since ||[VX |l = 1 in this case, there is

no universal M-dependent constant ¢ such that (X)) <D
always holds.

B. Concentration and distribution

Although we have focused on the speed of specific
quantities such as the expectation value, we can also
discuss the bound on the entire probability distribu-
tion p(f) = {p,(#)}. To see this, we first note Cheby-
shev’s inequality, P,[|4 — (4)| > €] < V[4]/€? for € >
0, where P, is the probability with respect to p(f). To
simplify the discussion, let us consider unitary quantum
dynamics. Then, V is bounded as [see Egs. (55) and
(56)] VIA®] < fy Buar()dl + VIA0)] and V[A(®] <

VA2, [AA0) + /C}, — E2,.1]°. Employing the latter

020319-21



RYUSUKE HAMAZAKI

PRX QUANTUM 3, 020319 (2022)

15 | Lg[‘“
101
B[I
5 4
/4 BI)
7 D \//\ 1) |
0 "."’ r r - . |\/- )

0 5 10 15 20 25 30

4

FIG. 12. Time dependence of the speed of the sum of the posi-

tions of the particles, |(X)| (black), from the initial state |¥,)
[the same situation discussed in Fig. 9(a)]. In contrast with the
bounds B, in Eq. (45) (red) and By in Eq. (48) (green), the quan-
tity D (purple) in Eq. (130) with ¢ = 2 cannot bound |(X')|. This
indicates that the trade-off relation between time and energy fluc-
tuation does not hold in our formalism. We note that the bound
Byr in inequality (2) (gray), which is based on the standard
trade-off relation between time and energy fluctuation, provides

a rather loose upper bound for [(X)].

inequality, for example, we obtain

. [ A— <21>‘ } _ [a40) + vV Chr = Eganstl’
tl 7| = €| = .

VA oo €?
To see an example of the physical implication of this
inequality, let us consider a situation for which the under-
lying graph is one dimensional as in Fig. 3(c). We also
assume that AA4(0) = 0 for simplicity. Then, taking 4 = 7

(131)

leads to
(\/ Cjz'i - Etzranst)2
> s S (132)
|n—(n)|>e€
Thus, the probability of the tail for |n— (n)| >

\/C4 — E2, t is polynomially suppressed.

Furthermore, we find the following nontrivial exponen-
tial form of the inequality:

A—A AA—A)\ —
IP’;|: — | > e] < 2<cosh ¥> eCHITHe
VAl VAl /o
(133)

for0 < A < Ay = 2log[(+/5 + 1)/2] ~ 0.96 and an arbi-
trary real value 4’ (see Appendix K). Here (-), denotes
the average with respect to 0(0). Let us again consider

Cr(t—€lvyy)

P < e

Py A p(O)

FIG. 13. Schematic illustration of the exponential suppression
of the tail (shaded in cyan) of the probability distribution p (f)
given in Eq. (134), where p,(0) = §, is assumed.

the one-dimensional graph (where we assume that n =
...,—1,0,1,... instead of n = 1,2,...) and take A=h.
For simplicity, we assume that p,(0) = 8,9 and take 4" =
0. Then, we obtain

Y pa = 265 (134)

|n|>e

This indicates that p, is exponentially suppressed for ¢ <
t, = n/vy with vy, = Cy /Ay (see Fig. 13) [135]. While
this is consistent with the Lieb-Robinson bound stating that
the tail of information propagation (concerning the opera-
tor norm of the commutativity of two distant operators)
is exponentially suppressed, our setting has an advantage
in that ¢, = n/vy, can be larger in general than that pre-
dicted by the Lieb-Robinson bound. Note that our results
hold for time-dependent processes. Even in such cases, the
speed is evaluated only from the time-averaged value of
the Hamiltonian structures Cy.

C. Other observables

In the previous sections concerning quantum dynam-
ics, we considered observables that are written as A=
>on a,P,. Here we discuss the possibility of extending our
results to other observables.

One direction is to diagonalize a general observable B
as B = > bVIA’v and consider a graph whose vertices are

A

labeled by {v}. In this case, the speed is given by [(B)| =
1> by — b )|, where Jiy = Tr[H,yupuw — Poptn].
Thus, when |J}}, | is suppressed for (v, 1) with large |b, —
b,|, the speed limit can decrease. We leave the detailed
analysis of this condition as a future problem.

Another direction is to obtain the speed limit of cer-
tain observables from the knowledge of the distribution
p(t), which was discussed in the previous subsection. For
example, let us assume the one-dimensional graph with
labels n =...,—1,0,1,... and p,(0) = 5,0 (see the pre-
vious subsection). We consider a general observable B
satisfying P,BP,; =0 when n,n' < ngu = ON). In this
case, using inequality (134), we can prove that the speed
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of (B) is small for ¢ < ng /vy as

(B)] < clBllopllH [|ope /0, (135)
where ¢ is a constant. Note that, even when ||§ lop and

\H lop are O(N), the right-hand side is exponentially
suppressed with N for ¢ < ng /vy

D. Tightening the quantum speed limit for mixed
states

In the previous sections concerning quantum systems,
we mainly focused on pure quantum states. On the other
hand, the loss of quantum coherence can tighten the speed
limit for a purity-decreasing process.

As a first example, let us consider the bound on the
transition time for finite times in inequality (28). Assum-
ing time-independent unitary time dynamics, we obtain the
bound for the averaged speed (using a discussion similar to
that given in Appendix C)

|Afin — Aini] —
T < IVAlloV R, = Ecans »

where R,, = Zn~Am Tr[znmﬁm,,]. The right-hand side can
be suppressed for finite 7' compared with the case for
T~0 wllen starting from a pure state, since R, <
> ey 1Pl |1 Humllop and [|5,y,[l1 can be smaller than

/PnDm for mixed states.
Another example is the case for the dissipative quantum

dynamics discussed in Sec. VII. In this case, we have, e.g.,

(136)

ATV? A
2—[ '“"'h“ | R, —EZ., (137)
CcO

where 75" = | dum [[1[|Humllop [see Eq. (C22)] and Reon =
D m Toon. Since reof < 7, for mixed states and a dis-
sipative time evolution leads to the loss of purity, the
right-hand side of inequality (137) is in general smaller

than B, for such a process.

IX. CONCLUSION AND OUTLOOK

In this paper we have presented a fundamental frame-
work for deriving speed limits in processes with macro-
scopic transitions. Our strategy is to employ the local
conservation law of probability on a general graph, which
describes general systems including many-body ones. We
prove the bound with the local probability current and
the gradient of the quantity of interest, which is concisely
expressed by the notions of graph theory. Our rigorous
bounds are qualitatively tighter for extended and many-
body systems than conventional speed limits based on,
e.g., the uncertainty relation.

Our framework applies to various dynamics since it
relies only on the local conservation law of probability,
leading to many novel and practical bounds. Applying
it to quantum systems, we obtain previously unknown
bounds that become smaller when the expectation value of
the transition Hamiltonian increases for unitary quantum
dynamics. This is intuitively understood as the novel trade-
off relation between time and the quantum phase difference
instead of that between time and energy fluctuation in the
Mandelstam-Tamm bound. Our results provide first gen-
eral state-dependent speed limits useful for macroscopic
systems; it can achieve the equality condition for some
situations, in stark contrast with the state-independent
Lieb-Robinson bound. In addition, we demonstrate that our
speed limits can apply to quantities that are not written
as the expectation value of an observable, such as macro-
scopic quantum coherence. We have also discussed that
speed limits are described by the entropy production rate
for macroscopic classical stochastic processes. In particu-
lar, we derive a valuable speed limit for long times even
without the detailed balance condition. Furthermore, our
method enables us to derive a speed limit for macroscopic
dissipative quantum systems.

There are many open questions for future studies. First,
while our starting point is to use the local conservation law
of probability, which holds for generic systems, it is inter-
esting to discuss how additional conservation laws may
tighten the speed limit. For example, a time-dependent
Hamiltonian in an isolated system leads to the local conser-
vation law of energy density, from which a different type of
speed limit can arise. Moreover, more nontrivial conserva-
tion laws (such as the dipolar moment [136,137] or those
associated with integrability [138,139]) have recently been
known to slow down the dynamics, and our approach may
uncover corresponding speed limits. We also note that our
method can be helpful for a more coarse-grained level
by starting from the continuity equation of the (possibly
discrete) quantum or classical hydrodynamics [140,141].

Second, it is important to thoroughly investigate the
relationship with quantum thermalization in isolated
many-body systems. The timescale for thermalization of
quantum chaotic systems is an active field of research
[51-54,142,143], but it is not simple to obtain rigorous
results on a relevant timescale for macroscopic transitions.
While our approach succeeds in obtaining rigorous bounds
for such a macroscopic process, we may obtain even tighter
bounds by taking in the complexity of many-body dynam-
ics. For this purpose, we may need to combine our method
and the property of quantum chaotic systems, such as the
eigenstate thermalization hypothesis [144—147] and the
local random-matrix theory [148—154].

Third, it will be intriguing to compare our results
with knowledge in the field of statistics and mathemat-
ics [59,155,156]. While our general approach evades the
explicit introduction of the Wasserstein distance, which
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may complicate the discussion and concrete calculation,
the obtained bounds can be tied to this distance, as indi-
cated by the one-dimensional case [see inequality (33)
and Appendix A]. A future study should aim to relate
our results with the recent development of the notion of
the quantum Wasserstein distance [57,61,65—69] and the
optimal-transport-based inequalities for stochastic systems
[60—64]. Another mathematical perspective is the connec-
tion with spectral graph theory [157]. While our speed
limits are described in the terminology of graph theory, the
graph’s structure can also be uncovered from the spectra
of the graph Laplacians. It is thus interesting to discuss our
speed limit in light of the spectral property of the graph.
Finally, it is a significant challenge to investigate the
implications of our results to the engineering of quantum
systems. For example, it is interesting to discuss how our
speed limits are related to the quantum sensing [35] and
shortcuts to adiabaticity [32] for many-body systems. In
addition, the problem of optimal quantum-state transfer
[24-27,55,56] is closely related to our setup, since one
needs to transfer a quantum state from one site to another
distant site. Our speed limits may give a new useful bound
on the transfer speed, which we leave for future research.
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APPENDIX A: ANALOGY TO THE OPTIMAL
TRANSPORT PROBLEM

Here we discuss the relation between the speed limit
for continuous systems in inequality (33) and the opti-
mal transport problem [59,155]. In the optimal transport
problem, the Wasserstein distance plays a crucial role in
characterizing the distance between two probability dis-
tributions P(x) and Q(x). The Wasserstein distance takes
into account the underlying geometric structure for vari-
ables {x} by introducing some cost function (i.e., distance)
d(x,y). In particular, the (order-one) Wasserstein distance
is defined by

Wl (Pn Q) = Hélcr(llf;,Q) / dXdyd(X, Y)H(Xa y)a (Al)

where IT is a joint probability distribution in a set defined
by

CP,0 = {l'l 'P(X) = /dyl'l(x,y),Q(y)

= /dxl'[(x, y)} .

Intuitively, the Wasserstein distance measures the optimal
expectation value of the cost d for transportation from P to
Q. This distance is also written as [156]

(A2)

Wl (P’ Q) = sup 5 (A3)
feL

/ dxf (O[PX) — O]

where £ is a set of Lipschitz functions whose Lipshitz
constant is one, i.€.,

L={f|forallxandally,|f (x) —f (y)| < d(x,y)}.
(A4)

In one dimension and for d(x, y) = |x — y/|, one can show
that the Wasserstein distance between two probability
distributions P and Q is given by [156]

mm@:/m

f dy[P(y)—Q(y)]‘- (AS)

Substituting P = P(0) and Q = P(T), we have

Wi(P,0) =T f T, (A6)

where we have assumed that J (—oo) = 0. Thus, inequality
(33) can be rewritten as

|4fin — Aini| < max [9.4(x)| W1 (P, Q). (A7)

APPENDIX B: BRIEF REVIEW OF THE GRAPH
LAPLACIAN

In this appendix, we review the basics of graph the-
ory and the graph Laplacian. A graph G is an object
that consists of vertices V = {vy, ..., v} and edges £ =
{e1,...,eg}. We write each of the edges as e, = (n,m) if
the ends of edge ¢, are v, and v,,. When the order between
n and m is ignored, the graph is called the undirected graph;
otherwise, it is called the directed graph. In the following,
we only discuss the undirected graph for G. In addition,
when each of the edges is accompanied by some non-
trivial value r,;,, the graph is called the weighted graph;
otherwise, it is called the unweighted graph.
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1. Unweighted graph

Let us first formulate the graph Laplacian for
unweighted graphs. In this case, the |)| x |V| matrix that
characterizes the connections of each vertex by the edges,
called the adjacent matrix %, is given by

1, n~m
=1 ’ B1
o 0, otherwise. (B)

As in the main text, we use the symbol n ~ m when
(n,m) € £.

Next, we introduce the incident matrix V, which is a
|E| x |V| matrix whose elements are given by

1, n=1,
(V)(n,m),l = _19 m = la (B2)
0, otherwise.
For a vector 4 = (ay, ..., aM)T, we have
(VA)(n,m) =da, — ap. (B3)

This expression indicates that VA is the discrete version
of the gradient for the continuous function. Also, we note
that this representation naturally leads to the definition in
the main text,

”VAHOO = max |an - am|~ (B4)
n~m

The graph Laplacian for the unweighted graph is defined
by

V2 :=V'vV, (B5)
whose elements are given by
(V2 = =T+ S Y 7o (B6)
m' (~n)
We note that
(V2A), = Y (an — an) (B7)
m(~n)
and
[ATV?4] == (4, V?4) = % > (an — an)*. (BS)

n~m

2. Weighted graph

Next, we consider the case for the weighted graph,
whose adjacent matrix is written as

rnma n~ ma
r, = ) B9
o 0, otherwise, (BY)

where 7y, =, for undirected graphs. We define the
graph Laplacian for this case as
vZ.=V'D,V, (B10)

where D, = diag(re,, . .. sTeig)) 18 an |E] x |E| matrix. The
elements of the graph Laplacian are given by

(v,%)nm = _rnm+8nm Z Vnm! - (Bll)
m' (~n)
We note that
(VrzA)n = Z rnm(an - am) (BIZ)

m(~n)

and

1
[ATVVZA] = (4, VrzA) = 5 Zrnm(an - am)zs (B13)

n~m

as discussed in the main text.

APPENDIX C: DERIVATION OF THE QUANTUM
SPEED LIMITS FOR EXPECTATION VALUES

Here we show the detailed derivations of the speed lim-
its for expectation values, especially inequality (43). Since

~ ~

|(4)| < By and [(4)| < B, are obtained using Holder’s
inequality as discussed in Sec. 11, we focus on

By < B, (@)
B, < Buipp: (C2)
and
Bripp < B, (C3)
where we have introduced another quantity
Buing = VAo /R — Bl (C4)

For completeness, we also show that there is another
hierarchy of the bound, i.e.,

BLip =< BLip,p- (CS)
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1. Proofs of inequalities (C1) and (C2)
To show inequality (C1), we first take

A

Ynm = |Tr[Hnmlamn]| (C6)
for n ~ m (we assume r,,,, = 0) and show that

JEl? 4| Eirans|?

il _ 4 _ Bl ©n

ri‘l”l R

n~ m
where
R=TiV}]= > rum. (C8)

n~m

To see this, we note that the following parametrization

of the local current is possible by setting Tr[H fmn] =
Om -

Fam€" M

A

Jr?m = _iTr[Hnm,amn - HC] = 2rnm sin O (C9)
We also introduce
Yom := Tt{Hynfpn + H.C.] = 273 COS 6y, (C10)

which is proportional to the local energy concerning the
transition Hamiltonian. We note that

Z Yim = 2< Z IA_Inm> = 2Eans. (Cll)
n~,m n~,m
Here, we employ the inequality
d2
sin@ < 1+ - — dlcos 0] (C12)
for arbitrary d € R and 6 € R. Then, we have
Tl &
onn] < 4rnm(1 + — — dlcosen,nl)
Fm 4
d2
< 4rnm<l + Z) — 2d|Yum| (C13)

and, thus,

||
2

n~4m

> Yom

n~y m

d2
54(1+T) Zr—Zd

n~4m

d2
=4(1 +Z>R_4d|Etrans| (C14)

Since d is arbitrary, we can minimize the right-hand side
with the optimal d (d = 2|Eians|/R) and get

Jan t 2 4 Eirans 2
3o IO g el s
n~gm Vnm
which is inequality (C7). To conclude, we have
ATV24 4| Etrans |
By < [47V;A4] 2 ],/4}2——| tRa“S| : (C16)

Now, we note that, for 7, satisfying r,, <7, for all n
and m, we have

[ATVA4] < [TV} A] (C17)
and
4|Etrans|2 / 4’|Etrar1s|2
AR— —— < 4R — — 7, (CI8)

where R’ = Tr[Vi] = )
show that

v, (> R). Thus, if we can

n~ m "’ nm

Tum = }"zm = ”Hnm“Oprnpma

we can show inequality (C1).
Inequality (C21) is proven as follows. First, using the
(matrix version of) Holder’s inequality, we have

(C19)

(C20)

h . 2 A
Tum = ”S,(,)n = ”Hnm”op”,omn”b

where ||X I := Tr[V XTX ]. To evaluate || 0y ll1, we diag-
onalize the quantum state as 6 = D, A |Ax) (Ax]. Then

Amnllt <Y AkllPo 1) (k] Pl
k

= 3wy RalPale) (1alBl )

k

< \/Z e Okl Pl ag) Y~ i Okl Pl )
k k

(C21)

= /PmPn-

Thus, combining all of the above, we obtain inequality
(C21) and thus inequality (C1).
Now, we can prove inequality (C2) by noting that

2 ATVZ A n~ m(an - am)zrlrjm
ATV 2oy < VA%, (€22)

RI’ ZnNA m ?[,;m
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2. Proof of inequality (C3)

We can bound R, with a state-independent quantity as

7 Pn+p
Ry = D Moy =——

n~y m

:an Z ”Iflnmnop

ney m(~4n)
= max Z ”Hnm”op
neV
m(~4n)

= CH.

(C23)
Thus, inequality (C3) follows.

3. Proof of inequality (C5)

Inequality (C5) is obtained in a manner similar to
inequality (C1). We begin to show that

Z |Jr?m| = 2\/ R — Etzrans’

n~ym

(C24)

where 7, and R are defined in Egs. (C6) and (C8). For this
purpose, we employ the same parametrization of J,},, and
Y,m using 6,,,,.

Now, instead of inequality (C12), we use the inequality

|sin@]| < +/1+ b2 — b|cosb| (C25)
for b,6 € R. Then, we have
D L= D 2 L+ 52 = b| Yyl
n~m n~m
= 2\/ 1 + b2R - 2b|Etrans|- (C26)

The optimal upper bound is obtained for b = (|Eans|/R)/
V1 = (|Ewans| /R)?, from which we have inequality (C26).

Thus, we have

Brip < [IVAllcoy/ R? — E2,y.

Finally, as in the previous subsection, we use R < R, and

obtain
BLip = ||VA”OO\/R12; - Etzrans>

which is inequality (C5).

(C27)

(C28)

APPENDIX D: DERIVATION OF THE SPEED
LIMIT FOR ACCELERATION

While many bounds in the main text are derived using
inequalities (20) and (21), we can find a speed limit for

quantities that are not written as F'(p). Specifically, we can

show that the acceleration of the expectation value, (/I),
can be bounded above provided that H is independent of
time. This leads to speed limits of (/i ) that are distinct from
B, and By, discussed in the main text.

Indeed, we find that, e.g.,

A < max  |a,+a;—2an] Op
mn(~gm),l(~4m)
< max |a, + a; — 2a,| C3, (D1)
m,n(~4m),l(~4m)
where
0= Y ol Bumllopl Bl (D2)

m,n(~4m),l(~4m)

From this acceleration bound, we find a new type of bound
on the velocity. If we assume that (4(0)) = 0, we find that

HAD)| < Baee =  max

m,n(~4m),l(~4m)

t

|an +a — 2am| / erpz
0

(D3)

which is bounded by the state-independent quantity
MaXyn(~ ) d(~ m) an + a1 — 2a,) C4t. Note that By, can
be better for short times than By and By . Indeed, we can
see that By, — 0 for t — 0, while B, and By, may not
necessarily be zero even for t — 0.

To prove the above inequalities, We first note that

<Ia> =—i Z (an - am)Tr[I:Inm/émn]

n~ gm

= _iZ(an - am)Tr[[:Inm(f_Imlﬁln - ﬁmlﬁln)]
nml

=—i Z(an - am)Tr[[:InmI:Iml,aln + ﬁnlf—llm[:\]mn]
nml

:_%' 3

myn(~gm),l(~,m)

(an +a — 2(,1,,,)

X Tr[l:lnml:lmlﬁln + ﬁnlf—]lml:lmn]‘ (D4)
We then have
(A < max la,+a — 2a,
mn(~4m),l(~4m)
X Z |Tr[ﬁ]nm]:]ml[)ln] |
mn(~gm),l(~ 4m)
< max lay + a;r — 2a,,| Oy, (D5)
mn(~4m),l(~4m)
where 0, is given in (D2).
Q= > ol mloplHuilley.  (D6)

m,n(~4m),l(~4m)
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We can also show the state-independent inequality

(A< max  la,+a—2a,|Cy, (D7)
m,n(~4m),l(~4m)
since
Pn D02 A
Q= D T ol
mn(~gm),l(~ 4m)
=> "0 > Hullop D 1Hmillop
ney m(~4n) I(~4m)
< 3. (D8)

APPENDIX E: DERIVATION OF THE SPEED
LIMIT FOR COHERENCE FOR GENERAL
STATES

Here, we derive the speed limit for macroscopic coher-
ence for arbitrary states. Using the assumption that c,,, =
Cimn, WE have

dC . A a A P oA
E =1 Z Canr[(Hnllolm - ;Oanlm)pmn]
nml
- ZZ Canr[;anm (]:]ml;aln - lamlf_[ln)]
nml
==2i Z Canr[[:Inl/;lmﬁmn - ﬁmlﬁ]lnﬁnm]
nml
=—i Z(Cnm - Clm) Tr[[flnllalmlamn - IA—Iln:anm;aml]
nml
= > (" =" T, (E1)
n~clm
where
u7nlm = _iTr[f—Inllalm,amn - ﬁlnﬁnmﬁmll (EZ)
Thus, we have, e.g.,
Cl < max [ =™ > |Tuml-  (E3)

n~clm neelm

While we focus on this inequality here, inequalities using
7 are obtained similarly.

Now, as in inequality (C26), to bound > |J,.|, we can

nm|

show that
> 1Tl < 2VR> — B, (E4)
n~clm
where
R =Y [Tt Hypimbm]] (ES)

nlm

and

E= ) TrlHupimbm] = Tr[z fmﬁz] (EO)

nlm nl

We can further show that

R < D I ullopll Amnll - (E7)

nlm
The trace-1 norm is bounded using the representation p =
Dok Ak i) (Al

1AmBmnlls <D dikgl PrIng) (hil Pon I2g) (Agl Pl
kq

= 3 hhg al Pl Gl Pl GalPalg) |
kq

< \/Z Mg Ol P14 (gl Palig)

kq

XD hikgl Qi Prlag) 12
kq

= /PiPnV Tr[(lémm)z]-

Thus, we have
IC| < 2;3355" M — M VR? — B2, (E8)

where

R=R, ) VTt (hm)?]. (E9)

When ¢, is assumed to be a distance between n and m,
which satisfies the triangle inequality ™" — ¢™| < ¢, we
have

3 !
IC| < max(c™) E | Tnim |,
n~cl

n~clm

(E10)
For pure states, we recover inequality (54) since R = R,
and E = Ei.an, 1n this case.

APPENDIX F: DERIVATION OF INEQUALITY (56)
We have, using the Cauchy-Schwarz inequality,

- VAo -
iy < 2 VA \/ > @ — (42 oo

2

n~4m

Jom?
> _Hml” (F1)
n~4m pn”Hnm”op
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Here,
Z (a, — (4)) pn”HanOp
n~qm
= (@an—ADPn Y 1 Humllop
n m(~4n)
< CyV[A] (F2)
and

Z |Jr?m|2

n~4m pn”HanOp

< Z 4Vnm SlIl Qnm
n~4m pn”Hnm”op

dZ
= Z +——d|COS9nm|)

nNAmpn”Hnm”op ( 4

=2

d2
( + — - dlcosenm|>
nNAmpn”Hnm”op 4

< Y [@+PpullHumllop

n~ qm
- 4dpm||ﬁ]nnz||op|cos 9nm|]
< @+d*Cy
— > 2dPw + ) | Hmllop | €08 Oy
n~ qm
< @G+d)Cy— ) A4drym|cos Oyl

n~qm

= (4 + dz)CH - 4d|Etrans|
with d € R, where we have used inequality (C12) and

2 p +P
Tnm = «/pnpm”Hnm”()p = - =

1Ll op-

Optimization is carried out by taking d = 2|FEans|/Ch,
which leads to

Jd 2 4| Etrans|?
L YR '
wzom Dol En llop Cu

Thus,

VAN < 204l VIANC, — B (F4)
and

dAA

dt

< I VAllooy/ Chy = Effans- (F3)

Then, integration from ¢ = 0 to ¢ = 7T leads to

T
(A(T) = AAO)] < VAl / dt)Cy — B2
0 H 1
= ”VAHOOT\/ C2 trans (F6)

APPENDIX G: DERIVATION OF THE SPEED
LIMIT FOR SHANNON ENTROPY

We consider the speed limit of the Shannon entropy

Sp)=—>_palnp,. (G1)
We have
NE an Inp,
<3 m
1 P\ e Wil
= E Zrnm<lnﬁ) Z Fom
E2
< (S0} e @
n~m m P
To proceed, we note that
pn +pm ( 'Pn — «/pm)z
N PnPm = - \/_ )
2
< Pn+DPm _ ~/PnPm lnp_n ’ (G3)
2 8 DPm
where we have used
2
(Va— by =¥ (1 5) (G4)
for a,b > 0. Then,
2
> <1 —> < 8(Cy —R,) (G5)
and
. C
NEN 8(—H - 1) R —Eln.  (G6)
R,
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By replacing E2, /Cy and completing the

square, we have

. E?
18] < JE(C ga“S).

H

/R, with E2

rans

(G7)

We note that a different type of inequality holds by noting
that

(G8)

R, <CH——an( )

n~m

We introduce the quantity similar to the symmetric version
of discrete Fisher information

2
I(p) = Z <ln —) (G9)
and obtain
2
1S < \/21(;;)(C EEH - @) (G10)

Completing the square again leads to inequality (G7).

APPENDIX H: TIGHTNESS OF THE BOUNDS FOR
SIMPLE SYSTEMS

As discussed in Sec. IV, for a single-particle one-
dimensional system with 7; = 0, the initial state |y, ) leads
to

(%) = By = By = B, (H1)
for short times 7 < 2, indicating the tightness of these
bounds. We here discuss why this tightness holds in this
situation.

We first show that Bij, = B,. The left-hand side can be
written as

Bup =K Y [ (WOla), 0 — &jap 1y @) | (H2)
1
because || Vx|l = 1. To proceed, we show that
WO lal, aly®) = — (WOla a v @) (H3)

for |y) and |y,) with any / and W; = 0. To see this, we
introduce the antiunitary symmetry

L2
T = KQ) @i — 1),

I=1

(H4)

where K denotes the complex conjugation operator. We
then find that, assuming the commutation relation for the

hardcore boson [160],

Tlyn) o< vy, T W) o ¥a), (H5)
j’e—iﬁtj'—l — e—iI:]I, (H6)

and
Tal, a7~ = -a], . (H7)

Then, we have

(W @)lal,aly @) = (¥). e’H’&maze 1))

= (T 1y), Te™a], ae ™ |y))*
= (), —e™a), e [y))*
= — (YD&) a1 1Y (D) . (HS)
From this relation, we find that
Buip = 2K ) 1w (0)lag, il 0) |
/
=2K ) /P
1
=R,. (H9)

On the other hand, Eq. (H3) also leads to Ei.,s = 0. Since

we consider pure states and ,/2[xTV3x]/R, = 1, we then
find that

B, =R,, (H10)
which is equal to By, Similarly, we have By = Bip.

We next discuss the condition for (X) = Bri,. To see
this, we note that the equality condition of inequality (11)
is obtained when the signs of (a, — a,,)J,, are equal (or
zero) for all n ~4 m. For the current situation, this reduces
to the condition that the signs of J;;4; are equal (or zero)
for all /. For short times from the initial state |y}, we find
that this condition is indeed satisfied with J;+;; > 0. Note
that this is consistent with the intuition that the positive
current indicates the transfer of the particle to the right.

APPENDIX I: DERIVATION OF THE SPEED
LIMITS FOR CLASSICAL STOCHASTIC
SYSTEMS

Here, we prove the speed limits for classical stochas-
tic systems. We first derive the bound using the entropy
production, which is done with our general framework
and the inequalities used in Refs. [41,75]. Then we derive
the bound using the Hatano-Sasa entropy production for
general Markovian systems.
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1. Speed limit using the entropy production rate

We apply inequality (10) with 7, = Wompm + Wiunpa-
We have

Wmnpn)z

. Oy (anpm -
[EIENEDY > @
2 o anpm + Wmnpn
where
1
®A - 5 r;m(an B am)z(anpm + Wmnp")
= Z(a,, — am)ngum (12)

n~m

is the second moment of the transition speed. Now, using
2(a —b)?Ja+b < (a — b)log(a/b) for a,b > 0 [41,75],
we have

Z (anpm - Vanpn)2 < Z W ) ln anpm
n~,m anpm + Wmnpn B n~,m e Wmnpn

= Ycg. (13)

We then obtain

. S Ac®
)] = \[ =5 < VAl = (14)

where Acg is the coarse-grained dynamical activity.

The coarse-grained variables above are bounded from
above by the non-coarse-grained variables. In fact, we
have

Acg = Z Z W'cypy <A I5)

XeSy yeSm

and

Y < Z Z Z Wiy In 2 xes, 2yesy Wby

n#mxeSy yESy ZyESm ZXES,, W,WCIOX
Wy o

<22 2 Wan g

n#mxeSy yeSm

Wy p

= Z Wiy py In #

Yy yx Px
=3, 16)

where we have used the log-sum inequality [84].

Instead of the expectation values of observables, we can
consider the speed limit for X itself. Indeed, we have

- 1 WoumPm
ZCG = = J¢ In
2 n’vZAm " WoninPn
< |1 S W (1n Wonb\ 17)
= ) = nmPm Wmnpn CG-

Thus,

d 1 anpm : ®E
by == Wompm| 1 = I8
CG_2Z P <nWmnpn) 5 (18)

n~,m
where ©j; is the second moment of . We then obtain

VO 405

() = —

(19)

When the detailed balance condition is satisfied and the
non-coarse-grained version is considered, inequality (I8)
is further bounded as

% < max W, F(pl|p%), (110)
X™~4Y

is the discrete version of the Fisher divergence [103].

2. Speed limit using the Hatano-Sasa entropy
production rate

We next derive the speed limit with the Hatano-Sasa
entropy production rate. For this purpose, we first note that

DPn

SS”?
n

—Jyn = anpm -

mn

7 ¢,SS
Wmnpn - Jmn

(112)

where
J,f,’nss = - nmp:ls + Wmnpss (I13)

is the stationary current.
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From this, we have

y 1 DPn
(M) === ) (an—amJi>
D>

n~,m n

1 -
+ 5 Z (an - am)(anpm - Wmnpn)- (114)
n~4m
Then, introducing

= -z Z (an - am)Jc 55 pn
n~Am

-1 T (2 p;"S), a1s)
nNAm D

whose value becomes a stationary current of A for the
stationary state, we have

. 1 -
() — Va| = '5 > (@n = an) Wampm — Wonpn) |.

n~m

(116)

To relate the right-hand side with the Hatano-Sasa entropy
production, we use the following deformation of the
inequality:

[(A) — Val?
1 1

=—/ dzz
2 Jo

1! -
5 A dz Z (an — am)z[Zanpm + (-2 Wmnp”]

2

Z (an - am)(anpm - Wmnpn)

n~m

IA

n~m

% Z Z(Wombm — I;‘anpn)z
n~y4m Zanpm + (1 - Z) Wmnpn

1

< -
20

ma |: Z (an - am)z[Zanpm

n~ m

+0-2) Wmnpn]i|

1 7 2
an m mnf’n
x/ dz E 2P IZ)
0 n~4m ZWumpm + (1 — 2) Wiynpn
@ ZHS
< A2 G (117)

Here

(:) = n— dm 2 an m 1— I;’an n
4= max [Z(a am) [2Wumpm + (1 = 2) Wnp ]}
n~4m

= max[ Z (a, — am)Z WomPms Z (a, — am)Zanpmi|

n~ 4 m n~4m
(I18)
and we have used [161]
! z(a — b)? a
dz——— =gln- — b.
/0 it (—op My et
Since
04 < IVA|2, Aca. (119)
we have
&, 2Hs A SHS
—Val =\ =5 S VAl | =L (120)

APPENDIX J: DERIVATION OF INEQUALITY
(126)

Here we show inequality (126). We first note that

am+al

Skt =3 (-

nml

) Tr[ (in)nm ﬁml(ij;)ln]
a2y

As mentioned in the main text, we impose one assump-
tion about the jump operator: we require that each jump
n moves a state in the subspace H,, to that in anfn(m)
with an injective function f,. Put differently, when (Zn)nm
is nonzero for some n and m, (1:,7),,/,,, (n' #£n) and
(I:,,)nmr (m’ # m) should be zero. Under this assumption,
we can set m = [ in Eq. (J1) and have

2. k]
n n

= Z(an - am) Z Tr[(zz;)mn (in)nmﬁmm]

= = Z(an - am)( m~>n ngm (J2)

nm

with 7S5, = 32, (L) Lo)rm Bm -
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We use the same technique discussed in Appendix I to
obtain inequality (126):

a,K!
< 5 max |a, — anl
2 (n,m)e€p
_7CG 2
o [Tz, e T G R
m—)n —"_ n—m

Ad X':d
< max |a, — anly| =5-C. J3)
(n,m)e€p 2

Here we have defined

CG - Z m—n (J4)
n#m
and
G
e, = Z 7¢8 In ng" > 0. (J5)

n—-m

APPENDIX K: DERIVATION OF INEQUALITY
(133)

We start from evaluating the speed of (e**) with A > 0:

‘ d eiAA

=< 'Z eﬂa"l'?n

1
< 5 Z (ej:kan _ e:t)\am)J;]m
n~4m
D (@ — &) Db | H llop |-
n~ qm
(K1)
Now, we use the fact that, for 0 < A < Ay := (2/]|VA4]l0)
log[(+/5 — 1)/2], we have
eika,, - eika,,1 < eikan/Zeilan,/Z (K2)

for arbitrary n ~ m. In fact, inequality (K2) is equivalent
to y2 —y — 1 < 0 with y = @ —am)/2_ This is satisfied
when £A(a, — ay) < 2log[(+/5 — 1)/2]. Since the maxi-
mum value of +(a, — a,,) is bounded by ||VA| s, 0 < A <
Ay ensures inequality (K2).

Then, we have

Z (eikan/zeimm/z)\/pnpm | Hy |l op

n~ m

> eanp, || Hunllop

n~ m

\/ > e anpy || Hunllop

n~ m

d(ei)‘;’)
dt

IA

<Cy (eim) .

(K3)
Integration from time O to ¢ leads to

(eim) < (ei)uzl>0 e@t’ (K4)

where (-), is the expectation value with respect to 5 (0).
Then, the Markov inequality indicates that

| |

A—A

=P [Ad— 4" > ||[VA|l €| + P[4 — 4 > |[VA| €]
(eA(A—A/)) (e—x(ﬁl—A’))
= MVAlloe PANZIPY:

Crt=VAllooe
(K5)

< (eA(AfA/)>OeCHtf)\HVAHOQe + (efk(AfA’)>0

Setting A as A||VA||, we have
AAd —A)\ =
IP),|: e] < 2<cosh ¥> eCHI=M (K6)
0

VAl
for 0 < A < 2log[(+/5 — 1)/2].

A-—A

[1] L. Mandelstam and I. Tamm, The energy—time uncertainty
relation in non-relativistic quantum mechanics, J. Phys. 9,
249 (1945).

[2] S. Deftner and S. Campbell, Quantum speed limits: From
heisenberg’s uncertainty principle to optimal quantum
control, J. Phys. A: Math. Theor. 50, 453001 (2017).

[3] N. Margolus and L. B. Levitin, The maximum speed of
dynamical evolution, Phys. D: Nonlinear Phenom. 120,
188 (1998).

[4] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum limits
to dynamical evolution, Phys. Rev. A 67, 052109 (2003).

[5] L. B. Levitin and T. Toffoli, Fundamental Limit on the
Rate of Quantum Dynamics: The Unified Bound is Tight,
Phys. Rev. Lett. 103, 160502 (2009).

[6] G.N. Fleming, A unitarity bound on the evolution of non-
stationary states, Il Nuovo Cimento A (1965-1970) 16,
232 (1973).

020319-33


https://doi.org/10.1088/1751-8121/aa86c6
https://doi.org/10.1016/S0167-2789(98)00054-2
https://doi.org/10.1103/PhysRevA.67.052109
https://doi.org/10.1103/PhysRevLett.103.160502
https://doi.org/10.1007/BF02819419

RYUSUKE HAMAZAKI

PRX QUANTUM 3, 020319 (2022)

[7] K. Bhattacharyya, Quantum decay and the mandelstam-
tamm-energy inequality, J. Phys. A: Math. Gen. 16, 2993
(1983).

[8] J. Anandan and Y. Aharonov, Geometry of Quantum
Evolution, Phys. Rev. Lett. 65, 1697 (1990).

[9] P. Pfeifer, How Fast can a Quantum State Change with
Time?, Phys. Rev. Lett. 70, 3365 (1993).

[10] M. M. Taddei, B. M. Escher, L. Davidovich, and R.
L. de Matos Filho, Quantum Speed Limit for Physical
Processes, Phys. Rev. Lett. 110, 050402 (2013).

[11] S. Deffner and E. Lutz, Quantum Speed Limit for Non-
Markovian Dynamics, Phys. Rev. Lett. 111, 010402
(2013).

[12] A. del Campo, I. L. Egusquiza, M. B. Plenio, and S. F.
Huelga, Quantum Speed Limits in Open System Dynam-
ics, Phys. Rev. Lett. 110, 050403 (2013).

[13] Z.-Y. Xu, S. Luo, W. L. Yang, C. Liu, and S. Zhu, Quan-
tum speedup in a memory environment, Phys. Rev. A 89,
012307 (2014).

[14] Y.-J. Zhang, W. Han, Y.-J. Xia, J.-P. Cao, and H. Fan,
Quantum speed limit for arbitrary initial states, Sci. Rep.
4,1(2014).

[15] N. Mirkin, F. Toscano, and D. A. Wisniacki, Quantum-
speed-limit bounds in an open quantum evolution, Phys.
Rev. A 94, 052125 (2016).

[16] D. Mondal, C. Datta, and S. Sazim, Quantum coherence
sets the quantum speed limit for mixed states, Phys. Lett.
A 380, 689 (2016).

[17] 1. Marvian, R. W. Spekkens, and P. Zanardi, Quantum
speed limits, coherence, and asymmetry, Phys. Rev. A 93,
052331 (2016).

[18] F. Campaioli, F. A. Pollock, F. C. Binder, and K. Modi,
Tightening Quantum Speed Limits for Almost all States,
Phys. Rev. Lett. 120, 060409 (2018).

[19] N. II'in and O. Lychkovskiy, Quantum speed limit for
thermal states, Phys. Rev. A 103, 062204 (2021).

[20] J. Liu, H. Yuan, X.-M. Lu, and X. Wang, Quantum
fisher information matrix and multiparameter estimation,
J. Phys. A: Math. Theor. 53, 023001 (2019).

[21] P. J. Jones and P. Kok, Geometric derivation of the
quantum speed limit, Phys. Rev. A 82, 022107 (2010).

[22] D. P. Pires, M. Cianciaruso, L. C. Céleri, G. Adesso,
and D. O. Soares-Pinto, Generalized Geometric Quantum
Speed Limits, Phys. Rev. X 6, 021031 (2016).

[23] L. P. Garcia-Pintos, S. Nicholson, J. R. Green, A. del
Campo, and A. V. Gorshkov, Unifying quantum and
classical speed limits on observables, arXiv preprint
arXiv:2108.04261 (2021).

[24] M.-H. Yung, Quantum speed limit for perfect state transfer
in one dimension, Phys. Rev. A 74, 030303 (2006).

[25] T. Caneva, M. Murphy, T. Calarco, R. Fazio, S. Mon-
tangero, V. Giovannetti, and G. E. Santoro, Optimal Con-
trol at the Quantum Speed Limit, Phys. Rev. Lett. 103,
240501 (2009).

[26] M. Murphy, S. Montangero, V. Giovannetti, and T.
Calarco, Communication at the quantum speed limit along
a spin chain, Phys. Rev. A 82, 022318 (2010).

[27] S. Ashhab, P. C. de Groot, and F. Nori, Speed limits for
quantum gates in multiqubit systems, Phys. Rev. A 85,
052327 (2012).

[28] M. Bukov, D. Sels, and A. Polkovnikov, Geometric Speed
Limit of Accessible Many-Body State Preparation, Phys.
Rev. X 9,011034 (2019).

[29] M. R. Lam, N. Peter, T. Groh, W. Alt, C. Robens, D.
Meschede, A. Negretti, S. Montangero, T. Calarco, and
A. Alberti, Demonstration of Quantum Brachistochrones
between Distant States of an Atom, Phys. Rev. X 11,
011035 (2021).

[30] S. Campbell and S. Deffner, Trade-Off between Speed and
Cost in Shortcuts to Adiabaticity, Phys. Rev. Lett. 118,
100601 (2017).

[31] K. Funo, J.-N. Zhang, C. Chatou, K. Kim, M. Ueda, and A.
del Campo, Universal Work Fluctuations during Shortcuts
to Adiabaticity by Counterdiabatic Driving, Phys. Rev.
Lett. 118, 100602 (2017).

[32] D. Guéry-Odelin, A. Ruschhaupt, A. Kiely, E. Tor-
rontegui, S. Martinez-Garaot, and J. G. Muga, Shortcuts
to adiabaticity: Concepts, methods, and applications, Rev.
Mod. Phys. 91, 045001 (2019).

[33] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum-
enhanced positioning and clock synchronization, Nature
412,417 (2001).

[34] V. Giovannetti, S. Lloyd, and L. Maccone, Quantum-
enhanced measurements: Beating the standard quantum
limit, Science 306, 1330 (2004).

[35] G. Toth and I. Apellaniz, Quantum metrology from a
quantum information science perspective, J. Phys. A:
Math. Theor. 47, 424006 (2014).

[36] M. Okuyama and M. Ohzeki, Quantum Speed Limit is not
Quantum, Phys. Rev. Lett. 120, 070402 (2018).

[37] B. Shanahan, A. Chenu, N. Margolus, and A. del Campo,
Quantum Speed Limits across the Quantum-To-Classical
Transition, Phys. Rev. Lett. 120, 070401 (2018).

[38] S. Ito, Stochastic Thermodynamic Interpretation of Infor-
mation Geometry, Phys. Rev. Lett. 121, 030605 (2018).

[39] S. Ito and A. Dechant, Stochastic Time Evolution, Infor-
mation Geometry, and the Cramér-Rao Bound, Phys. Rev.
X 10, 021056 (2020).

[40] S. B. Nicholson, L. P. Garcia-Pintos, A. del Campo, and
J. R. Green, Time—information uncertainty relations in
thermodynamics, Nat. Phys. 16, 1211 (2020).

[41] N. Shiraishi, K. Funo, and K. Saito, Speed Limit for Clas-
sical Stochastic Processes, Phys. Rev. Lett. 121, 070601
(2018).

[42] G. Falasco and M. Esposito, Dissipation-Time Uncer-
tainty Relation, Phys. Rev. Lett. 125, 120604 (2020).

[43] Here, a =1 for a ballistic and a« =2 for a diffusive
process.

[44] In a typical situation, b = 1 for a ballistic and b = 1/2
for a diffusive process. For long times, Byr saturates to a
value O(L).

[45] A. Polkovnikov, K. Sengupta, A. Silva, and M. Vengalat-
tore, Colloquium: Nonequilibrium dynamics of closed
interacting quantum systems, Rev. Mod. Phys. 83, 863
(2011).

[46] V. Yukalov, Equilibration and thermalization in finite
quantum systems, Laser Phys. Lett. 8, 485 (2011).

[47] J. Eisert, M. Friesdorf, and C. Gogolin, Quantum many-
body systems out of equilibrium, Nat. Phys. 11, 124
(2015).

020319-34


https://doi.org/10.1088/0305-4470/16/13/021
https://doi.org/10.1103/PhysRevLett.65.1697
https://doi.org/10.1103/PhysRevLett.70.3365
https://doi.org/10.1103/PhysRevLett.110.050402
https://doi.org/10.1103/PhysRevLett.111.010402
https://doi.org/10.1103/PhysRevLett.110.050403
https://doi.org/10.1103/PhysRevA.89.012307
https://doi.org/10.1038/srep04890
https://doi.org/10.1103/PhysRevA.94.052125
https://doi.org/10.1016/j.physleta.2015.12.015
https://doi.org/10.1103/PhysRevA.93.052331
https://doi.org/10.1103/PhysRevLett.120.060409
https://doi.org/10.1103/PhysRevA.103.062204
https://doi.org/10.1088/1751-8121/ab5d4d
https://doi.org/10.1103/PhysRevA.82.022107
https://doi.org/10.1103/PhysRevX.6.021031
https://arxiv.org/abs/2108.04261
https://doi.org/10.1103/PhysRevA.74.030303
https://doi.org/10.1103/PhysRevLett.103.240501
https://doi.org/10.1103/PhysRevA.82.022318
https://doi.org/10.1103/PhysRevA.85.052327
https://doi.org/10.1103/PhysRevX.9.011034
https://doi.org/10.1103/PhysRevX.11.011035
https://doi.org/10.1103/PhysRevLett.118.100601
https://doi.org/10.1103/PhysRevLett.118.100602
https://doi.org/10.1103/RevModPhys.91.045001
https://doi.org/10.1038/35086525
https://doi.org/10.1126/science.1104149
https://doi.org/10.1088/1751-8113/47/42/424006
https://doi.org/10.1103/PhysRevLett.120.070402
https://doi.org/10.1103/PhysRevLett.120.070401
https://doi.org/10.1103/PhysRevLett.121.030605
https://doi.org/10.1103/PhysRevX.10.021056
https://doi.org/10.1038/s41567-020-0981-y
https://doi.org/10.1103/PhysRevLett.121.070601
https://doi.org/10.1103/PhysRevLett.125.120604
https://doi.org/10.1103/RevModPhys.83.863
https://doi.org/10.1002/lapl.201110002
https://doi.org/10.1038/nphys3215

SPEED LIMITS FOR MACROSCOPIC...

PRX QUANTUM 3, 020319 (2022)

[48] L. D’Alessio, Y. Kafri, A. Polkovnikov, and M. Rigol,
From quantum chaos and eigenstate thermalization to sta-
tistical mechanics and thermodynamics, Adv. Phys. 65,
239 (20160).

[49] 1. Bloch, J. Dalibard, and S. Nascimbene, Quantum sim-
ulations with ultracold quantum gases, Nat. Phys. 8, 267
(2012).

[50] C. Gross and I. Bloch, Quantum simulations with ultracold
atoms in optical lattices, Science 357, 995 (2017).

[51] S. Goldstein, T. Hara, and H. Tasaki, Time Scales in
the Approach to Equilibrium of Macroscopic Quantum
Systems, Phys. Rev. Lett. 111, 140401 (2013).

[52] S. Goldstein, T. Hara, and H. Tasaki, Extremely quick
thermalization in a macroscopic quantum system for a typ-
ical nonequilibrium subspace, New J. Phys. 17, 045002
(2015).

[53] P. Reimann, Typical fast thermalization processes in
closed many-body systems, Nat. Commun. 7, 1 (2016).

[54] T. R. de Oliveira, C. Charalambous, D. Jonathan, M.
Lewenstein, and A. Riera, Equilibration time scales in
closed many-body quantum systems, New J. Phys. 20,
033032 (2018).

[55] S. Bose, Quantum Communication through an Unmodu-
lated Spin Chain, Phys. Rev. Lett. 91, 207901 (2003).

[56] A.Kay, Perfect, efficient, state transfer and its application
as a constructive tool, Int. J. Quantum Inf. 8, 641 (2010).

[57] S. Deffner, Geometric quantum speed limits: A case for
wigner phase space, New J. Phys. 19, 103018 (2017).

[58] K. Funo, N. Shiraishi, and K. Saito, Speed limit for open
quantum systems, New J. Phys. 21, 013006 (2019).

[59] C. Villani, Optimal Transport: old and new (Springer,
Berlin, 2009), Vol. 338.

[60] A.Dechantand Y. Sakurai, Thermodynamic interpretation
of wasserstein distance, arXiv preprint arXiv:1912.08405
(2019).

[61] T. Van Vu and Y. Hasegawa, Geometrical Bounds of the
Irreversibility in Markovian Systems, Phys. Rev. Lett.
126, 010601 (2021).

[62] M. Nakazato and S. Ito, Geometrical aspects of entropy
production in stochastic thermodynamics based on
wasserstein distance, arXiv preprint arXiv:2103.00503
(2021).

[63] A. Dechant, S.-i. Sasa, and S. Ito, Geometric decomposi-
tion of entropy production in out-of-equilibrium systems,
arXiv preprint arXiv:2109.12817 (2021).

[64] A. Dechant, Minimum entropy production, detailed bal-
ance and wasserstein distance for continuous-time markov
processes, arXiv preprint arXiv:2110.01141 (2021).

[65] E. A. Carlen and J. Maas, An analog of the 2-wasserstein
metric in non-commutative probability under which the
fermionic fokker—planck equation is gradient flow for the
entropy, Commun. Math. Phys. 331, 887 (2014).

[66] N. Datta and C. Rouzé, in Annales Henri Poincaré
(Springer, 2020), Vol. 21, p. 2115.

[67] S.-N. Chow, W. Li, and H. Zhou, A discrete schrodinger
equation via optimal transport on graphs, J. Funct. Anal.
276, 2440 (2019).

[68] G. De Palma, M. Marvian, D. Trevisan, and S. Lloyd, The
quantum wasserstein distance of order 1, IEEE Transac-
tions on Information Theory (2021).

[69] X.Hu, S. Sun, and Y. Zheng, Quantum speed limit via the
trajectory ensemble, Phys. Rev. A 101, 042107 (2020).

[70] E. H. Lieb and D. W. Robinson, in Statistical mechanics
(Springer, 1972), p. 425.

[71] A. Dechant and S.-i. Sasa, Entropic bounds on currents in
langevin systems, Phys. Rev. E 97, 062101 (2018).

[72] W. S. Bakr, J. 1. Gillen, A. Peng, S. Folling, and M.
Greiner, A quantum gas microscope for detecting single
atoms in a hubbard-regime optical lattice, Nature 462, 74
(2009).

[73] S. Deftner and E. Lutz, Generalized Clausius Inequality
for Nonequilibrium Quantum Processes, Phys. Rev. Lett.
105, 170402 (2010).

[74] S. Deffner and E. Lutz, Nonequilibrium Entropy Produc-
tion for Open Quantum Systems, Phys. Rev. Lett. 107,
140404 (2011).

[75] N. Shiraishi, K. Saito, and H. Tasaki, Universal Trade-Off
Relation between Power and Efficiency for Heat Engines,
Phys. Rev. Lett. 117, 190601 (2016).

[76] A. C. Barato and U. Seifert, Thermodynamic Uncertainty
Relation for Biomolecular Processes, Phys. Rev. Lett. 114,
158101 (2015).

[77]1 T. R. Gingrich, J. M. Horowitz, N. Perunov, and J. L.
England, Dissipation Bounds all Steady-State Current
Fluctuations, Phys. Rev. Lett. 116, 120601 (2016).

[78] J. M. Horowitz and T. R. Gingrich, Thermodynamic
uncertainty relations constrain non-equilibrium fluctua-
tions, Nat. Phys. 16, 15 (2020).

[79] A. Dechant and S.-i. Sasa, Current fluctuations and trans-
port efficiency for general langevin systems, J. Stat.
Mech.: Theory Exp. 2018, 063209 (2018).

[80] T. Hatano and S.-i. Sasa, Steady-State Thermodynam-
ics of Langevin Systems, Phys. Rev. Lett. 86, 3463
(2001).

[81] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan, Com-
pletely positive dynamical semigroups of n-level systems,
J. Math. Phys. 17, 821 (1976).

[82] G. Lindblad, On the generators of quantum dynamical
semigroups, Commun. Math. Phys. 48, 119 (1976).

[83] R. Merris, Laplacian matrices of graphs: A survey, Linear
Algebra Appl. 197, 143 (1994).

[84] T. M. Cover, Elements of Information Theory (John Wiley
& Sons, New York, 1999).

[85] P. Strasberg and A. Winter, First and second law of quan-
tum thermodynamics: A consistent derivation based on
a microscopic definition of entropy, PRX Quantum 2,
030202 (2021).

[86] Assuming that the current fluctuates randomly in time with
zero mean, we obtain y = 1/2.

[87] When we consider a pure state and take the entire basis
{li)} of the Hilbert space to describe each subspace, 6;
indeed becomes the standard phase difference, 6; — 6;.
Here, we take (i|y) = |{i|r)]e".

[88] B. Nachtergaele and R. Sims, Lieb-robinson bounds and
the exponential clustering theorem, Commun. Math. Phys.
265, 119 (2006).

[89] S. Bravyi, M. B. Hastings, and F. Verstraete, Lieb-
Robinson Bounds and the Generation of Correlations and
Topological Quantum Order, Phys. Rev. Lett. 97, 050401
(2006).

020319-35


https://doi.org/10.1080/00018732.2016.1198134
https://doi.org/10.1038/nphys2259
https://doi.org/10.1126/science.aal3837
https://doi.org/10.1103/PhysRevLett.111.140401
https://doi.org/10.1088/1367-2630/17/4/045002
https://doi.org/10.1038/ncomms10821
https://doi.org/10.1088/1367-2630/aab03b
https://doi.org/10.1103/PhysRevLett.91.207901
https://doi.org/10.1142/S0219749910006514
https://doi.org/10.1088/1367-2630/aa83dc
https://doi.org/10.1088/1367-2630/aaf9f5
https://arxiv.org/abs/1912.08405
https://doi.org/10.1103/PhysRevLett.126.010601
https://arxiv.org/abs/2103.00503
https://arxiv.org/abs/2109.12817
https://arxiv.org/abs/2110.01141
https://doi.org/10.1007/s00220-014-2124-8
https://doi.org/10.1016/j.jfa.2019.02.005
https://doi.org/10.1103/PhysRevA.101.042107
https://doi.org/10.1103/PhysRevE.97.062101
https://doi.org/10.1038/nature08482
https://doi.org/10.1103/PhysRevLett.105.170402
https://doi.org/10.1103/PhysRevLett.107.140404
https://doi.org/10.1103/PhysRevLett.117.190601
https://doi.org/10.1103/PhysRevLett.114.158101
https://doi.org/10.1103/PhysRevLett.116.120601
https://doi.org/10.1038/s41567-019-0702-6
https://doi.org/10.1088/1742-5468/aac91a
https://doi.org/10.1103/PhysRevLett.86.3463
https://doi.org/10.1063/1.522979
https://doi.org/10.1007/BF01608499
https://doi.org/10.1016/0024-3795(94)90486-3
https://doi.org/10.1103/PRXQuantum.2.030202
https://doi.org/10.1007/s00220-006-1556-1
https://doi.org/10.1103/PhysRevLett.97.050401

RYUSUKE HAMAZAKI

PRX QUANTUM 3, 020319 (2022)

[90] N. Lashkari, D. Stanford, M. Hastings, T. Osborne, and P.
Hayden, Towards the fast scrambling conjecture, J. High
Energy Phys. 2013, 1 (2013).

[91] D. A. Abanin, W. De Roeck, and F. m. ¢. Huveneers,
Exponentially Slow Heating in Periodically Driven Many-
Body Systems, Phys. Rev. Lett. 115, 256803 (2015).

[92] T. Kuwahara, T. Mori, and K. Saito, Floquet-magnus the-
ory and generic transient dynamics in periodically driven
many-body quantum systems, Ann. Phys. (N. Y) 367, 96
(2016).

[93] D. Abanin, W. De Roeck, W. W. Ho, and F. Huveneers, A
rigorous theory of many-body prethermalization for peri-
odically driven and closed quantum systems, Commun.
Math. Phys. 354, 809 (2017).

[94] I. Kukuljan, S. c. v. Grozdanov, and T. c. v. Prosen, Weak
quantum chaos, Phys. Rev. B 96, 060301 (2017).

[95] Z. Gong, N. Yoshioka, N. Shibata, and R. Hamazaki, Uni-
versal Error Bound for Constrained Quantum Dynamics,
Phys. Rev. Lett. 124, 210606 (2020).

[96] Z.Gong, N. Yoshioka, N. Shibata, and R. Hamazaki, Error
bounds for constrained dynamics in gapped quantum sys-
tems: Rigorous results and generalizations, Phys. Rev. A
101, 052122 (2020).

[97] T. Baumgratz, M. Cramer, and M. B. Plenio, Quantifying
Coherence, Phys. Rev. Lett. 113, 140401 (2014).

[98] A. Shimizu and T. Morimae, Detection of Macroscopic
Entanglement by Correlation of Local Observables, Phys.
Rev. Lett. 95, 090401 (2005).

[99] B. Yadin and V. Vedral, General framework for quantum
macroscopicity in terms of coherence, Phys. Rev. A 93,
022122 (2016).

[100] A. Streltsov, G. Adesso, and M. B. Plenio, Colloquium:
Quantum coherence as a resource, Rev. Mod. Phys. 89,
041003 (2017).

[101] F. Frowis, P. Sekatski, W. Diir, N. Gisin, and N. San-
gouard, Macroscopic quantum states: Measures, fragility,
and implementations, Rev. Mod. Phys. 90, 025004
(2018).

[102] To be precise, C obtained from this specific choice of
cnm = |n — m| may not satisfy some criteria [97] for quan-
tum coherence. Nevertheless, the measure obtained by
this choice can be useful for discussing the speed of cer-
tain transitions between states with different macroscopic
coherence. We thus use this choice in this work as well as
the coherence measure based on the variance.

[103] S. Lyu, Interpretation and generalization of score match-
ing, arXiv preprint arXiv:1205.2629 (2012).

[104] S. Deffner, Quantum speed limits and the maximal rate of
information production, Phys. Rev. Res. 2, 013161 (2020).

[105] H. J. Bremermann, in Proceedings of the fifth berke-
ley symposium on mathematical statistics and probability
(University of California Press Berkeley, CA, 1967), Vol.
4,p. 15.

[106] J. D. Bekenstein, Energy Cost of Information Transfer,
Phys. Rev. Lett. 46, 623 (1981).

[107] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari,
Theory of bose-einstein condensation in trapped gases,
Rev. Mod. Phys. 71, 463 (1999).

[108] This divergence for the speed is different from the diver-
gence of the transition time discussed in [15,162], which is

caused by the vanishing averaged speed near the stationary
state.

[109] U. Schneider, L. Hackermiiller, J. P. Ronzheimer, S. Will,
S. Braun, T. Best, 1. Bloch, E. Demler, S. Mandt, and D.
Rasch et al., Fermionic transport and out-of-equilibrium
dynamics in a homogeneous hubbard model with ultracold
atoms, Nat. Phys. 8, 213 (2012).

[110] J. P. Ronzheimer, M. Schreiber, S. Braun, S. S. Hodg-
man, S. Langer, I. P. McCulloch, F. Heidrich-Meisner, I.
Bloch, and U. Schneider, Expansion Dynamics of Inter-
acting Bosons in Homogeneous Lattices in one and two
Dimensions, Phys. Rev. Lett. 110, 205301 (2013).

[111] N. Schuch, S. K. Harrison, T. J. Osborne, and J. Eisert,
Information propagation for interacting-particle systems,
Phys. Rev. A 84, 032309 (2011).

[112] Z. Wang and K. R. Hazzard, Tightening the lieb-robinson
bound in locally interacting systems, PRX Quantum 1,
010303 (2020).

[113] T. Kuwahara and K. Saito, Lieb-Robinson Bound and
Almost-Linear Light Cone in Interacting Boson Systems,
Phys. Rev. Lett. 127, 070403 (2021).

[114] J. Faupin, M. Lemm, and I. M. Sigal, Maximal speed for
macroscopic particle transport in the bose-hubbard model,
arXiv preprint arXiv:2110.04313 (2021).

[115] Wehave} ; \/myi(mizcri+ 1) =3, 20 /mii(mizri 4 1).

Using the Cauchy-Schwarz inequality, this is further
bounded by Cyy < 2K \/Z,:m” 20 Y g 20 i1+ 1)

< 24/2KM. Thus, Cuy /M does not grow with M.

[116] P. Pietzonka, A. C. Barato, and U. Seifert, Universal
bounds on current fluctuations, Phys. Rev. E 93, 052145
(2016).

[117] J. M. Horowitz and T. R. Gingrich, Proof of the finite-
time thermodynamic uncertainty relation for steady-state
currents, Phys. Rev. E 96, 020103 (2017).

[118] K. Proesmans and C. Van den Broeck, Discrete-time
thermodynamic uncertainty relation, EPL (Europhysics
Letters) 119, 20001 (2017).

[119] S. Pigolotti, I. Neri, E. Roldan, and F. Jiilicher, Generic
Properties of Stochastic Entropy Production, Phys. Rev.
Lett. 119, 140604 (2017).

[120] Y. Hasegawa and T. Van Vu, Fluctuation Theorem Uncer-
tainty Relation, Phys. Rev. Lett. 123, 110602 (2019).

[121] K. Brandner, T. Hanazato, and K. Saito, Thermodynamic
Bounds on Precision in Ballistic Multiterminal Transport,
Phys. Rev. Lett. 120, 090601 (2018).

[122] A. Dechant and S.-i. Sasa, Fluctuation—response inequal-
ity out of equilibrium, Proc. Natl. Acad. Sci. 117, 6430
(2020).

[123] Y. Hasegawa and T. Van Vu, Uncertainty relations in
stochastic processes: An information inequality approach,
Phys. Rev. E 99, 062126 (2019).

[124] K. Liu, Z. Gong, and M. Ueda, Thermodynamic Uncer-
tainty Relation for Arbitrary Initial States, Phys. Rev. Lett.
125, 140602 (2020).

[125] M. Esposito, Stochastic thermodynamics under coarse
graining, Phys. Rev. E 85, 041125 (2012).

[126] U. Seifert, Stochastic thermodynamics, fluctuation the-
orems and molecular machines, Rep. Prog. Phys. 75,
126001 (2012).

020319-36


https://doi.org/10.1007/JHEP04(2013)022
https://doi.org/10.1103/PhysRevLett.115.256803
https://doi.org/10.1016/j.aop.2016.01.012
https://doi.org/10.1007/s00220-017-2930-x
https://doi.org/10.1103/PhysRevB.96.060301
https://doi.org/10.1103/PhysRevLett.124.210606
https://doi.org/10.1103/PhysRevA.101.052122
https://doi.org/10.1103/PhysRevLett.113.140401
https://doi.org/10.1103/PhysRevLett.95.090401
https://doi.org/10.1103/PhysRevA.93.022122
https://doi.org/10.1103/RevModPhys.89.041003
https://doi.org/10.1103/RevModPhys.90.025004
https://arxiv.org/abs/1205.2629
https://doi.org/10.1103/PhysRevResearch.2.013161
https://doi.org/10.1103/PhysRevLett.46.623
https://doi.org/10.1103/RevModPhys.71.463
https://doi.org/10.1038/nphys2205
https://doi.org/10.1103/PhysRevLett.110.205301
https://doi.org/10.1103/PhysRevA.84.032309
https://doi.org/10.1103/PRXQuantum.1.010303
https://doi.org/10.1103/PhysRevLett.127.070403
https://arxiv.org/abs/2110.04313
https://doi.org/10.1103/PhysRevE.93.052145
https://doi.org/10.1103/PhysRevE.96.020103
https://doi.org/10.1209/0295-5075/119/20001
https://doi.org/10.1103/PhysRevLett.119.140604
https://doi.org/10.1103/PhysRevLett.123.110602
https://doi.org/10.1103/PhysRevLett.120.090601
https://doi.org/10.1073/pnas.1918386117
https://doi.org/10.1103/PhysRevE.99.062126
https://doi.org/10.1103/PhysRevLett.125.140602
https://doi.org/10.1103/PhysRevE.85.041125
https://doi.org/10.1088/0034-4885/75/12/126001

SPEED LIMITS FOR MACROSCOPIC...

PRX QUANTUM 3, 020319 (2022)

[127] S. Otsubo, S. Ito, A. Dechant, and T. Sagawa, Estimat-
ing entropy production by machine learning of short-time
fluctuating currents, Phys. Rev. E 101, 062106 (2020).

[128] This bound may be further tightened by using the
recently found inequality for the Wasserstein distance
[64].

[129] B. Derrida, An exactly soluble non-equilibrium system:
The asymmetric simple exclusion process, Phys. Rep. 301,
65 (1998).

[130] V. Eisler, Crossover between ballistic and diffusive trans-
port: The quantum exclusion process, J. Stat. Mech.:
Theory Exp. 2011, P06007 (2011).

[131] K. Temme, M. M. Wolf, and F. Verstraete, Stochastic
exclusion processes versus coherent transport, New J.
Phys. 14, 075004 (2012).

[132] 1. Yusipov, T. Laptyeva, S. Denisov, and M. Ivanchenko,
Localization in Open Quantum Systems, Phys. Rev. Lett.
118, 070402 (2017).

[133] T. Haga, M. Nakagawa, R. Hamazaki, and M. Ueda,
Liouvillian Skin Effect: Slowing Down of Relaxation Pro-
cesses Without gap Closing, Phys. Rev. Lett. 127, 070402
(2021).

[134] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. Biich-
ler, and P. Zoller, Quantum states and phases in driven
open quantum systems with cold atoms, Nat. Phys. 4, 878
(2008).

[135] Asan example, if we consider the system with M particles
in Sec. IV and take » as the sum of the particle positions,
t, for n ~ lyeM (i.e., lye denotes the average position of
particles) is t,, ~ lye/(2KApr).

[136] S. Pai, M. Pretko, and R. M. Nandkishore, Localization
in Fractonic Random Circuits, Phys. Rev. X 9, 021003
(2019).

[137] P. Sala, T. Rakovszky, R. Verresen, M. Knap, and F. Poll-
mann, Ergodicity Breaking Arising from Hilbert Space
Fragmentation in Dipole-Conserving Hamiltonians, Phys.
Rev. X 10, 011047 (2020).

[138] O. A. Castro-Alvaredo, B. Doyon, and T. Yoshimura,
Emergent Hydrodynamics in Integrable Quantum Systems
out of Equilibrium, Phys. Rev. X 6, 041065 (2016).

[139] V. B. Bulchandani, R. Vasseur, C. Karrasch, and J. E.
Moore, Solvable Hydrodynamics of Quantum Integrable
Systems, Phys. Rev. Lett. 119, 220604 (2017).

[140] H. Spohn, Large Scale Dynamics of Interacting Particles
(Springer Verlag, Heidelberg, 1991).

[141] M. Tsubota, M. Kobayashi, and H. Takeuchi, Quantum
hydrodynamics, Phys. Rep. 522, 191 (2013).

[142] M. Schiulaz, E. J. Torres-Herrera, and L. F. Santos, Thou-
less and relaxation time scales in many-body quantum
systems, Phys. Rev. B 99, 174313 (2019).

[143] L. P. Garcia-Pintos, N. Linden, A. S. L. Malabarba, A.
J. Short, and A. Winter, Equilibration Time Scales of
Physically Relevant Observables, Phys. Rev. X 7, 031027
(2017).

[144] R. V. Jensen and R. Shankar, Statistical Behavior in Deter-
ministic Quantum Systems with few Degrees of Freedom,
Phys. Rev. Lett. 54, 1879 (1985).

[145] J. M. Deutsch, Quantum statistical mechanics in a closed
system, Phys. Rev. A 43,2046 (1991).

[146] M. Srednicki, Chaos and quantum thermalization, Phys.
Rev. E 50, 888 (1994).

[147] M. Rigol, V. Dunjko, and M. Olshanii, Thermalization
and its mechanism for generic isolated quantum systems,
Nature 452, 854 (2008).

[148] A. Nahum, J. Ruhman, S. Vijay, and J. Haah, Quantum
Entanglement Growth under Random Unitary Dynamics,
Phys. Rev. X 7, 031016 (2017).

[149] A. Nahum, S. Vijay, and J. Haah, Operator Spreading in
Random Unitary Circuits, Phys. Rev. X 8, 021014 (2018).

[150] C.W. von Keyserlingk, T. Rakovszky, F. Pollmann, and S.
L. Sondhi, Operator Hydrodynamics, Otocs, and Entan-
glement Growth in Systems Without Conservation Laws,
Phys. Rev. X 8, 021013 (2018).

[151] V. Khemani, A. Vishwanath, and D. A. Huse, Operator
Spreading and the Emergence of Dissipative Hydrody-
namics under Unitary Evolution with Conservation Laws,
Phys. Rev. X 8, 031057 (2018).

[152] T. Rakovszky, F. Pollmann, and C. W. von Keyser-
lingk, Diffusive Hydrodynamics of Out-Of-Time-Ordered
Correlators with Charge Conservation, Phys. Rev. X 8,
031058 (2018).

[153] R.Hamazaki and M. Ueda, Atypicality of Most Few-Body
Observables, Phys. Rev. Lett. 120, 080603 (2018).

[154] S. Sugimoto, R. Hamazaki, and M. Ueda, Test of the
Eigenstate Thermalization Hypothesis Based on Local
Random Matrix Theory, Phys. Rev. Lett. 126, 120602
(2021).

[155] S. Boucheron, G. Lugosi, and P. Massart, Concentration
Inequalities: A Nonasymptotic Theory of Independence
(Oxford university press, Oxford, 2013).

[156] R. Van Handel, Probability in high dimension, Tech. Rep.
(PRINCETON UNIV NJ, 2014).

[157] F. R. Chung and F. C. Graham, Spectral Graph Theory
(American Mathematical Soc., Washington, 1997), 92.

[158] P. Weinberg and M. Bukov, QuSpin: A python package
for dynamics and exact diagonalisation of quantum many
body systems part I: Spin chains, SciPost Phys. 2, 003
(2017).

[159] P. Weinberg and M. Bukov, Quspin: A python package
for dynamics and exact diagonalisation of quantum many
body systems. part ii: Bosons, fermions and higher spins,
SciPost Phys 7, 97 (2019).

[160] Our discussion can be similarly made for fermions.

[161] V. T. Vo, T. Van Vu, and Y. Hasegawa, Unified approach
to classical speed limit and thermodynamic uncertainty
relation, Phys. Rev. E 102, 062132 (2020).

[162] Eoin O’Connor, Giacomo Guarnieri, and Steve Campbell,
Phys. Rev. A 103, 022210.

020319-37


https://doi.org/10.1103/PhysRevE.101.062106
https://doi.org/10.1016/S0370-1573(98)00006-4
https://doi.org/10.1088/1742-5468/2011/06/P06007
https://doi.org/10.1088/1367-2630/14/7/075004
https://doi.org/10.1103/PhysRevLett.118.070402
https://doi.org/10.1103/PhysRevLett.127.070402
https://doi.org/10.1038/nphys1073
https://doi.org/10.1103/PhysRevX.9.021003
https://doi.org/10.1103/PhysRevX.10.011047
https://doi.org/10.1103/PhysRevX.6.041065
https://doi.org/10.1103/PhysRevLett.119.220604
https://doi.org/10.1016/j.physrep.2012.09.007
https://doi.org/10.1103/PhysRevB.99.174313
https://doi.org/10.1103/PhysRevLett.54.1879
https://doi.org/10.1103/PhysRevA.43.2046
https://doi.org/10.1103/PhysRevE.50.888
https://doi.org/10.1038/nature06838
https://doi.org/10.1103/PhysRevX.7.031016
https://doi.org/10.1103/PhysRevX.8.021014
https://doi.org/10.1103/PhysRevX.8.021013
https://doi.org/10.1103/PhysRevX.8.031057
https://doi.org/10.1103/PhysRevX.8.031058
https://doi.org/10.1103/PhysRevLett.120.080603
https://doi.org/10.1103/PhysRevLett.126.120602
https://doi.org/10.21468/SciPostPhys.2.1.003
https://doi.org/10.21468/SciPostPhys.7.2.020
https://doi.org/10.1103/PhysRevE.102.062132

	I.. INTRODUCTION
	A.. Summary of the results
	1.. General framework for deriving speed limits on macroscopic transitions
	2.. Speed limits in quantum unitary dynamics as a new trade-off relation
	3.. Speed limits in stochastic dynamics by entropy production

	B.. Organization of the paper

	II.. MACROSCOPIC SPEED LIMIT CONSTRAINED BY CURRENTS
	A.. Instantaneous speed limit on a general graph
	B.. Speed limit for other quantities
	C.. Limit for the transition time
	D.. Continuous case

	III.. UNITARY QUANTUM DYNAMICS: THEORY
	A.. General setting for discrete quantum systems
	B.. Speed limit for expectation values of observables
	C.. Speed limit for macroscopic coherence
	D.. Speed limit for entropylike quantities
	E.. Bound for the continuous case

	IV.. UNITARY QUANTUM DYNAMICS: EXAMPLE
	A.. Single-particle system
	B.. Many-particle system
	C.. Many-body spin system

	V.. CLASSICAL MARKOVIAN SYSTEMS AND THE IRREVERSIBILITY BOUND
	A.. General setting for discrete systems
	B.. Bound for macroscopic observables
	1.. Standard entropy production bound
	2.. Hatano-Sasa entropy production bound


	VI.. CLASSICAL DYNAMICS: EXAMPLE
	VII.. SPEED LIMIT FOR MACROSCOPIC QUANTUM SYSTEMS WITH MARKOVIAN DISSIPATION
	VIII.. DISCUSSIONS
	A.. Absence of the trade-off relation between time and energy fluctuation in our formalism
	B.. Concentration and distribution
	C.. Other observables
	D.. Tightening the quantum speed limit for mixed states

	IX.. CONCLUSION AND OUTLOOK
	. ACKNOWLEDGMENTS
	. APPENDIX A: ANALOGY TO THE OPTIMAL TRANSPORT PROBLEM
	. APPENDIX B: BRIEF REVIEW OF THE GRAPH LAPLACIAN
	1.. Unweighted graph
	2.. Weighted graph

	. APPENDIX C: DERIVATION OF THE QUANTUM SPEED LIMITS FOR EXPECTATION VALUES
	1.. Proofs of inequalities [dC1](C1) and [dC2](C2)
	2.. Proof of inequality [dC3](C3)
	3.. Proof of inequality [dC5](C5)

	. APPENDIX D: DERIVATION OF THE SPEED LIMIT FOR ACCELERATION
	. APPENDIX E: DERIVATION OF THE SPEED LIMIT FOR COHERENCE FOR GENERAL STATES
	. APPENDIX F: DERIVATION OF INEQUALITY [d56](56)
	. APPENDIX G: DERIVATION OF THE SPEED LIMIT FOR SHANNON ENTROPY
	. APPENDIX H: TIGHTNESS OF THE BOUNDS FOR SIMPLE SYSTEMS
	. APPENDIX I: DERIVATION OF THE SPEED LIMITS FOR CLASSICAL STOCHASTIC SYSTEMS
	1.. Speed limit using the entropy production rate
	2.. Speed limit using the Hatano-Sasa entropy production rate

	. APPENDIX J: DERIVATION OF INEQUALITY [d126](126)
	. APPENDIX K: DERIVATION OF INEQUALITY [d133](133)
	. REFERENCES


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


