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The Spike and Slab Model

The regression problem: Y = Xβ + ε

The Spike and Slab model:

(Y ∗

i |xi ,β, σ
2) ∼ N (x>i β, σ

2n)

(βk |φk , τ
2
k
) ∼ N (0, φkτ

2
k
)

(φk |v0,w) ∼ (1− w)δv0(·) + wδ1(·)

(τ−2
k

|b1, b2) ∼ Gamma(a1, a2)

w ∼ Uniform[0, 1]

σ−2 ∼ Gamma(b1, b2)

? X = [x1, · · · , xn]
> ∈ R

n×K is the data matrix. Y = [Y1, · · · ,Yn]
> is

the original response. Y∗

i = σ̂n
−1

n
1
2 Yi is the normalized response

with σ̂n
2 = ‖Y − Xβ̂o

n
‖2/(n − K) and β̂o

n
= (X>

X)−1(X>
Y) is the

OLS estimate.

? Settings: a1 = 5, a2 = 50, b1 = b2 = 0.0001, v0 = 0.005.

? Notice that σ2 is rescaled by n.
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The Spike and Slab Model
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Variable Selection and Regression

In this paper, variable selection and regression are done
separately in two steps.

? Step 1: The posterior mean of the spike-slab model β̂
∗

n is
used to identify the variables in the model, via Zcut or
svsForward.

? Step 2: The final regression coefficient is the OLS
estimate using only the identified variables in Step 1, i.e.,
β̂
o

n[k] = (X[k]>X[k])−1(X[k]>Y) where X[k] denotes a
n× k matrix containing the k selected variables.
β̂
o

n[k] is called a restricted OLS estimate.
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Two Variable Selection Methods

? Zcut: Hard shrinkage on posterior mean.
Zcut := {βk : |β̂∗

k,n| ≥ zα/2}
where zα/2 = norminv(1− α

2
), α = 0.10.

? svsForward: Forward selection.
First reorder the variables using |β̂∗

k,n|.
FOR k = 1, 2, · · · ,K
Find the restricted OLS estimate β̂o

n[k].

Compute the Z-statistics Z̃k,n =
n1/2β̂o

k,n

σ̂ns
1/2
kk

.

if |Z̃k,n| < zαk/2, return top k − 1 variables; Stop; end
END

Z̃k,n is a normalized version of β̂o

k,n, with skk = ((X[k]>X[k])−1)kk .



Spike and

Slab Variable

Selection:

Frequentist

and Bayesian

Strategies

Hemant

Ishwaran and

J. Sunil Rao

Outline

The Spike and

Slab Model

Variable

Selection and

Regression

Experiments

Conclusion

Two Baseline Variable Selection Methods

Two alternative methods based on β̂
o

n instead of β̂
∗

n:

? OLS-hard: Hard shrinkage on OLS estimate.
OLS-hard = {βk : |Z̃k,n| ≥ zα/2}

where Z̃k,n is computed using all variables.

? OLSForward: Reorder the variables based on Z̃k,n using all
variables. Then do the same sequential forward selection
as in svsForward.
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Zcut Vs. OLS-hard
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Diabetes Dataset

OLS based methods missed two important variables (ltg and hdl).
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Breiman simulations
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Conclusion

? A rescaled Spike and Slab model is proposed.

? The posterior mean of the model is used to select variables
in the model via Zcut or svsForward.

? Experiments show advantage compared with OLS based
variable selection.

? Detailed theoretical analysis is provided in the paper.
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