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Spontaneous cortical activity—ongoing activity in the absence of
intentional sensory input—has been studied extensively1, using
methods ranging from EEG (electroencephalography)2–4,
through voltage sensitive dye imaging5–7, down to recordings
from single neurons8,9. Ongoing cortical activity has been shown
to play a critical role in development10–14, and must also be
essential for processing sensory perception, because it modulates
stimulus-evoked activity5,15,16, and is correlated with behaviour17.
Yet its role in the processing of external information and its
relationship to internal representations of sensory attributes
remains unknown. Using voltage sensitive dye imaging, we
previously established a close link between ongoing activity in
the visual cortex of anaesthetized cats and the spontaneous firing
of a single neuron6. Here we report that such activity encom-
passes a set of dynamically switching cortical states, many of
which correspond closely to orientation maps. When such an
orientation state emerged spontaneously, it spanned several
hypercolumns and was often followed by a state corresponding
to a proximal orientation.We suggest that dynamically switching
cortical states could represent the brain’s internal context, and
therefore reflect or influence memory, perception and behaviour.
To determine the existence of spontaneously occurring states that

correspond to cortical representations of orientations and charac-
terize their dynamics, we chose to explore cat area 18, where most
cells are selective for stimulus orientation, and therefore robust
functional maps corresponding to different orientations are readily
revealed. We used voltage sensitive dye imaging, which emphasizes
synaptic membrane potential changes (similar to intracellular
recordings from large populations of neurons18,19). We recorded
activity continuously in 30-s sessions (3,072 frames spaced 9.6ms
apart, covering a cortical area up to 4 £ 7mm) both in the presence
and absence of stimulation (full field oriented gratings, see Methods
for details). We used the evoked data to construct single-condition

and full-orientation maps, and used spatial correlation coefficients
between single frames of ongoing activity and the evoked maps to
evaluate similarity. Figure 1 illustrates the resemblance between a
spontaneous single frame (Fig. 1b), its best correlated orientation
map (Fig. 1a), and a single evoked frame (Fig. 1c). On average, the
maximal correlation coefficient for evoked frames with any par-
ticular map was only 10 ^ 5% higher than the maximal correlation
coefficients seen for spontaneous frames (0.63 and 0.58 respectively
in the example of Fig. 1). It is pertinent to note that the correlation
coefficients between twomaps obtained using the same stimulus, but
in different recording sessions, usually ranged between 0.7 and 0.8.

To establish that such intrinsic orientation states occurred spon-
taneously much more frequently than expected by chance, we
constructed control ‘artificial orientation maps’ (see Methods).
We compared the distribution of correlation coefficients between
spontaneous frames and the orientation maps (Fig. 2, red) with the
corresponding distribution obtained using the control maps (Fig. 2,
blue). Although both distributions were symmetrical around zero,
the one computed with the real orientation maps was much wider.
Specifically, whereas the maximal correlation coefficient with con-
trol patterns rarely exceeded 0.2 (less than 1% of the time), the
corresponding values for the real orientationmaps reached values as
high as 0.6, with themeanmaximal value across all hemispheres and
imaging sessions being 0.5 ^ 0.1. Overall, the threshold for signifi-
cant correlation (P , 0.01) was found to range between j0.18j and
j0.22j using any of the control patterns. For subsequent analysis we
conservatively set the threshold for significant correlation at j0.25j.
Using this threshold, we found that states corresponding to orien-
tation maps arise spontaneously about 20% of the time. Further-
more, we found that the amplitude of the most highly correlated
spontaneous states was on average only 30% lower than the
amplitude of the most highly correlated evoked single frames (see
Supplementary Information SI1 for additional information).

To characterize the distribution of spontaneous occurrences of
different orientation states, we quantified the occurrence of spon-
taneous frames that were significantly correlated with each of the
orientation maps. The obtained distribution was biased to states
corresponding to one of the cardinal orientations (08 and 908). An
example from one hemisphere is shown in Fig. 3a. Overall, themaps
corresponding to the two cardinal orientations appeared 20%more
often than those corresponding to the two oblique ones (458 and
1358), but this dynamical bias for different cats was highly variable,
ranging from 10% to 80% (see example from three extreme cases in
Fig. 3b, green). Additionally, states corresponding to oblique maps
emerged with smaller correlation coefficients than cardinal ones
(Fig. 3b, blue). These results indicate a strong dynamical over-

Figure 1 Comparing instantaneous patterns of spontaneous and evoked activity to the
averaged functional map. a, The orientation map using full-field gratings of vertical
orientation, obtained by averaging 165 frames (5 frames from each trial starting from

100ms after stimulus onset, over 33 stimulus presentations). b, A map obtained in a

single frame from a spontaneous recording session. c, A single frame from an evoked

session using the same orientation as for the map. Amplitude was computed as described

in Methods.

 

Figure 2 Spontaneously emerging orientation states. Red, example of the distribution of
correlation coefficients between the horizontal map and spontaneous frames over an

entire session. Blue, the same, using an inverted map. Each distribution was fitted to a

gaussian to compute the significance level, j0.25j for P , 0.01. The distribution was

similar regardless of control maps used. Actual significance values were computed from

the histograms resulting from correlations with all maps. Note that although low-pass

filtering the frames and maps predictably increased the value of the correlation

coefficients, the number of ‘significant frames’ remained similar, as the control correlation

coefficients increased proportionally.
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representation of the cardinal orientations, and are in agreement
with recent observations of orientation anisotropies in area 18 of the
cat visual cortex20,21. Interestingly, in our voltage sensitive dye maps,
we did not observe any consistent over-representation of the cortical
areas corresponding to the cardinal orientations. This result is in
agreement with some of the previous findings22 (unlike the large
bias reported for the ferret23,24). This finding is intriguing, under-
scoring the importance of exploring both function and dynamics.

To examine the extent of the cortical area spanned by a given
spontaneously emerging cortical state, we divided evokedmaps into
two non-overlapping regions (illustrated in Fig. 3c), and examined
how each region correlated with the corresponding area in each of
the instantaneous frames of ongoing activity. We found that most of
the time when the significance level was crossed, the two non-
overlapping regions of the state emerged either simultaneously
(Fig. 3d, plus signs) or in a close temporal proximity (circles).
The results are illustrated by Supplementary Information SI2 (a
movie) and additional examples are shown in Supplementary
Information SI3.

Finally, in order to study the intrinsic states of spontaneous
population activity and their dynamics without explicitly using
any stimulus-derived orientation maps, we applied a well-known
Kohonen map algorithm25. We began with an initial set of 40
random templates (frames) located on a closed circle, onto which
the spontaneous single frames are mapped by finding the template
that is closest to each frame. A Kohonen algorithm was applied to
gradually update the templates so that in the end they characterize
the hidden low-dimensional order in high-dimensional population
activity (see Methods). A Kohonen algorithm was chosen for the
analysis of the recordings because it required only spontaneous
data, and did not necessitate prior assumptions about the number
of hidden states. Although the templates were learned exclusively
from the spontaneous data without making any use of the stimulus-
evoked orientation maps, many of the ‘learned templates’ (after the
algorithm converged) exhibited strong similarity to the orientation
maps obtained from the evoked data. Figure 4A (bottom traces)
depicts the templates that had highest correlation coefficients with

three of the orientation maps (top traces).
Because most of the final templates were good approximations to

single-condition orientation maps, they could be used for estimat-
ing the orientation preference (OP) map. To this end, every
template was assigned an orientation according to its position on
the circle by selecting the template corresponding to horizontal
orientation and adding an equal angle of 4.58 (1808 divided by 40,
the number of templates) to every subsequent template, and the OP
of every pixel was then obtained by standard vectorial summation of
the corresponding templates. The angle map calculated this way is
shown in colour in Fig. 4B (right panel) together with the OP map
obtained with visual stimulation (Fig. 4B, left panel). The similarity
between these two maps is remarkable: the spontaneous activity
alone contained most of the information about the OP maps.
Figure 4Ca shows the orientation of the map that had the highest
spatial correlation coefficient to each learned template. Note the
systematic transitions between neighbouring orientations encoun-
tered as one moves along the set of templates. The values of the
corresponding correlation coefficients are shown in Fig. 4Cb. The
maximal correlation coefficients reached values as high as 0.8 for
cardinal orientations, but were significantly lower for oblique
orientations, in accordance with our findings of representation
asymmetry.
Using the obtained templates, we analysed the dynamics of the

spontaneous activity by looking at the temporal sequence of the
templates onto which consecutive frames were mapped (Fig. 4Da,
and movie in Supplementary Information SI4). Long epochs of
smooth transitions between neighbouring templates were clearly
present in the data. To check that these long epochs could not be
explained merely by temporal correlations in the population
activity (that is, the fact that spontaneous single frames have a
finite rate of change), we performed a control analysis by generating
artificial templates that had spatial structure and mutual cross-
correlations similar to those of the original templates (see
Methods). Using these synthetic templates indeed resulted in

Figure 3 Dynamics of ongoing activity. a, Example of the distribution of occurrence of the
different orientation states. b, The relationship between orientation and number of
spontaneous occurrences of that orientation state (blue), or maximal correlation

coefficient (green) (average from three hemispheres). c, Illustration of two non-
overlapping patches on the map from Fig. 1a. d, Example of the time course of the
correlation coefficients between each of the selected areas on an evoked map, and single

frames from spontaneous activity sessions. Significance lines are plotted in accordance

with Fig. 2a. Plus signs, synchronous occurrences of patches; circles, times of phase lag.

    

  

  

Figure 4 Spontaneous states revealed using a Kohonen algorithm. A, Top, three single-
condition orientation maps. Bottom, three Kohonen templates best correlated with those

maps. B, Left, evoked orientation map. Right, full orientation map computed using the 40
Kohonen templates. Ca, Orientation of the map that is maximally correlated to each
Kohonen template. Cb, Correlation coefficient between each template and the
corresponding orientation map. The dashed line indicates the significance level

(P , 0.01) obtained with control synthetic templates (see Methods). Da, Position of a
best-matching Kohonen template as a function of time. Db, Position of best-matching
template from a set of control templates.
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significantly shorter transitions (Fig. 4Db). The average transition
for the experimental maps was twice as long as for the control
(82ms and 40ms, respectively) and this difference was highly
significant (t-test, P , 10216). The modelling of the geometry
and dynamics of cortical states is further discussed in Supplemen-
tary Information SI5).
To conclude, we have shown that ongoing activity encompasses a

set of dynamically switching cortical states, several of which corre-
spond to cortical representations of orientations. The hypothesis
that ongoing activity in the awake animal also contains a set of states
is currently being tested. Because we do not usually perceive
switching orientations while our eyes are closed, it is conceivable
that states that are intrinsic to lower areas, but which are constantly
interacting with incoming stimulation and feedback from higher
areas26, are not as persistent in duration or as spatially coherent in
the awake animal as in the anaesthetized one. These findings
support models of orientation maps that reflect intrinsic cortical
states largely determined by intra-cortical connectivity27–29, and
suggest that dynamically switching cortical states could express
the cortical way to prepare ‘default’ parameter values, which in turn
reflect expectations about the sensory input. A

Methods
Imaging
We used optical imaging of voltage sensitive dyes combined with single unit recordings.
The technicalities of the method are discussed extensively elsewhere6,7,18,30. We used
RH1691 to dye the cortex, and a high-speed camera to record the changes in the stained
cortex. Data from nine hemispheres of six cats were collected and analysed (20–40 sessions
per hemisphere both with and without stimulation). Each recording session lasted 30 s,
and 3,072 frames 9.6ms apart were obtained. For evoked sessions of continuous recording,
over the course of the 30 s of recording, 33 stimuli of the same orientation were presented
(trials). The stimuli consisted of full-field drifting gratings of high contrast lasting 200ms,
with an isoluminant 700-ms inter-stimulus interval using a grey screen. In each
hemisphere, we used evoked activity to establish the basic set of states by obtaining eight
single condition orientation maps at 22.58 steps. Maps in each evoked recording session
were computed by averaging 165 frames; this was done by using the five frames occurring
between 100 and 150ms after stimulus onset, from each of the 33 stimuli presented over
the course of a single session; 33 £ 5 ¼ 165). For ongoing activity recording sessions the
animal’s eyes were closed, and the roomdarkened (we found no difference when a uniform
grey screen was used instead). Each recorded frame represented the instantaneous pattern
of activity over a large patch of cortex (up to 4 £ 7mm in size; size of each pixel is
64 £ 64mm). The amplitude of each single frame was computed as the difference between
the signal strength at the centres of the four most responsive patches (‘white patches’), and
the four least responsive patches (‘black patches’). The locations of the patches were
defined on the evoked maps, and for each frame we selected the map that most closely
corresponded to that frame. We quantified the similarity between the patterns of any
individual frame and each of the orientation maps by the correlation coefficient between
the two. Note that the results in each recording session were entirely independent of
stimulation history. The data was cleaned for breathing artefacts through high-pass
temporal filtering above 0.6Hz. Heart artefacts were removed by subtracting the average
heart pattern for each pixel. All experiments were performed in strict accordance with
institutional and NIH guidelines.

Kohonen maps
The Kohonen map algorithm was applied for a topologically ordered mapping from the
space of recorded multidimensional images to a one-dimensional array ofM nodes evenly
distributed on a closed circle. With every node i, a template imagem i was associated. The
randomly initiated templates were modified iteratively during training. Each data image
x(n) at a time bin n was compared with all the templates according to the euclidean
distances in order to define the best-matching node (c): c¼ argimin½kx2mik#. The
euclidean distance kx 2 mik, is a square root of a sum over all image pixels of square
differences of signal intensities. The templates were then updated, such that every template
was made to be slightly more similar to the current data image. The amplitude of the
change for each template depends on its proximity to the best-matching node according to
a neighbourhood function, h(c 2 i): m i(n þ 1) ¼ mi(n) þ ah(c 2 i)[x(n) 2 m i(n)].

The neighbourhood function was chosen as a gaussian function of a position on the
circle:

hðc2 iÞ ¼ exp 2
{minðjc2 ij;M2 jc2 ijÞ}2

2j2

! "

For convergence it is necessary that the rate of change,a, gradually decreases during the
training.We started with a value ofa close to unity, and decreased it monotonically during
the first training phase of 3,072 iteration steps, keeping it small (close to 0.01) afterwards.
We also started with a fairly large j, and decreased it as the proper ordering took place. The
number of iterations was chosen such that each data frame is used several times (5–10). In
order to construct the set of control templates, we first obtained a synthetic map by

convolution of a random image with a typical orientation preference map. The rest of the
templates were formed by consequent shifts of the original synthetic map over a circular
trajectory. The radius of the circle as well as the amplitudes of the shifts was chosen in such
away that resulting synthetic templates have similar cross-correlation structure to the ones
obtained with the Kohonen algorithm. Significance level was calculated from a
distribution of maximal correlations between orientation maps and the set of 1,000
different synthetic templates.
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