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Abstract. Fake review detection has been studied by 
researchers for several years. However, so far all re
ported studies are based on English reviews. This paper 
reports a study of detecting fake reviews in Chinese. Our 
review dataset is from the Chinese review hosting site Di
anping1, which has built a fake review detection system. 
They are confident that their algorithm has a very high 
precision, but they don’t know the recall. This means 
that all fake reviews detected by the system are almost 
certainly fake but the remaining reviews may not be all 
genuine. This paper first reports a supervised learning 
study of two classes, fake and unknown. However, since 
the unknown set may contain many fake reviews, it is 
more appropriate to treat it as an unlabeled set. This 
calls for the model of learning from positive and unla
beled examples (or PU-learning). Experimental results 
show that PU learning not only outperforms supervised 
learning significantly, but also detects a large number of 
potentially fake reviews hidden in the unlabeled set that 
Dianping fails to detect.

Keywords. Fake reviews, Positive-Unlabeled learning, 
PU-learning.

1 Introduction

Opinions in reviews are increasingly used by in
dividuals and organizations for making purchase 
decisions and for marketing and product design.

1http://www.dianping.com

Positive opinions often mean profits and fames for 
businesses and individuals, which, unfortunately, 
give strong incentives for imposters to post fake 
reviews to promote or to discredit some target 
products or services. Such individuals are called 
opinion spammers and their activities are called 
opinion spamming [10]. Detecting fake opinions 
is important to ensure that the online reviews con
tinue to be trusted sources of opinions, rather than 
being full of fakes and lies.

In the past few years, several researchers have 
studied the problem. Existing studies are based on 
reviews in English. In this work, we perform a study 
on Chinese reviews. Our review dataset is from a 
popular review hosting site Dianping.com, which is 
the Chinese equivalent of Yelp.com. Dianping has 
built a system to detect fake reviews. It has been 
shown that the precision of the system is very high 
(due to the confidentiality agreement, we are un
able to disclose the precise number), which means 
that when the system spots a fake review it is 
almost surely a fake review. We can trust the high 
precision due to two reasons. First, Dianping has a 
team of expert evaluators whose duty is to evaluate 
its detection algorithm. Every week, a random 
sample of detected fake reviews is manually eval
uated by them based on all the data they collected 
(e.g., reviews, side information, IP addresses, click 
data, etc). Second, an even stronger evidence is
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that for each detected fake review, Dianping sends 
an email to its reviewer with reasons. Thus, we can 
trust the high precision of the system. However, 
Dianping does not know the true recall of their 
system because no one knows the exact number 
of fake reviews. High precision and unknown recall 
indicate that fake reviews detected by the system 
are almost certainly fake but the remaining reviews 
may not be all genuine, i.e., they may contain many 
fake reviews that Dianping's system cannot spot.

Dianping's algorithm is based on abnormal be
haviors of reviews and their reviewers. No review 
text is used. In this paper, we focus on using 
review text content. The key advantage of using the 
text content is that it can detect fake reviews right 
after posting. Fake reviews thus will not cause any 
damage. A behavior based approach takes some 
time to accumulate evidences for detection.

Our data is a set of restaurant reviews from Dian
ping labeled with two classes, fake and unknown. 
A review in the unknown class means that the 
review has passed Dianping's algorithm, but it can 
still be fake. This paper performs two studies:

—  Supervised learning: Using the labeled data, 
we first perform supervised learning to classify 
two types of reviews. Mukherjee et al. [21] 
performed this task using Yelp's filtered (fake) 
and unfiltered (non-fake) reviews [25, 18]. We 
perform it using Chinese reviews.

— PU learning: Since the unknown class can 
contain both fake reviews and non-fake re
views. The above classification is not entirely 
suitable. We thus treat the unknown class as 
unlabeled, which gives us a positive and unla
beled (PU) learning problem [3]. PU learning 
learns from positive (fake in our case) and 
unlabeled (or unknown) examples. Although 
[9] used a simple PU learning method to detect 
fake reviews, we show that methods proposed 
in our paper is significantly better.

Our experiments show that PU learning outper
forms supervised learning significantly. What is 
even more important is that PU learning finds a 
large number of potentially fake reviews which have 
not been detected by Dianping's algorithm. This 
demonstrates the power of PU learning as its goal

is to find hidden positives from the unlabeled set in 
the absence of negative training data.

2 Related Work

The main approach for opinion spam detection has 
been supervised learning. Although existing works 
have made important progresses, they mostly rely 
on ad-hoc fake and non-fake labels. In [10], dupli
cate and near duplicate reviews were assumed to 
be fake reviews in model building. The assumption, 
however, is too restricted for detecting general fake 
reviews. Li et al. [14] applied a co-training method 
on a manually labeled dataset of fake and non-fake 
reviews. This too may be unreliable as human 
labeling of fake reviews is quite poor [24]. Ott et 
al. [24] used Amazon Mechanical Turk (AMT) to 
get anonymous online workers to write 400 fake 
reviews on 20 popular Chicago hotels. 400 reviews 
from Tripadvisor.com on the same 20 Chicago ho
tels were used as non-fake reviews. They reported 
an accuracy of 89.6% using only word bigram fea
tures. [6] boosted the accuracy to 91.2% using 
some syntactic features. However, the AMT crafted 
fake reviews are not real fake reviews on real web
sites. The motivations and the psychological states 
of mind of the two types of reviewers/writers are 
very different, which can result in very different 
language styles [21].

Limited work has been done on detecting fake 
reviews using PU learning. Hernandez et al. [9] 
proposed a simple PU learning framework called 
PU-LEA that iteratively removes positive training 
data from unlabeled data. However, they assume 
a continual but gradual reduction of the negative 
instances over iterations which unfortunately is not 
always true. We compare their model in the real-life 
datasets and found that our model outperforms it 
significantly.

Our work is most related to that in [21], which 
performed a supervised classification experiment 
on Yelp's filtered (fake) and unfiltered (non-fake) 
reviews. But in the above cases, PU learning was 
not used.

Apart from supervised learning, [11] studied un
expected review patterns, [26] and [1] investigated 
graph-based methods, Fe ie t al. [5] exploited re
view burstiness, Lim et al. [16] detected individual
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fake reviewers, [20] detected group fake reviewers, 
Xie et al. [28] did time-series analysis, Feng et al. 
[7] and Wu et al. [27] studied review rating distribu
tions, and Li et al. [15] explored topic models.

Also related is the task of psycholinguistic de
ception detection which investigates lying words 
[8, 22], untrue views [19], computer-mediated de
ception in role-playing games [30], etc. However, 
fake reviews have very different dynamics. [24] 
showed that the features for detecting lies are not 
so effective for detecting fake reviews.

3 PU Learning Algorithms

As mentioned earlier, we will use supervised learn
ing and PU learning to detect fake reviews. For 
supervised learning, we use Support Vector Ma
chines (SVM) as it has been successfully applied 
to solve the problem in [21, 24]. As SVM is well 
known, we will not discuss it further. This section 
focuses on PU learning.

PU learning learns from a set of positive and 
unlabeled examples, where P  denotes a set of pos
itive examples, and U a set of unlabeled examples 
(which contains both hidden positive and hidden 
negative instances). The key characteristic is that 
it requires no negative training examples. The goal 
is to build a classifier using P  and U to classify the 
data in U or a future test set T . In our setting, the 
test set T  also acts as the unlabeled set U .

PU learning has been investigated by many re
searchers. A study of PAC learning under the 
statistical query model was given in [3]. [17] re
ported the sample complexity result to show how 
the problem may be solved. Subsequently, a num
ber of practical algorithms [17, 29, 13] were pro
posed. They generally follow a two-step strategy: 
(1) identifying a set of reliable negative documents 
RN from the unlabeled set; and then (2) building a 
classifier using P  (positive set), R N  (reliable neg
ative set) and U -R N  (unlabeled set) by applying 
an existing learning algorithm iteratively. There are 
also some other approaches based on unbalanced 
errors [13, 4].

We used a publically available PU learning sys
tem, LPU2 in our experiments. LPU uses a 2-step 
approach. There are three options (Spy, Roc, and 
NB) for step 1 and two options (EM and SVM) for 
step 2. We experimented with all combinations and 
found that using Spy in step 1 and EM or SVM in 
step 2 gives the best results. Below, we introduce 
these two combinations.

1: R N  ^  0 ;
// Reliable negative set

2: SP  ^  Sample(P , s%);
// Spy set

3: Assign each example in P  \  SP the class label
+1;

4: Assign each example in U u SP the class label
-1 ;

5: C ^  N B (P  \  S P , U u S P );
// Produce a NB classifier 

6: Classify each u e U u SP using C ;
7: Decide a probability threshold t  using SP and l; 
8: for each u e U do 
9: if its probability P r(+ |u ) < t  then

10: R N  ^  R N  U u
11: end if
12: end for

Fig. 1. Spy algorithm for extracting RN from U

3.1 The Spy Algorithm: Step 1

Step 1 uses a spy technique to identify some re
liable negatives (RN) from the unlabeled set U, 
which works as follows (Figure 1): First, a small 
set of positive examples (denoted by SP) called 
“spies” is randomly sampled from P  (line 2). The 
default sampling ratio is s =  15% (Liu et al. 2002). 
Then, a Nave Bayes (NB) classifier C is built using 
P  \  SP as the positive set and U u SP as the 
negative set (lines 3-5). The NB classifier is applied 
to classify each u e U u S P , i.e., to assign a proba
bilistic class label P r(+ |u ) (+ means positive) to u. 
The idea of the spy technique is as follows. Since 
the spy examples are from P  and are put into U as 
negatives in building the NB classifier, they should 
behave similarly to the hidden positives in U . We

2http://www.cs.uic.edu/~liub/LPU/LPU-download.
html
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1: Each document in P  is assigned the class label
+ 1 ;

2 : Each document in R N  is assigned the class 
label -1 ;

3: Learn an initial NB classifier f  from P  and R N ;
4: do

// E-Step
5: for each document d* in U \  R N  do
6: Using the current classifier f  to compute

P r(c j |di);
7: end for

// M-Step
8: Learn a new NB classifier f  from P , R N

and U \  R N  using P r ( c j ) and P r(w t\c j );
9: while the classifier parameters stablize 

10: The last iteration of EM gives the final classifier
f ;

11: for each document d* in U do
12: if its probability P r(+ |d*) >  0.5 then
13: Output d* as a positive document;
14: else
15: Output di as a negative document;
16: end if
17: end for

Fig. 2. EM algorithm with the NB classifier
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thus can use them to find the reliable negative set 
R N  from U. Using the probabilistic labels of spies 
in SP  and an input parameter l (noise level), a 
probability threshold t  is determined. Due to space 
constraints, we are unable to explain l . Details can 
be found in (Liu et al. 2002). t  is then used to find 
R N  from U (lines 8-12).

3.2 EM orSVM : Step 2

We discuss EM first. Given the positive set P , 
the reliable negative set R N , and the remaining 
unlabeled set U \  R N , we run EM [2] using the 
Naive Bayes (NB) [23] as the base learning algo
rithm. Thus, EM basically runs NB iteratively until 
it converges.

The EM algorithm is given in Figure 2. Lines 1
3 build an initial NB classifier f  using P  and RN. 
Lines 4-9 apply f  and build a new NB iteratively 
until convergence. Finally, the converged classifier

is used to classify the unlabeled set U (lines 10
17). When SVM is used in the second step, it works 
similarly. See (Yu et al., 2002) for more details.

4 Empirical Evaluation

This section evaluates the supervised learning and 
PU learning approaches using real-life restaurant 
reviews from Dianping.com.

Dianping review dataset: Dianping has a filtering 
algorithm to filter fake reviews on their site. The 
algorithm has evolved over the years. As explained 
in the introduction, Dianping’s review filter has a 
high precision but unknown recall.

Our experiment dataset consists of filtered (fake) 
reviews and unfiltered (unknown) reviews from 500 
restaurants in Shanghai, China. Following [21, 24], 
we created a balanced dataset of 3476 fake (pos
itive) reviews and 3476 unknown (negative) re
views. Due to the confidentiality agreement, we are 
unable to give the real proportion of fake reviews.

Since there are no white spaces between Chi
nese characters, we performed Chinese word 
segmentation using an existing segmentation tool 
called Jieba3.

4.1 Supervised Learning Results

We report the results of supervised learning of two 
classes, fake (positive) and unknown (negative).

Classification settings: SVM (SVMLight [12]) 
is our learner. We use the linear kernel and all 
default parameters, which are also used in [21, 24]. 
All our results are obtained through 5-fold cross 
validation (CV).

Features: We use the standard unigrams and 
bigrams. Bigrams include unigrams. Unigrams and 
bigrams are based on words after segmentation. 
We also tried Chinese character n-grams, but they 
were poorer. For feature weighting, we use TF-IDF, 
which performs better than TF.

Evaluation measures: We use the standard 
precision (P), recall (R) and F  score (F) because 
the user is mainly interested in the fake (positive) 
class. All the precision, recall and F score results 
are computed based on the positive (fake) class.

3https://github.com/fxsjy/jieba
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Table 1. 5-fold CV results

SVM PU-LEA Spy+EM Spy+SVM
P R F P R F P R F FRP

Unigrams 0.54 0.51 0.52 0.54 0.53 0.54 0.44 0.86 0.58 0.49 0.77 0.60
Bigrams 0.54 0.52 0.52 0.55 0.54 0.55 0.44 0.89 0.59 0.53 0.72 0.61

Classification results: The first column group 
of Table 1 gives the results of SVM for different 
feature sets. We can see that this is a very dif
ficult problem. Unigrams and bigrams performed 
similarly. The difference is in the third digit after 
the decimal point. Compared with the F score of 
0.72 using bi-grams on Yelp restaurant reviews in 
[21], the result here is much poorer. One reason 
is that Dianping reviews are much shorter than 
Yelp reviews and thus have less information for 
learners. On average, each Dianping review has 
85.87 Chinese characters, and 59.63 words after 
segmentation, while each Yelp review has 130.60 
words according to Yelp's data challege4. Another 
reason is that Chineses words are not naturally 
separated by white spaces. Errors produced by 
word segmentation would lead to poorer linguistic 
features.

4.2 PU Learning Results

In the PU learning experiments, we treat reviews 
in the unknown class as unlabeled reviews in train
ing. In testing, we still treat them as unknown or 
negative. The second column group in Table 1 
are results of PU-LEA [9] and the last two column 
groups correspond to the results of LPU(Spy+EM) 
and LPU(Spy+SVM). We can see that for both 
unigrams and bigrams our proposed PU learning 
is significantly better than SVM and PU-LEA in F 
scores based on paired t-test (p <  0.001). It is also 
important to note that the PU learning methods 
have much higher recalls but lower precisions. This 
may indicate that there are hidden fake reviews in 
the unknown set (see below).

Since the strength of PU learning is in uncover
ing hidden fakes in the unknown (unlabeled) set,

4http://www.yelp.com/dataset_challenge

we now explore that by first making some remarks 
about recall and precision in this context.

Recall: Since we do not know which reviews 
in the unknown set are fake, we cannot compute 
the precise recall. The recalls in the table are still 
based on the known fake reviews in the test set. 
However, we assume that the known fake reviews 
in the test set are representative of all fake reviews, 
including those hidden fakes in the unknown part 
of the test set. This is reasonable because Dian- 
ping's current method is entirely based on reviewer 
behaviors on their web site, and no text content is 
used in their filtering. This means that their method 
is independent of the review text content. Our 
classification uses text content only. Thus we can 
be reasonably confident that the recalls of the PU 
learning algorithms in Table 1 are good estimates 
of their true recalls.

Precision: Unfortunately, we cannot say the 
same about the precisions. The precisions in the 
table are based only on the known fake reviews, 
but do not cover any hidden fake reviews in the 
unknown class. There are two possible cases:

—  There is no hidden fake review in the unknown 
set. In this case, the precisions in the table are 
the true precisions. However, this case is very 
unlikely because it means that Dianping has 
discovered all fake reviews.

—  There are hidden fake reviews in the unknown 
set. This is more likely and this case is com
plicated. (a) If the classifier identified some of 
the hidden fake reviews (they are treated as 
false positives (FP) in the results of the table), 
then the true precision of the classifier will be 
higher. (b) If the classifier did not identify any 
hidden fake reviews in the unknown set, then 
the precisions are again the same as the ones 
given in the table. Intuitively, case (a) is more
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Table 2. Confusion matrix: positive is the fake class and 
negative is the unknown class.

Classified Classified
positive negative

Labeled positive TP FN

Labeled negative FP TN

likely. Below, we give some strong evidences 
to show that this is the case.

4.3 Behavioral Analysis of False Positives

Precision and recall are computed based on the 
confusion matrix in Table 2, which has four cells: 
true positive (TP), true negative (TN), false posi
tive (FP), and false negative (FN). Since both PU 
learning methods have significantly higher recalls 
than SVM (Table 1), we want to see whether the 
low precision is caused by hidden fake reviews in 
the unknown (negative in Table 2) class. Precision 
is defined as in Equation 1:

Precision =  T P / ( T P  +  F P ) (1)

We want to see whether some reviews in the FP 
set are potentially fake (i.e., true positives). Since 
it has been shown that by reading the reviews, it 
is very hard to spot fake reviews [24], we resort 
to abnormal behaviors of reviewers. We use two 
behavior clues to provide evidences:

— Average number of reviews per day (ANR):
ANR of a reviewer is computed by dividing the 
total number of reviews from him/her by the 
number of his/her active days. By active days, 
we mean in each of those days the reviewer 
has written at least one review. This is a good 
clue because if one writes a large number of 
reviews per day, he/she is suspicious.

—  Maximum content similarity (MCS): In or
der to save time and effort, a fake reviewer 
may reuse a past review or make some minor 
changes. We compute MCS for each reviewer 
using cosine similarity for every pair of his/her 
reviews. The rationale is that if one copies

one’s own reviews or makes minor changes 
to them, the reviewer is suspicious. A gen
uine reviewer expressing true experiences is 
unlikely to copy an old review and post it for a 
new restaurant.

To compute these two clues, we need the re
views from the reviewers on other restaurants. Di- 
anping then provided us with a much larger set of 
reviews: 199,902 reviews on 78,669 restaurants.

From Table 1, we can see that Bigram features 
give slightly better results, we now analyze the 
results of Bigrams. To decide which FP reviews 
may be moved to TP, we use the MCS threshold 
of 0.8 and then vary the threshold of ANR from 2 
reviews per day to more than 6 per day. Table 3 
shows the number of false positives moved to true 
positive. Column #FP1 gives the number of FP 
reviews whose reviewers meet the MCS threshold 
and column #FP2 gives the number of FP reviews 
whose reviewers meet the ANR threshold in each 
row. Column #MV gives the number of FP reviews 
moved to TP (fake) as they satisfy either MCS > 
0.8 or ANR > 2, 3, 4, 5, or 6. The updated results 
(averaged over 5-fold CV) for SVM, LPU (Spy+EM) 
and LPU (Spy+SVM) are shown in Table 4. Pre
cisions of each method are changed because of 
the label adjustment but recalls remain the same. 
We cannot be sure that the recall also increases 
because we do not know how many reviews in TN 
may be positive (fake) too. F scores are computed 
by the new precisions and old recalls. We can 
see that the precisions of LPU (Spy+EM) and LPU 
(Spy+EM) increase markedly and so are their F 
scores, compared to those in Table 1. Changes 
for SVM and PU-LEA are also smaller than our 
proposed methods because they fail to capture 
those hidden fake reviews. Iterations in PU-LEA 
terminate before enough positives are identified 
from the unlabeled set.

To validate our results, we discussed our results 
with Dianping engineers. They agreed that those 
moved reviews should be fake (true positive) which 
their classifier cannot catch. We would like to 
stress that our analysis here is just to give some 
evidences that some of the FP reviews may actu
ally be TP cases. There might also be other fake 
reviews in the FP set that our clues cannot find.
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Table 3. Label adjustments by moving false positive (FP) to true positive (TP). 
MCS >  0.8 is used for all experiments

SVM PU-LEA LPU (Spy+EM) LPU (Spy+SVM)
ANR #FP1 #FP2 #MV #FP1 #FP2 #MV #FP1 #FP2 #MV #FP1 #FP2 #MV

> 2 49 0 49 41 0 41 170 228 295 86 114 149

> 3 49 0 49 41 0 41 170 110 227 86 56 115

> 4 49 0 49 41 0 41 170 62 201 86 31 101

> 5 49 0 49 41 0 41 170 43 192 86 22 97

> 6 49 0 49 41 0 41 170 34 185 86 17 94

Table 4. Results using bigrams after moving false positive (FP) to true positive (TP). 
MCS >  0.8 is used for all experiments

SVM PU-LEA Spy+EM Spy+SVM
ANR P R F P R F P R F P R F

> 2 0.63 0.52 0.57 0.62 0.54 0.58 0.59 0.89 0.71 0.68 0.72 0.70

> 3 0.63 0.52 0.57 0.62 0.54 0.58 0.55 0.89 0.68 0.64 0.72 0.68
> 4 0.63 0.52 0.57 0.62 0.54 0.58 0.53 0.89 0.66 0.63 0.72 0.67
> 5 0.63 0.52 0.57 0.62 0.54 0.58 0.52 0.89 0.66 0.62 0.72 0.67

> 6 0.63 0.52 0.57 0.62 0.54 0.58 0.52 0.89 0.65 0.62 0.72 0.67

5 Conclusion

This paper studied Chinese fake review detection. 
It makes two main contributions. First, this is the 
first reported study of opinion spam detection of 
Chinese reviews. Second, it used PU learning for 
the task as the unknown set is really an unlabeled 
set rather than the non-fake reviews set.

We have to learn from a set of positive (fake) 
and unlabeled examples. We have shown that PU 
learning has some major advantages. It not only 
outperforms the classic supervised learning SVM, 
but also more importantly, detects a large number 
of potential fake reviews hidden in the unlabeled 
set, which demonstrates the power of PU learning 
for solving the problem.
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