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Abstract

Improving energy efficiency within the industry will play a central role in mitigating green-
house gas emissions by reducing the use of fossil fuels. Nevertheless, the ex-ante evaluation
of energy-efficiency policies largely remains an unresolved challenge. Understood within a
theoretical economic framework, the root of the challenge is the simultaneity and interac-
tion between three primary effects: an activity, a price, and a technical effect. This paper
demonstrates how the IntERACT model, a Danish hybrid model, captures each effect and
their interactions endogenously. The paper finds that a specific energy efficiency policy leads
to an additional reduction in industrial energy use of around 5% in the year 2030, of which
a policy-induced reduction in the energy efficiency gap accounts for half. The results reflect
a total rebound effect of 12.5% and an implied elasticity of energy service demand of around
15% across industrial sectors.

Keywords: Energy systems analysis, sectoral energy efficiency modelling, energy efficiency
policies, energy savings

1. Introduction

The International Energy Agency’s Energy Technology Perspectives proclaims that en-
ergy efficiency will need to deliver 55 pct. of cumulative global industrial CO2–emission
reductions between now and 2060 to ensure that the global temperature increase remains
below 2 degrees above pre-industrial levels (IEA, 2017). Despite such claims, evaluating the
future role of energy efficiency is a considerable challenge. The extent of the challenge be-
comes apparat in the body of literature discussing issues such as the additionality of energy
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efficiency policies, the energy efficiency gap, and the rebound effects associated with energy
efficiency policies.

For example, when assessing the additionality of an energy efficiency policy, determining
the energy efficiency baseline becomes a critical challenge (Vine, 2008). Identifying and
removing the energy efficiency gap, i.e., the existence of significant unexploited and cost-
effective opportunities for energy efficiency investment (Koopmans and Te Velde, 2001),
demands careful consideration when it comes to the types of barrier responsible for the gap
and the type of policies that could reduce the gap. Finally, assessing the rebound effect of
energy efficiency policies is of great importance when evaluating the effectiveness of such
policies (Barker et al., 2007b; Sorrell, 2009).

Our research objective is to show how it is possible to address these issues systemat-
ically when conducting ex-ante evaluations of energy efficiency policies within a modeling
framework. The paper is structured as follows. Section 2 develops a microeconomic ana-
lytical framework for understanding the industry’s energy service demand decision. Section
3 reviews the literature on ex-ante modeling of energy efficiency and assesses the extent to
which the literature captures the different components of the energy service demand deci-
sion. Section 4 describes the Danish IntERACT model, which is the comprehensive hybrid
model used in this paper. Section 5 presents and discusses results related to both a baseline
and an energy efficiency policy scenario, demonstrating how IntERACT solves the three key
challenges of energy efficiency modeling. Section 6 concludes.

2. Analytical background

Energy is a derived demand, not required for its own sake, but for the energy ser-
vices it provides to households and businesses (Hunt and Ryan, 2015). Following Filippini
and Hunt (2015), we treat energy services as the combination of energy and other inputs
(mainly capital, e.g., boiler technology and insulation) that produce the desired service (e.g.,
a comfortable room temperature). The economic theory of cost and production provides a
framework for understanding firms’ energy service demand decisions (Berndt (1990); Hunt-
ington (1994)). Figure 1a-c illustrates the application of this framework to the energy service
demand decision within a sector, i.e., the situation in which a sector uses capital (K) and en-
ergy (E) to derive an energy service. The energy service production technology and relative
input prices are represented using isoquant curves (IQ) and isocost lines (IC), respectively.
We note that energy services serve as a further input to an overall production function (not
shown in Figure 1), which also includes labor, materials, and non-energy-service related
capital.

Understanding future energy use (and energy efficiency) requires the further decompo-
sition of the energy service demand decision. Inspired by the econometric literature on
production cost variation, e.g., Grifell-Tatjé and Lovell (2000), we decompose changes in
energy service demand between period t and period t+1 into the following three distinct
effects: i) an activity effect, ii) a price effect, and; iii) a technical effect. Figure 1a-c presents
the period t isoquant curve (IQ0=100) and isocost lines (IC0) in blue.
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Figure 1: Isoquant representation of the energy service demand decision
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We assume that energy services are produced in a cost-efficient manner, conditioned on
the existing production technology (isoquant curve) and the perceived input costs (isocost
line). In period t, point x0 illustrates the cost-minimizing input combination, where the
isocost line (IC0) is tangent to the isoquant (IQ=100). We do not rule out the existence
of inefficiencies in energy service production arising from, e.g., an energy efficiency gap or
the distortionary effect of energy taxes. However, for now, we consider these inefficiencies
as embedded in the isoquant curves and isocost lines.

The activity effect (Figure 1a) captures the isolated effect of an increase in the energy ser-
vice demand at the sectoral level while keeping the relative price and production technology
fixed. The activity effect may arise from overall economic growth or structural adjustments
leading to a change in the activity of the particular sector. Under an assumption of constant
returns to scale in energy service production, the activity effect will not impact the energy
intensity or energy efficiency of energy service supply within the sector. However, the activ-
ity effect may impact the economy-wide energy intensity and energy efficiency if the sectoral
composition of the economy changes as a result of, for example, a relative decrease in the
activity of energy-intensive sectors.

The price effect (Figure 1b) captures energy service input substitution related to the
change in the relative prices. Figure 1b illustrates the input substitution as the relative price
of capital is reduced (the move from IC0 to IC1). By its nature, the price effect may impact
the energy intensity by shifting the relative shares of capital and energy in the production
of energy services1. We note that the price effect, as discussed above, overlaps with what
Greening et al. (2000) term the direct rebound, whereas the activity effect corresponds to
the indirect rebound and the economy-wide rebound (ibid.).

Finally, the technical effect (Figure 1c) captures the deployment of new energy service
production technology; for example, a highly efficient heat pump replacing an older inefficient
oil boiler in period t+1. Figure 1c illustrates the technical effect as the change in production

1Understood within a somewhat broader general equilibrium context the price effect also captures the
price induces substitution between the remaining inputs into the sector production function, i.e., including
substitution between labor, materials, non-energy capital as well as energy services.
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technology from IQ0 to the IQ1 isoquant. Both of these production technologies represent
the same output of energy service. As a result, energy service production becomes both
more energy-efficient and more capital intensive (even in absolute terms) in period t+1.
The technical effect can materialize as incremental efficiency improvement, e.g., a slightly
more efficient boiler, but it can also reflect a more fundamental capital substitution, i.e.,
investment in insulation or process optimization reducing the overall need for fuel.

In practice, the activity, price, and technical effects are simultaneous, and they interact.
For example, a price effect may incur second-order interaction effects in terms of activity
effect (e.g., indirect and economy-wide rebound effects) or technical effects (e.g., as prices
may change the trade-off associated with the investment in different energy service technolo-
gies). Ignoring the second-order activity effect neglects part of the rebound effect. Leaving
out the second-order technical effects risks overlooking issues such as the path dependency
of investments in energy service conversion technologies. Overall, leaving out any of these
interaction effects makes it challenging to construct a baseline as the baseline ideally needs
to account for each effect as well as the interactions between them.

3. Literature review

The literature on the ex-ante evaluation of energy efficiency policies for industrial sectors
is sparse. Concerning EU energy efficiency policies, Rosenow et al. (2016) observe that
no peer-reviewed ex-ante evaluations are available. Instead, ex-ante evaluations of energy
efficiency policies tend to focus on heating and appliances in households (see, e.g., Mundaca
et al. (2010). Due to the scarcity of ex-ante evaluations of energy efficiency policies for
industry, this review focuses more broadly on the ex-ante modeling of industrial energy
efficiency. We approach the literature by discussing the extent to which existing studies
capture the technical, price, and activity effects. By doing so, we highlight the fragmented
nature of the field, which reflects the tendency of most studies to only focus on a subset of
the three effects. Studies usually follow either a bottom-up approach, which focuses on the
technical effect (largely ignoring the price and activity effect) or a top-down approach, which
typically focuses on the demand side (in terms of price and activity effects), describing the
technical effect endogenously. Although hybrid models that combine components of the top-
down and bottom-up approaches exist, we have not been able to find examples of any that
capture all three effects simultaneously, including second-order interaction effects. Table 1
presents a summary of our findings.

3.1. Capturing the technical effect

Capturing the technical effect (as discussed in Section 2) requires an approach (model
or database) that is capable of assessing the lifetime costs and energy savings potential of
specific technologies. More specifically, the approach needs to determine the future capital
and fuel input intensity of a given level of energy service demand and a given set of prices
(Koopmans and Te Velde, 2001). At the same time, the approach needs to track the vintage
of energy service capacity in order to provide insights into path dependency and no-regret
scenarios (McNeil et al., 2013).
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Table 1: Review of ex-ante energy efficiency studies on industrial sectors

Study Model type Technical effect Price effect Activity effect Interaction effects

Bataille et al. (2006) Bottom-up Endogenous Partly endogenous Partly endogenous No
McNeil et al. (2013) Bottom-up Exogenous Exogenous Exogenous No
Loulou et al. (2016) Bottom-up Endogenous Partly endogenous Partly endogenous No
Grepperud and Rasmussen (2004) Top-down Exogenous Endogenous Endogenous No
Hanley et al. (2006) Top-down Exogenous Endogenous Endogenous No
Allan et al. (2007) Top-down Exogenous Endogenous Endogenous No
Barker et al. (2007b)1 Top-down Exogenous Exogenous Endogenous No
Barker et al. (2007a)1 Top-down Exogenous Exogenous Endogenous No
Barker et al. (2009)1 Top-down Exogenous Exogenous Endogenous No
Bataille and Melton (2017) Top-down Exogenous Partly endogenous Endogenous No
Koopmans and Te Velde (2001) Hybrid Partly endogenous Partly endogenous Exogenous No
Hartwig et al. (2017) Hybrid Endogenous No Endogenous No
Wu et al. (2019) Hybrid Exogenous Endogenous Endogenous Yes

1 We consider the study by Barker et al. (2009, 2007a,b) to be a predominantly top-down approach because
the bottom-up sub-model provides an exogenous estimate of the technical effect.

Examples of bottom-up models that capture the technical effect include optimization
models (e.g., the TIMES modeling framework (Loulou et al., 2016)) or discrete choice models
(e.g., the Canadian CIMS model (Bataille et al., 2006)). Both CIMS and TIMES facilitate
detailed modeling of energy-service-producing technologies using several techno-economic
parameters such as efficiency, investment, and technology lifetime. The TIMES modeling
framework minimizes total energy system costs and identifies the set of technologies that
provides the least-cost solution. The CIMS model relies on discrete choice methods for a
richer behavioral representation of the technology choice decision. Using the CIMS model
as a reference, Murphy and Jaccard (2011) highlight the shortcomings of many conventional
bottom-up approaches (e.g., McKinsey, 2007). These shortcomings include: i) the partial
nature of the assessment (e.g., ignoring the dependency between different energy efficiency
options), ii) the assumption of homogeneity across individual consumers and firms, and; iii)
the assumption that new technologies are perfect substitutes. The study by McNeil et al.
(2013) represents an alternative illustration of how the bottom-up approach can be inade-
quate in terms of assessing the technical effect. Using a bottom-up approach (BUENAS),
McNeil et al. (2013) determine the potential energy savings and impact on greenhouse gas
emissions of energy efficiency policies for appliances and industrial equipment through 2030
on a multi-country basis. However, BUENAS does not consider the full life cycle cost of
technologies. Instead, Assessing the potential for policy-induced energy efficiency by com-
bining an exogenous engineering assessment with stock modeling. Consequently, the study
by McNeil et al. (2013) only captures the change in energy intensity and not changes in
capital intensity.

Conventional top-down approaches do not facilitate the endogenous modeling of the
technical effect at a detailed technology level (Bataille and Melton, 2017). Instead, top-
down models typically capture the technical effect by changing a parameter that represents
the exogenous autonomous energy efficiency improvement (AEEI) (e.g., Allan et al. (2007);
Grepperud and Rasmussen (2004); Hanley et al. (2006)). Although the implementation of
the AEEI varies by model, in general, it represents a scaling factor that makes aggregate
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energy use per unit of output decline over time independent of any changes in energy prices.
Furthermore, the approach fails to capture the capital needs associated with investments in
energy efficiency, reflecting that these consider a cost-free increase in the AEEI parameter,
essentially ”manna from heaven” (Barker et al., 2009).

Another strain of top-down literature incorporates exogenous estimates of policy-induced
energy savings into post-Keynesian econometric models to assess the broader macroeconomic
rebound effect of energy efficiency policies (e.g., Barker et al. (2009, 2007a,b)). This litera-
ture accounts for exogenous changes in investments (capital cost) required as a consequence
of the energy efficiency policy, hence the results are highly dependent on the validity of the
studies used to determine these exogenous energy savings and investments. Also, this liter-
ature does not allow for the macroeconomic feedback to affect the realized level of energy
savings and, therefore, it does not capture the interaction effects.

An additional challenge related to capturing the technical effect within top-down models
concerns the input substitution-elasticity, i.e., the curvature of the isoquant in Figure 1.
Traditional top-down models rely on historical data to estimate this elasticity. However,
the estimation of substitution elasticities are highly dependent on the range of price shocks,
the current state of the sector capital stock, its lifespan, opportunities for retrofitting and
new production, and regional energy prices (Bataille and Melton, 2017). Despite being
an ex-post assessment, Bataille and Melton (2017) is worth mentioning as the substitution
elasticities used, within that study, are partly estimated based on pseudo data, created by
shocking the CIMS bottom-up model with a wide range of input prices Bataille et al. (2006).
Thus, Bataille and Melton (2017) do overcome some of the concerns related to the choice of
substitution elasticities.

We consider the following three hybrid modeling approaches in this review: Koopmans
and Te Velde (2001), Hartwig et al. (2017), and Wu et al. (2019). Koopmans and Te
Velde (2001) demonstrate a method for incorporating the technical effect from a bottom-
up database (ICARUS) into a sectoral top-down model (NEMO). The database identifies
the cost and energy savings potential of all energy-saving options at the sectoral level.
By linking the database to the top-down model with a detailed vintage structure, it is
possible to identify the saving options that would be profitable in 2000 and 2015 at given
energy prices and discount rates. However, relying on a database for this information does
not provide data on the adjustment of actual to ideal efficiency, nor does it analyze the
investment profile between the two static years. The fuel-specific definition of energy service
demands within Koopmans and Te Velde (2001) represents another weakness in terms of
capturing the technical effect. Koopmans and Te Velde (2001) group energy service processes
(e.g., drying, smelting, room heating, electric appliance) into electricity-using and fuel-using
energy services. Although Koopmans and Te Velde (2001) conclude that future research
should investigate the substitution between the two fuel-specific energy services, it is not
clear whether the study explicitly considers this substitution. If not, then Koopmans and Te
Velde (2001) may be missing part of the technical effect, e.g., the efficiency gain derived from
replacing natural gas for a drying process with an electric heat pump technology. If, on the
other hand, substitution is allowed within the NEMO model (using a substitution elasticity),
it seems unlikely that such a substitution elasticity will remain stable (as new technologies
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become available or as the composition of energy service processes changes within sectors).
Hartwig et al. (2017) present a detailed hybrid approach to evaluate the macroeconomic

impact of an ambitious energy efficiency policy in Germany. The approach relies on a
bottom-up demand model to generate projections of energy use and investments used in a
macroeconomic model. The energy use model includes a detailed technology database and
uses a discrete choice method for modeling decision-making, including observed barriers and
different expectations among decision-makers (i.e., households and companies). The model
approach for the energy efficiency scenario includes a mix of policy measures to support
the accelerated diffusion of energy efficiency technologies, including minimum efficiency re-
quirements and standardization, taxes, subsidies and a range of information-based measures.
The approach taken in Hartwig et al. (2017) allocates changes in investments, consumption,
energy use, and subsidies from the bottom-up model to affect the economic sectors in the
input-output based top-down model (ASTRA-D). Formally, Hartwig et al. (2017) captures
the primary technical effect. However, the approach does not capture the feedback (inter-
action effect) from the top-down model back to the bottom-up model as only the link from
the bottom-up to the top-down model is considered.

Wu et al. (2019) use an iterative soft-link between a bottom-up and a top-down model
to evaluate the effects of energy efficiency improvements in Taiwan. Wu et al. (2019) rely
on a bottom-up model (Taiwan 2050 Calculator) to determine the level of investments and
energy savings. However, energy efficiency settings - within this framework - are exogenously
determined as the Taiwan 2050 Calculator does not determine the mix of policy instruments
needed to initiate energy efficiency improvements.

3.2. Capturing the price effect and the activity effect

Capturing the price effect requires an approach capable of assessing price-induced input
substitution at the sectoral level. Whereas capturing the activity effect requires sectoral
activity to be determined endogenously within the modeling framework. In general, bottom-
up models are not well suited for capturing the price and activity effects as they tend to
focus on detailed technical descriptions.

Both the CIMS model and TIMES modeling framework can be run to capture aspects
of the price and activity effect. In TIMES, one may use a feature that introduces own-price
elasticity for energy service demands (Loulou et al., 2016). CIMS allows the inclusion of de-
mand responses via Armington price elasticities to capture the price effect of internationally
traded goods and services and own-price elasticities on household consumption, e.g., home
heating (Bataille et al., 2006). However, in essence, CIMS and TIMES are partial equilib-
rium models, tailored towards representing technology evolution and energy consumption.
As a consequence, CIMS and TIMES do not model all commodity and input factors entering
sectoral production, which therefore limits the scope in terms of capturing the full price and
activity effect.

Computable General Equilibrium (CGE) models (e.g. Allan et al. (2007); Bataille and
Melton (2017); Grepperud and Rasmussen (2004); Hanley et al. (2006)) track both price
and activity effects. Despite this, few CGE studies formally decompose the two effects as
they tend to focus on the net general equilibrium effect.
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Grepperud and Rasmussen (2004) consider a doubling of the growth rate in energy
productivity relative to the baseline in a Norwegian context; finding substantial sector-
specific rebound effects. For example, gross production in the electricity-intensive metal
sector increases by an additional 31.9 % relative to the baseline. The rebound in terms of
gross production for the finance and insurance sector is a modest 0.3 %. Hanley et al. (2006)
illustrate the usefulness of CGE in capturing the macroeconomic impact of a 5 % increase in
energy efficiency in all sectors of the Scottish economy. Hanley et al. (2006) further discuss
the role of activity and price effects and find that the activity effect dominates the price
effect. In terms of the long term activity effect, the shock increases GDP by 0.88 %. Allan
et al. (2007) consider a 5% improvement in the efficiency of energy use in all production
sectors. They find a long-run GDP (activity) effect of 0.17 % and a substantial rebound
effect on energy use ranging from 50 % in the short term to 30 % in the long term. It
is important to note that Allan et al. (2007); Grepperud and Rasmussen (2004); Hanley
et al. (2006) find relatively large activity and price effects and, thus, also significant rebound
effects, which again reflects the fact that these studies consider a costless increase in AEEI
parameters. Bataille and Melton (2017) analyze the historical impact of energy efficiency
on the Canadian economy. The study does not decompose the price and activity effects of
energy efficiency, which reflects the focus on overall effects in terms of GDP, employment, and
energy expenditure. Overall, energy efficiency improvements added about 2 % to Canadian
GDP between 2002 and 2012.

Post-Keynesian econometric models represent another category of top-down models used
to analyze energy efficiency policy (e.g., Barker et al., 2009, 2007a,b). This type of model
relies on input-output tables and econometric modeling to capture the activity effect (indirect
and economy-wide rebound). Whereas Post-Keynesian econometric models typically rely on
an exogenous assessment of the price (direct rebound) and technical effect.

Using the macroeconomic model, MDM-E3, Barker et al. (2007a,b) examine the role of
the indirect and economy-wide rebound arising from UK energy efficiency policies for the
period 2000–2010. Barker et al. (2007b) consider energy efficiency policies related to the
household, business, public, and transport sectors and find that the activity effect results in
an 11 % rebound. Adding the (assumed) direct rebound effect of around 15% gives a total
rebound effect of 26%. Barker et al. (2007b) further find that rebound from the activity effect
varies between 20 and 30 % for energy-intensive sectors, and between 5 and 10 % for less
energy-intensive sectors. Barker et al. (2007a) assess the macroeconomic effects of efficiency
policies directed at energy-intensive industries and find negligible effects on inflation, but
a slight increase in economic growth as a result of improved international competitiveness.
The results also include a total rebound for energy-intensive industries of between 27 and
30 % and a rebound of around 15 % for other industries. Barker et al. (2009) determine the
activity effect on the world economy arising from energy-efficiency policies. Barker et al.
(2009) find a long run rebound of 36.1–43.7 % depending on the sector. Barker et al. (2009)
assume a direct rebound effect of between 5 and 20 % and conclude that the total rebound
effect arising from an energy-efficiency policy will be around 50 % by 2030.

Koopmans and Te Velde (2001) do not capture the full price and activity effect as they
rely on a sectoral top-down model (i.e., not a general equilibrium model). Instead, the
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top-down model only captures the substitution between capital, labor, and energy in the
production of energy services, whereas other models are required to predict sectoral output,
energy services, and non-energy inputs (Koopmans and Te Velde, 2001).

Hartwig et al. (2017) capture parts of the activity effect within their dynamic input-
output based top-down model. Energy savings in production processes and investments
lead to a reduction in product prices, which is passed on to consumers, thereby allowing
consumers to increase their spending on goods and services. Energy efficiency investments
from the bottom-up model feed into the capital stock of the top-down model, leading to a
potential activity effect by increasing the production potential of the economy. However,
the approach neglects the part of the activity effect related to structural changes because
the rigid input-output framework ignores this aspect of the activity effect. Furthermore, the
top-down input-output framework used by Hartwig et al. (2017) does not account for the
price effect (as defined in section 2) as price induced substitution between input factors is
not possible. Instead, the fixed technical input-output coefficients are adjusted to reflect the
technical effect from the bottom-up model.

Wu et al. (2019) rely on a CGE model as their top-down model, thereby ensuring that
both the price and activity effects are endogenous. Unlike other studies reviewed in this
section, Wu et al. (2019) further account for the interaction effect by formally applying
an iterative soft-link routine. The iterative soft-link routine updates the level of energy
efficiency investment in the top-down model based on the bottom-up model. The activity
and price effect is then fed back into the bottom-up model in terms of updated values for
gross domestic product, and sectoral value added (the demand drivers used in the bottom-up
model). The convergence criterion for the iterative soft-link is a change in GDP from each
iterative step less than 0.1 %. The soft-link procedure allows Wu et al. (2019) to determine
the crowding-out effects on the broader economy of the energy efficiency policy. However, a
fundamental limitation of the study is that it does not account for the energy expenditure
reduction from energy efficiency improvements within the CGE model as only information
on energy efficiency investment is exchanged from the bottom-up to the top-down model.
As a consequence, the study does not capture essential rebound effects associated with a
lower price of energy services at the sectoral level.

3.3. Summary

In this review, we have highlighted the fragmented nature of the literature that deals
with the ex-ante modeling of energy efficiency. This fragmentation mirrors how studies
tend to focus only on modeling a subset of the three effects that determine final energy use
within industrial sectors. Technology-rich bottom-up approaches have typically been used
to determine the technical effect, while top-down models based on aggregate data are used
to determine price and activity effects. Although recent decades have witnessed an effort to
unite the top-down and bottom-up methodology into hybrid models, we have not found any
literature that systematically accounts for the activity, price and technical effects, including
their interactions.
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4. Methodology

This section introduces the IntERACT model; the comprehensive modeling framework
used by this paper for the ex-ante evaluation of industrial energy efficiency policies. In-
tERACT is a hybrid model built to assess Danish energy and climate mitigation policies.
The model consists of an automated iterative soft-linking routine between an energy sys-
tem model (TIMES-DK) and a computable general equilibrium (CGE) model. This section
discusses how IntERACT captures the technical, activity, and price effects for industrial
sectors. For a more technical introduction to the linking methodology used in IntERACT
see Andersen et al. (2019).

4.1. Capturing the technical effects

We capture the technical effect for Danish industries, aggregated to ten sectors, using
the TIMES-DK model. Based on the widely applied TIMES modeling framework (Loulou
et al., 2016), TIMES-DK includes a detailed geographical representation of the Danish energy
system and captures variability in electricity supply and demand by dividing the year into 32
time-slices (Balyk et al., 2019). Aside from industrial sectors, the model covers the supply
sector (import/export of primary and secondary fuels), fuel extraction and refinement of
oil products, the power sector (including heat production and distribution through district
heating networks) and the residential sector (heating and appliance demand).

Each of the ten industrial sectors demands up to six types of energy services, including
high and medium temperature process heat, room heating services, electric motors and cool-
ing, internal transport, lighting, and appliances. This detailed mapping offers a significant
improvement over the fuel-specific mapping, e.g., used by Koopmans and Te Velde (2001).
We define energy services in terms of useful energy demand, i.e., the energy available to the
firms after having accounted for conversion losses. We calibrate TIMES-DK by endowing
the model with fuel-specific conversion capacities to match historic fuel demand by energy
service and sector. In future years, the model satisfies an exogenously given energy service
demand in one of three ways: i) by using existing energy service capacities; ii) by investing
in new energy service capacities, or; iii) by investing in energy service-specific savings.

Hence, within TIMES-DK, the technical effect is composed of two components a conver-
sion technology component, and an energy savings component. The conversion technology
component reflects the replacement of production equipment with more efficient equipment.
The energy savings component captures the firms’ invest behavior in energy-saving mea-
sures; such as process-optimization management, wall insulation, heat-recovery. Both of
these two components have an impact on the fuel and capital intensity of energy service
production.

Techno-economic data on new energy service capacities correspond to technology cata-
logs, which describe technical parameters like conversion efficiency, investment, fixed and
variable costs (Danish Energy Agency and Energinet, 2016). We use the vintage structure
of TIMES-DK to control adjustment speed by forcing the model to utilize a certain amount
of existing capacity. The detailed vintage structure of the model allows us to provide in-
sights on path dependency and no-regret scenarios, which is a critical feature in long-term
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energy transition scenarios, as noted by McNeil et al. (2013). To further ensure more real-
istic investment behavior from one period to the next, we place upper and lower bounds on
the annual growth rate of the output from fuel-specific energy service capacity. We model
the heterogeneity of energy service technologies in TIMES-DK by representing a technology
type in terms of the underlying distributions surrounding central techno-economic parame-
ters such as investment costs and efficiency. Hence, rather than having only one oil-boiler
technology for medium temperature heat, we consider five different oil-boiler technologies
with different costs, efficiencies, and potentials. Capturing the heterogeneity is an essential
step towards addressing the standard critique of bottom-up optimization models, i.e., that a
single technology captures the whole market (e.g., Bataille et al., 2006; Murphy and Jaccard,
2011).

TIMES-DK relies on Kromann et al. (2015) as a source for the costs and the potentials for
energy savings within each energy service and industrial sector. Kromann et al. (2015) rely
on the the same sectoral and energy service definition used by IntERACT-model, thereby
facilitating the direct usage of the study. Following Hoffman et al. (2015), we define the
lifetime of energy savings in terms of the effective useful life, which is the median length of
time in years that an energy savings measure is functional. We rely on the sparse available
literature for estimates of the lifetime of energy savings measures (Goldberg et al., 2011;
Hoffman et al., 2015).

Although Kromann et al. (2015) represents a static savings potential for the year 2015,
mappings since 1995 have consistently shown that the savings potential keeps pace with the
growth in industrial energy use (DEA, 1995; Johanson and Petersen, 2009). We assume this
trend continues and that the potential for energy savings will continue to increase over time.

We assume that firms’ energy service investment behavior reflects a 10 % hurdle rate,
i.e., 10 % minimum rate of return on investment. We note that this hurdle rate is within the
range of implicit discount rate rates found in the literature (Qiu et al., 2015). For example,
Oxera (2011) found that the implicit discount rates for investments in energy technologies for
industrial sectors in the UK ranged from 6 to 18 pct. The existence of the energy efficiency
gap means that firms perceive investments in energy savings as being less attractive. The
energy efficiency gap reflects several internal barriers, including a lack of access to capital,
information cost, lack of skills, and complex decision chains within industries (See Sorrell
et al. (2011) and Cagno et al. (2012) for an overview of barriers). We model these barriers
by assuming a 20 % hurdle rate when firms invest in energy savings. This level of hurdle
rate may seem high, but firms’ evaluation of an energy efficiency project in the US suggests
that the implied discount rates for medium to small industrial firms maybe 40 to 45 %
(Qiu et al., 2015). However, in Denmark, policies promoting investments in energy-saving
measures already exist, including national building regulations, Ecodesign demands energy
products and energy labeling within the EU, which makes a case for a lower than 40 %
implicit discount rate (Official Journal of the European Communities, 2009, 2017).

Finally, an additional factor in guiding the choice hurdle rate for energy savings was
the wish to achieve an annual future energy efficiency improvement of around 0.5 % within
the IntERACT baseline scenario for the broader economy. Hence, the choice of hurdle rate
for industrial energy savings in IntERACT has (partly) overtaken the role played by AEEI
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Figure 2: CGE nesting structure

Production(Y)
σ = σKLEBM

KELB-Nest
σ = σKLEB

KEL-Nest
σ = σKEL

KE-Nest
σ = σKE

Machine Capital(K)
Energy Services (E)

σ = 0

High temp heat(σ = 0)

Coal Gas ... Biomass

Medium temp heat(σ = 0)

Coal Gas ... Biomass

Room temp heat(σ = 0)

Diesel Gas ... Biomass

Electrical motors

Electricity

Internal transport

LPG

Lighting and appliances

Electricity

Labour(L)

Building Capital(B)

Materials(M)

σ = 0

parameters in traditional CGE models.

4.2. Capturing the activity and the price effects

Within IntERACT, we rely on the CGE model to determine the activity and price effects
for the ten final energy using industrial sectors. Armington elasticities are used to model
trade, i.e., foreign goods are imperfect substitutes for domestically produced (Armington,
1969). The model consists of the following factor markets: labor, machinery capital, and
building capital. Labor and capital markets are homogeneous and mobile (aside from the
capital tied to energy service capacity). These properties, combined with the absence of price
rigidity, make the model relevant as a long-term perspective. Two components determine the
activity effect within the CGE model: i) the baseline GDP calibration, and; ii) the relative
change in sectoral activity. For the baseline scenario, we calibrate the GDP growth rate in the
CGE model to match the exogenous baseline path by adjusting a Hicks-neutral technology
innovation index (Barro and Sala-I-Martin, 1995). The level of investments, foreign trade
balance, as well as public sector activity, are fixed for each modeling year based on the
same exogenous macroeconomic baseline. Hence, the baseline reflects a consistent long term
projection for the Danish Economy. When using IntERACT for a policy scenario, we fix the
Hicks-neutral technology innovation index at its baseline scenario level, which means that
GDP becomes endogenous in the policy scenario.

The price of capital, labor, and materials is endogenous within the CGE model, whereas
TIMES-DK determines the price of energy services, electricity, and district heat within the
CGE model. A vital feature of the CGE model is that it tracks the demand for each sectoral
energy service, which allows us to capture the change in energy service demand following
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Figure 3: Capturing price, activity and technical effects in IntERACT

changes in the relative input price or changes in sectoral activity. The CGE model captures
the price effect associated with input substitution in the sectoral production function, which
is driven by the change in relative input prices. Figure 2 illustrates the generic production
structure of the ten industrial sectors in the CGE model. Each node in the figure represents
a constant elasticity of substitution function with a particular substitution elasticity2. All
industrial sectors are modeled using a standard constant elasticity of substitution (CES)
function.

4.3. Consolidating the interaction effects

Figure 3 illustrates how the iterative soft-linking routine allows us to capture the three
effects as well as the interaction effect. The figure is divided diagonally using a dotted line.
Below the dotted line, TIMES-DK determines the energy service supply. Above the line,
the CGE model determines the energy service demand.

We start the iterative routine by running TIMES-DK based on exogenous sectoral de-
mand for energy services. Running TIMES-DK determines the primary technical effect in

2A separate study has guided the choice of nesting structure and substitution elasticities (Thomsen,
2015).
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terms of investment and fuel expenditures associated with energy savings and conversion
technologies (bottom left of figure 3). Based on the technical effect from TIMES-DK, we
update energy service prices and energy service production technology (including capital
usage) for each industry and each energy service in the CGE model for future years. The
CGE model determines the activity and price effects simultaneously (upper right of figure 3),
based on the primary technical effect from TIMES-DK. The resulting future energy service
demand from the CGE model is then fed back into TIMES-DK to capture second-round
technical interaction effects. After 3–5 such iterations, we observe convergence between
TIMES-DK and the CGE model. We use the absolute convergence between fuel costs and
tax revenues (for each sector and energy service) as convergence criterion. We also observe
convergence in capital cost for each energy service between the CGE model and TIMES-
DK, although not absolute convergence due to the conceptual differences between the CGE
model and TIMES-DK when it comes to capital demand (Andersen et al., 2019).

Table 2: Primary and interaction effects of modelling components on energy service demand

in IntERACT

IntERACT component Primary effect Interaction effects Model
1. GDP growth (a) CGE
2. Sectoral change (a) (b,c) CGE
3. Factor substitution (b) (a,c) CGE
4. Energy savings (c) (b,a) TIMES-DK
5. Conversion technology (c) (b,a) TIMES-DK

(a) Activity effect; (b) Price effect; and (c) Technical effect

Table 2 showcase the five components in the IntERACT model, which constitute the
activity, price, and technical effects. Table 2 further highlight both the primary effect and
secondary interaction effects for each component. Calibrating GDP-growth using a Hicks-
neutral technology innovation index only results in activity effect (a); i.e., no interaction
effect. Since this type of calibration corresponds to a simple scaling of (the constant returns
to scale) economy. The activity effect from sectoral shifts (associated with the baseline cal-
ibration or policy scenarios) may well result in additional interaction effects. These occur if
sectoral shifts affect relative prices within the economy (price effect) or if sectoral shifts lead
to additional investment in energy service production (technical effect). The price effect (b)
which is driven by factor input substitution may lead to interaction effects if a higher price
of capital reduces competitiveness and, thereby, activity in a sector, or if the price of capi-
tal changes the demand for energy services within a sector; leading to secondary technical
effects. The technical effect (c), driven by the investment in energy savings and conver-
sion technologies, may too be associated with important interaction effects. For example,
secondary price effects if investments in energy savings change the relative price of energy
services. Such price effects, in turn, could also change the sectoral structure of the economy
reflecting additional secondary activity effects.
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5. Results and discussion

This section demonstrates how IntERACT allows us to conduct an ex-ante evaluation
of an energy efficiency policy. For this purpose, we consider a baseline (without energy
efficiency policy) and an energy efficiency policy scenario.

For each scenario, we solve the IntERACT model until the year 2050. However, this
section focuses on the policy impact in the year 2030. This choice reflects the contemporary
policy focus within EU member states on meeting energy savings obligations under the
Energy Efficiency Directive for the period 2021 to 2030 (European Union, 2018).

We decompose the change in final energy use between 2015 and 2030 for the baseline and
policy scenarios. We rely on an adapted version of the shift-share decomposition technique;
following Dunn Jr (1960)3.

Using this decomposition technique, we highlight how the additional energy savings from
the energy efficiency policy is composed of opposing technical, price, and activity effects.
We compare the size of the rebound effects with the literature reviewed in section 3. Finally,
we discuss the modeling of the policies that reduce the energy efficiency gap.

5.1. Baseline scenario

The comprehensiveness of the IntERACT model makes it possible to decompose the
baseline scenario in terms of final energy use changes, which are driven by activity, price,
and technical effects. Figure 4 decomposes the change in total industry final energy use
between 2015 and 2030 for the baseline scenario. Final energy use increases by 30.4 PJ to
237.8 PJ in 2030. GDP growth is the most important driver behind the increase in energy
use during the period. On its own, GDP growth would increase the total final energy use
by 52.9 PJ. The change in the relative activity of sectors reduces final energy use by 3.2 PJ
during the period, which reflects the underlying trend that non-energy intensive sectors
grow relatively more than energy-intensive sectors; a result that is in line with the historical
trend in Denmark. Together, the growth and structural effects make up the activity effect
component. The decomposition further reveals a small reduction in energy use due to factor
substitution, or price effect (-0.8 PJ). The combined technical effect results in a reduction
in the final energy use of 18.9 PJ. Investments in new conversion technologies reduce final
energy use by 12.6 PJ, whereas energy savings contribute to a reduction in final energy use
of 6.3 PJ. Finally, the decomposition methodology captures a minor residual interaction
effect (0.3 PJ), which we cannot readily attribute to any of the three effects.

5.2. Capturing the additionality of energy efficiency policy

Accounting for the baseline allows us to evaluate the additionality associated with an
energy efficiency policy scenario. To this end, we consider a policy scenario that includes

3This is basically a structural decomposition analysis that allows us to decompose changes in, e.g., energy
intensity into the following five main components: a growth effect, a structural change effect, a factor
substitution effect, an energy savings effect, and a conversion technology effect, together with a residual
interaction effect between these components. See Appendix A for a detailed description of the method.
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Figure 4: Decomposing change in baseline scenario final energy use between 2015 and 2030

Note: Final energy use in this figure includes solar heating and ambient heat used in heat pump

both an up-front investment subsidy (around 0.01 Euros per kWh saved over the lifetime
of the savings measure) and policies that address the energy efficiency gap by reducing the
investment barriers associated with energy-saving measures. We model the reduction in
investment barriers as a reduction in the hurdle rate from 20% to 11% for industry energy-
saving measures.

Section 5.2 discusses the choice of hurdle rate and its effect on the additionality in detail.
Figure 5 captures the net impact of the industrial energy efficiency policy in terms of

change in total final energy and change in each component relative to the baseline scenario.
The energy efficiency policy results in a reduction of 9.8 PJ in final energy use in 2030
compared to the baseline scenario. However, this additionality is the product of opposing
technical, activity, and price effects. The energy efficiency policy increases energy savings by
9.3 PJ relative to the baseline. Furthermore, it leads to a reduction of 2 PJ in final energy
use from conversion technologies, which reflects how investments in energy savings reduce
reliance on the most expensive and energy inefficient conversion technologies. The energy
efficiency policy results in the avoidance of 2.5 million tonnes of cumulative CO2-emissions
for the period 2018–2030 relative to the baseline scenario4.

The change in growth, structural, and factor substitution effects captures the total re-
bound associated with the energy efficiency policy, which amounts to 1.3 PJ. The growth
effect (which reflects the economy-wide rebound) is very small, albeit with a positive sign,

4corresponding to around 7.2% of total annual Danish CO2-emissions from energy use in 2017 (Danish
Energy Agency, 2018)
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Figure 5: Decomposing policy impact from industry energy efficiency scenario in 2030 relative to baseline)

Note: Final energy use in this figure includes solar heating and ambient heat used in heat pump

reflecting a minor positive impact from the energy efficiency policy on GDP. The structural
effect (indirect rebound effect) is 0.7 PJ, i.e., the energy efficiency policy leads to a slight
increase in the relative activity of the energy-intensive sectors. The price effect (reflecting
the price-induced rebound effect) leads to additional demand compared to the baseline of
0.5 PJ as energy services become relatively cheaper compared to other factors. Finally, we
also observe a minor increase in final energy use associated with the residual interaction
effect of 0.1 PJ.

5.3. Additional savings derived from reducing the energy efficiency gap

In the baseline scenario, we assume that several internal barriers exist at the firm level,
which results in a substantial energy efficiency gap. These barriers include a lack of access to
capital, information, and skills as well as barriers associated with the complex decision chains
within industries. We use the 20 % hurdle rate to represent the energy savings investment
behavior of firms associated with the baseline energy efficiency gap.

Initially, the subsidy part of the efficiency policy affects the level of energy savings in-
vestment via two channels. Firstly, the investment subsidy has a direct effect on firms’
incentive to invest in energy savings as the subsidy lowers the cost of investments in energy
savings. Secondly, the subsidy may, to some extent, reduce energy efficiency barriers by, e.g.,
reducing capital requirements for liquidity constrained firms. This channel can be said to
abate part of the energy efficiency gap. We further assume that the policy scenario includes
additional measures that further work to abate other barriers, such as a lack of information
and skills. However, establishing exactly how a new policy affects barriers requires further
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Figure 6: Impact assessment of reducing barriers to energy savings investment

research as it may well depend on the national policy context in particular; both in terms
of existing policy measures and the additional policy measure under consideration. In a
study focusing on the industrial sector in the USA, Qiu et al. (2015) find that increasing
energy efficiency policy pressure in the form of recommended energy-saving measures lowers
the implied discount rate (or hurdle rate) by around nine percentage points. Inspired by
Qiu et al. (2015), this paper assumes that the energy efficiency policy reduces barriers to
investments in energy efficiency corresponding to a hurdle rate reduction from 20 % to 11 %.

Figure 6 highlights the importance of the assumed hurdle rate reduction; by comparing
the final energy use in (i) the baseline scenario, (ii) a subsidy-only policy scenario, and (iii)
the policy scenario which includes both the subsidy and hurdle rate reduction. Excluding
the hurdle rate reduction from the policy scenario, reduces the additionality down from
9.8 PJ to 4.2 PJ. Hence reducing the energy efficiency gap accounts for more than half of
the additional energy savings within the policy scenario.

This result underscores the importance of the energy efficiency gap for ex-ante energy
efficiency assessments and emphasizes the need for more research into the choice of industry
hurdle rates. However, Figure 6 demonstrates how a model like IntERACT (unlike ) allows
us to explicitly evaluate the impact of the energy efficiency gap on the policy outcome; a
vital improvement compared to the standard top-down modeling approach.

5.4. The rebound effects from the energy efficiency policy

We define the rebound effects as the activity and price effects (measured in PJ) divided
by the total technical effects (measured in). Figure 7 illustrates the development in rebound
effects for the period 2025–2030. Unlike, e.g., Allan et al. (2007), we see that the rebound
increases over time from 11.5 % in 2025 to 12.2 % in 2030. This result reflects that the energy
efficiency policies continue throughout the period, which leads to a cumulative increase in
the stock of energy savings over time. Whereas Allan et al. (2007) consider a one-time
increase in the level of the AEEI parameter.
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Figure 7: Rebound effects in the policy scenario in 2025 and 2030

In line with Hanley et al. (2006), we find that the activity effects (the sum of the indirect
and economy-wide rebound) dominate the price effect (direct rebound). The indirect re-
bound represents the largest relative rebound effect, increasing from 5.6 % in 2025 to 6.2 %
in 2030 (cf. Figure 7). The second-largest effect is the direct rebound associated with the
policy scenario, which increases from 4.5 % to 5.2 %. Finally, the economy-wide rebound
remains relatively constant over the periods constituting 1.3 % of the technical effect. We
note that the size of the indirect and economy-wide rebound depends critically on the choice
of Armington elasticities. Halving the assumed Armington elasticities (from four to two)
also halves the indirect and economy-wide rebound associated with the policy scenario. The
size of the indirect rebound and economy-wide rebound further reflects two key modeling
assumptions, which may work in opposite directions. First, the assumption that capital is
homogeneous in IntERACT may lead to an overestimation of the indirect rebound as capital
and labor are free to reallocate across sectors. Including barriers to capital mobility, would
likely reduce the indirect rebound effect. Second, the fact that we do not solve the CGE
model by using intertemporal optimization probably reduces both the economy-wide and
indirect rebound within the model as the capital stock cannot adjust following a change
in capital demand. Therefore, future research should focus on modeling barriers to capital
mobility and intertemporal investment and savings behavior.

For energy-intensive sectors, the total rebound is around 23 % (ranging from 13–34 %),
while the effect for non-energy-intensive sectors is around 4 % (ranging from 2–7 %). Overall,
these results confirm previous findings by Barker et al. (2007a,b), who calculate the rebound
effect for energy-intensive industries to be between 20–30 %, and between 5–10 % for non-
energy intensive sectors. However, Barker et al. (2007b) find an overall total rebound effect
of around 26 %, which is significantly larger than the 12 % we calculate here (cf. Figure 7).
The differences in sectoral structure between the UK and Denmark may play a role in
explaining this difference.

However, the main factor behind the relatively small total rebound effect found in this
paper is the modest policy-induced reduction in the cost of energy services. Despite the 4 %
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reduction in final energy use in 2030 relative to the baseline scenario, energy service costs
are only reduced by 1.4 % on average across sectors. This result reflects how the technical
effect shifts energy service production technology towards being more capital intensive and
less dependent on energy inputs. As such, the direct rebound effect reflects the average
implicit price elasticity of around -16 %. Table 3 highlights the implicit price elasticities
at the sectoral level. Not surprisingly, we see that energy-intensive sectors, such as cement
and chemical industries, have higher implicit price elasticities than non-intensive sectors,
such as wholesale & retail trade. In general, energy costs tend to make up a larger share of
the value of production or output from energy-intensive sectors, which also contributes to
higher implicit price elasticity. Furthermore, the estimated production system reveals higher
elasticities of substitution between energy and capital for energy-intensive sectors with high
energy cost shares.

Table 3: Average implied own-price elasticities of energy service demand by sector in 2030

Sector Implied price elasticity

Cement & non-metallic minerals -59 %
Chemical industry -46 %
Textiles, wood, paper & other manufacturing -31 %
Private services -19 %
Food industry -17 %
Electronics, motors & metal manufacturing -13 %
Public services -11 %
Agriculture & forestry -10 %
Wholesale & retail trade -7 %
Construction -6 %

6. Conclusion

The industry energy efficiency policy considered in this paper results in the avoidance
of 2.5 million tonnes of cumulative industrial CO2-emissions during the period 2018–2030.
This level of avoidance corresponds to roughly 5% of Danish greenhouse gas emissions in
2016, underscoring the importance of energy efficiency as a tool for reducing greenhouse gas
emissions.

The main contribution of this paper is that it has demonstrated how energy efficiency
policy can be systematically evaluated using a comprehensive hybrid model setup. The
analysis of the paper has found that energy efficiency policy could deliver an additional
9.8 PJ reduction relative to a baseline in the year 2030; equal to a 5 % reduction in final
industrial energy use. A policy-induced reduction in the energy efficiency gap accounts
for half of the additional energy savings. The paper has further demonstrated how the
IntERACT model facilitates the decomposition of industrial final energy use into a price, an
activity, and a technical effect. The technical effect decreases energy use by 11.3 PJ. This
reduction in final energy use reflects the combined effect of policy-induced energy savings
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and the increases in the energy efficiency of conversion technology. Conversely, the price
effect (direct rebound) increases final energy use by 0.5 PJ, and the activity effect (indirect
and economy-wide rebound) increases demand by 0.8 PJ. The decomposition shows the
importance of including all three effects when assessing the net effect of an energy efficiency
policy for industrial sectors. The paper has further demonstrated how the size of the price
and activity effects varies greatly by sectors.

Previous studies have sought to capture these effects, but none have been able to combine
all three effects simultaneously while accounting for the interaction between them. Hence
the IntERACT modeling approach demonstrated in this paper represents a significant leap
forward in terms of performing a comprehensive ex-ante evaluation of energy efficiency policy
for industrial sectors.
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Appendix A: Methodology for decomposing IntERACT results

This appendix explains the methodology used for decomposing results from the IntER-
ACT model. The objective is to decompose the change in final energy use from one period
to another into several components: growth effect, structural change effect, factor substitu-
tion effect, energy savings effect, and a conversion technology effect. We decompose starting
with the use of the shift-share technique, based loosely on Dunn Jr (1960). First, we look at
final energy use across different sectors, defining the change in energy use by either growth
in production, structural shifts between sectors or efficiency changes. This decomposition
reveals the activity effect as the sum of the structural and growth components. The remain-
ing efficiency component comprises of several effects. We decompose this component into
three sub-components explaining changes to energy efficiency: relative factor substitution
effect, energy savings effect, and conversion technology effect. From this, we can define the
price effect as the relative factor substitution effect, and the technical effect as the sum of
the energy savings and conversion technology effects.

We apply the following definitions:

E =
∑

i

Ei Y =
∑

i

Yi si =
Yi

Y
e =

E

Y
ei =

Ei

Yi

Here, E is final energy use, Y is the production value, e is energy intensity, s is share
and i is sector.

We write the intensity as the weighted sum of all sectors’ intensities:

e =
E

Y

=
∑

i

Ei

Y

=
∑

i

Ei

Y

Yi

Yi

=
∑

i

Ei

Yi

Yi

Y

=
∑

i

eisi

=
∑

i

(ei + ēi − ēi)(si + s̄i − s̄i)

(1)

Where bar means initial year value. The change in intensity thus becomes:
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e− ē =
∑

i

(ei + ēi − ēi)(si + s̄i − s̄i)−
∑

i

ēis̄i

=
∑

i

eisi +
∑

i

eis̄i −

∑

i

eis̄i +
∑

i

ēisi +
∑

i

ēis̄i −

∑

i

ēis̄i −

∑

i

ēisi −

∑

i

ēis̄i +
∑

i

ēis̄i −

∑

i

ēis̄i

=
∑

i

ēi(si − s̄i) +
∑

i

(ei − ēi)s̄i +
∑

i

(ei − ēi)(si − s̄i)

(2)

Using equation 2, we can decompose changes in energy intensity e in a structural term;
∑

i ēi(si − s̄i), an efficiency term;
∑

i (ei − ēi)s̄i, and an interaction effect between the two;
∑

i (ei − ēi)(si − s̄i). Moving to decompose changes to final energy consumption (E − Ē)
instead of intensities, we rewrite equation 2 so that E = Y e:

E − Ē = Y e− Ȳ ē

= Y (e+ ē− ē)− Ȳ ē

= Y (e− ē) + (Y − Ȳ )ē

= Y

∑

i

ēi(si − s̄i) + Y

∑

i

(ei − ēi)s̄i +

Y

∑

i

(ei − ēi)(si − s̄i) + (Y − Ȳ )ē

(3)

Therefore, equation 3 makes it possible to decompose changes in final energy consumption
into the following 4 components:

1. A growth component, where sectoral structure and intensities are held constant.
(Y − Ȳ )ē

2. A structural component, where intensities are held constant. Y
∑

i ēi(si − s̄i)

3. An efficiency term, where sectoral structure is held constant. Y
∑

i (ei − ēi)s̄i
4. An interaction effect. Y

∑

i (ei − ēi)(si − s̄i)

As noted earlier, we now have obtained the activity effect (the sum of the growth and
structural effects). Further decomposition is required to be able to distinguish the price and
technical effects, both components of the efficiency effect. To achieve this, we decompose the
efficiency term of equation 3 into the following three sub-components: a factor substitution
effect, an energy savings effect, and a conversion technology effect. More sub-components
might contribute to the efficiency effect, but are neglected here.

Calculating the factor substitution effect (FSE) requires knowledge about the growth
in the production of sectors and the growth in demand for energy services. If production
has grown relatively more than the demand for energy services, there has been a factor
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substitution effect towards factors other than energy services, and as a result, energy use
will decline. Thus, FSE changes to energy use because of relative factor substitution. We
apply the following definition:

ESi =
∑

s

Ei,s ∗ Ci,s

Where ESi is the energy service demand per sector, i, summed over all energy services, s,
defining ESi in terms of useful energy, or net energy. Ci,s is the conversion loss or efficiency
of conversion technologies per sector, i, and energy service, s.

Equation 4 shows how factor substitution effect is defined in terms of final energy.

FSE =
∑

i

(

(

ESi − ESi

ESi

−
Yi − Ȳi

Ȳi

)

ESi

(

Ei

ESi

)

)

(4)

Thus, summed over all sectors, the first part of equation 4 calculates the difference in
the growth of energy service demand and production output. We convert this to absolute
changes to energy service demands by multiplying with the sum of energy service demands
by sector. Since we define energy service demand in terms of useful energy, we convert into
final energy using the fuel intensity of energy service production.

Finding the energy-saving effect is straightforward when using the TIMES-DK model as
we read out the number of energy services provided by energy-saving investments. As noted
earlier, energy savings can take the form of equipment, such as retrofitting and insulation,
and management, such as process route optimization. Equation 5 shows how the energy-
saving effect in terms of final energy.

ESAV =
∑

i,s

SAVi,s

(

Ei,s

ESi,s

)

(5)

Thus, per sector, i, and energy service, s, we convert energy savings, SAV in terms of
useful energy to final energy using fuel intensity of energy service production.

We term the remaining residual from the energy efficiency component from equation 3
the conversion technology effect (CTE). This residual captures conversion technology im-
provements, and fuel switching. We calculate this effect in equation 6:

Y

∑

i

(ei − ēi)si = FSE − ESAV − CTE ⇔

CTE = Y

∑

i

(ei − ēi)si − FSE − ESAV

(6)
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Now we have further decomposed changes in final energy use, following equation 3:

E − Ē = Y

∑

i

ēi(si − s̄i) + Y

∑

i

(ei − ēi)s̄i +

Y

∑

i

(ei − ēi)(si − s̄i) + (Y − Ȳ )ē ⇔

E − Ē = Y

∑

i

ēi(si − s̄i) +

∑

i

(

(

ESi − ESi

ESi

−
Yi − Ȳi

Ȳi

)

ESi

(

Ei

ESi

)

)

+

∑

i,s

SAVi,s

(

Ei,s

ESi,s

)

+

(

Y

∑

i

(ei − ēi)si − FSE − ESAV
)

+

Y

∑

i

(ei − ēi)(si − s̄i) +

(Y − Ȳ )ē

(7)

Thus,, equation 7 yields the five components that attribute the three main effects (i.e.,
the activity, price, and technical effect).

• Activity effect, which consists of a:

– Growth effect component, defined in equation 3:
(Y − Ȳ )ē

– Structural effect component, defined in equation 3:
Y
∑

i ēi(si − s̄i)

• Price effect, which consists of a:

– Factor substitution effect, defined in equation 4:

FSE =
∑

i

(

(

ESi−ESi

ESi
−

Yi−Ȳi

Ȳi

)

ESi

(

Ei

ESi

)

)

• Technical effect, which consists of a:

– Energy savings effect, defined in equation 5:

ESAV =
∑

i,s SAVi,s

(

Ei,s

ESi,s

)

– Conversion technology effect, defined in equation 6:
CTE = Y

∑

i (ei − ēi)si − FSE − ESAV
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• Residual effect, which consists of a:

– Interaction effect, defined in equation 3:
Y
∑

i (ei − ēi)(si − s̄i)
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