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SSAM: Solid-State Automated Microscope
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Abstract-A new microscope system that is designed to provide im-
ages for a computer has been built and tested. This system differs from
previous computerized microscopes in that the fundamental design
parameters have been tuned to the computer as the receiver of the
image instead of the human visual system. This solid-state automated
microscope system (SSAM) simultaneously provides wide-field (2 mm),
high-resolution (0.5 M), high signal-to-noise images (>53 dB) at data
rates of 5 X 106 pixels/s. Various methods have been developed and
used to test the design specifications of the system against the actual
performance.

I. HISTORICAL BACKGROUND
MsAN'S first microscope was almost certainly a drop of

water. Acting as a hemispherical lens on the surface of
a leaf or the back of a hand, it provided magnification on the
order' of 1.3 X. As early as the end of the 16th century Hans
and Zaccharis Janssen of Middelburg, The Netherlands con-
structed the first compound (multiple lens) microscope. While
Galileo is considered to be the first scientific user of a micro-
scope [1], it was the work of van Leeuwenhoek in Leiden,
Hooke in London, and Malpighi in Italy that demonstrated
the usefulness and, indeed, necessity of the microscope for
biological and medical studies. Van Leeuwenhoek, with an
appointment as a custodian in the City Hall of Delft, used his
spare time to construct over 500 simple (one-lens) micro-
scopes. The lenses of these microscopes were exquisitely made
and provided magnifications up to 200X. With these micro-
scopes, first devised to examine drapery fabrics, van Leeuwen-
hoek described protozoa, bacteria, and human sperm [2]-[4].
Thus, the use of the microscope as a high-technology scientific
instrument goes back at least 350 years.
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Fig. 1. Compound monocular microscope manufactured in Paris by
E. Hartmack Co., circa 1880. Notice that the basic form and size of
this instrument is the same as that used in today's laboratory micro-
scopes (from a collection in The Netherlands).

The design of the microscope continued to evolve and by the
middle of the 19th century it had assumed a form similar to
what is seen even to this day. Compound binocular micro-
scopes, as well as the monocular microscope (shown in Fig. 1),
were routinely manufactured.
In this evolutionary process certain design constraints or

constants became embodied in all microscopes. These in-
cluded tube lengths on the order of 160 mm, binocular inter-
pupillary distances on the order of 60 mm, and a definition of
magnification as [5]

250 mm
M=

(equiv. focal length of magnifiers in mm)

These three values (160 mm, 60 mm, and 250 mm) each repre-
sented the recognition that the microscopes were to be used
by humans. That is, the receiver of the magnified image was
the human visual system with a relaxed accommodation dis-
tance for a real object of about 250 mm, an interpupillary dis-
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tance of about 60 mm, and a physical body size that made a
160 mm tube length convenient.
Even as the types of different microscopy expanded from

reflectance and brightfield to include darkfield, phase, inter-
ference, polarization, and fluorescence, these parameters and
one other remained fixed in the design of microscope imag-
ing systems.

II. RESOLUTION AND ACUITY
For our purposes we shall use the Rayleigh criterion that

defines the resolution limit of an optical system on the basis
of the overlapping of two Airy disks (Fig. 2). That is, two
"point objects" imaged from infinite onto a plane will each
produce a diffraction image (in intensity) of

I(r) = {2JI(r)/r}2 (1)

where r is radial distance from the center of the circularly sym-
metric optical system and Jl(r) is a first-order Bessel function
[6].
A common definition of the resolving limit R of an optical

microscope system is in terms of a smallest distance r' such
that I(r') = 0. From Fig. 2 and the definitions of r' and R in
terms of the parameters of the optical system [6] we have

3.832 r' = (2ir/X) (NA) R

or
0.61X

R = ~~~~~~~~~~~~~(2)
NA

where NA is the numerical aperture of the lens and X is the
wavelength of incoherent illumination. We shall choose the
wavelength to be X = 0.492 p (blue/green light) so that the
resolution limit will be R = 0.3/NA p. We may invert this
expression to yield a resolution limit in points/p as P = NA/0.3.
For conventional microscope systems P may vary from 0.4
points/p (5 X objective) to 4.4 points/p (oil-immersion
objective).
In terms of the human engineering of microscope systems

we might now ask, "How many resolvable points are there (or
should there be) across a microscope field-of-view?" The
answer may be found by looking at the acuity characteristics
of the human visual system which, with a resolution of ap-
proximately 1' of arc when focused at infinity, is capable of
resolving approximately 800-1000 points across the visual
field [7]. As we shall see in data that will be presented shortly,
this parameter has also been embodied in the design of micro-
scope lenses.

III. REINVENTING THE MICROSCOPE

What if the human were not the receiver of the image pro-
duced by a microscope? What if the image were to be quanti-
tatively processed by a computer to produce a record of a
field-of-view, measurements on the objects in a field-of-view,
or a judgement of the normalcy of the objects seen in a field-
of-view? These are the questions that have confronted us as
we have developed a new microscope system for the auto-
mated quantitative analysis of microscopic images. The
primary use of this system is to be in the biomedical field and
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Fig. 2. Intensity sum of two Airy disks. The definition of the resolving
limit (see text) places the maximum of each above the first zero of
the other (from [6] ).

the design parameters have been chosen accordingly. We
believe, however, that such an instrument will have a broad
range of applications in such fields as powder metallurgy,
geology, and semiconductor fabrication technology.

A. The Specifications
Over 40 years ago Caspersson [8], [9] performed the pio-

neering work that demonstrated the use of quantitative and
objective analysis of data contained in a microscope image.
While his was an interactive procedure, the actual measure-
ments were made through a microscope on single cells by
instrumentation rather than human visual estimation. The
development of modern electronics, particularly electrooptical
scanners and digital computers, that followed World War II
provided the technology necessary for the automated scanners
of the early 1960's. These scanners made faster acquisition
of cytologic image data possible and thus fostered a range of
projects in image cytometry including exfoliative cytology
[10]-[14], automated leukocyte recognition [15]-[20], and
automated karyotyping [21] - [25]. Although the results were
not always spectacular, nevertheless a fund of knowledge was
built up that pointed the way to better mechanisms for the
acquisition, description, measurement, and interpretation of
data derived from automated cell image analysis.
While the list of those who have worked and published in

this field is exceedingly long and almost encyclopedically
covered in [26] and [27], a few results that serve as key
features for our system should be mentioned here. Bacus
[28], Green [29], Kruse [30], and Zack [31] have shown
that a sampling density of about 0.5 p is necessary and suffi-
cient for the analysis of erythrocyte morphology. Bacus
[32], Young [33], [34], Brenner [35], Prewitt [19], Ingram
[36], and Tyko [37] have also seemed to confirm this figure
for leukocyte analysis. In the analysis of exfoliative cervical
cytology Bartels [38] has shown through careful studies that
0.5 p sampling is necessary for accurate cell classification.
Photometric errors that may occur when cells are sampled
too coarsely have been studied and described by Ornstein
[39], Mayall [40], Prewitt [41], and Mendelsohn [42].
Analyses have also shown that a brightness resolution of 256
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levels (8 bits) is adequate for biological imaging. To achieve
a resolution of 256 levels a signal-to-noise ratio (SNR) of
about 512: 1 is necessary. Here we measure full scale signal
strength against rms noise. For example, if the full scale
signal were 1 V, then to achieve 512:1 SNR the rms noise
voltage should be less than 2 mV. In certain applications
where optical density is to be measured, the required SNR
may, in fact, be much higher. We shall concentrate our atten-
tion, however, on the specification in terms of brightness
resolution.
In summary, a sampling density less than 2 picture elements

(pixels)/g is too coarse with respect to both photometric and
spatial information; sampling greater than 2 pixels/g is costly,
of limited value, and only possibly required in chromosome
analysis [25]. Brightness resolution should be 8 bits.
For both clinical and research applications it has been shown

that overall throughput rates require slide processing times of
less than 3 min [43]. If we use a 1 X 1 cm total examination
field on a slide specimen with 2 pixels/, sampling density (and
resolution), we see that the total number of pixels/slide to be
scanned and processed is N = 4 X 108 pixels/slide. With a
total of, say, 200 s available to scan and subsequently process
the slide, this means that a data acquisition rate higher than
2 X 106 pixels/s must be attained.
Our solution for a microscope system that would simulta-

neously meet all of these specifications is a high-resolution,
wide-field, high-speed, and high-SNR electrooptical system. A
key design feature is the concept of the wide-field, high-
resolution microscope. In image cytometry one of the prob-
lems frequently encountered is the edge effect associated with
the field-of-view size. Consider the field-of-view shown in
Fig. 3. The total field width D is presumed to contain cells of
average diameter "d" that we wish to analyze for a variety of
properties including size, shape, and optical density.
Unfortunately, some of these cells will be on the border of

the field-of-view, and hence measurements made on them will
be faulty. This means that a region around the border of the
picture of width "d" must be discarded. The effective area of
the field-of-view is therefore reduced from D2 to (D - 2d)2.
The percentage of area lost from the original field may be
expressed as

percent lost = D2 X 100 percent

[ (D2
=I1 D~d2 X 100 percent.

After a little algebra this becomes

percent lost = 4(d/D) (1 - d/D) X 100 percent. (3)

With d fixed at, say, 20 g and a field-of-view of D = 200 p,
the percentage area lost is 36 percent. With a field-of-view of
2000,, however, this drops to 3.96 percent. Clearly, there is
a big payoff in scanning the largest possible field at the re-
quired resolution. One alternative, an expensive one, is to
mechanically move the specimen after the scan of a small
field-of-view (say, 200 /) so that the next scanned field is
precisely aligned with the previous one. Thus, cells on the
common border are not "lost." This requires a stage motion

D

Fig. 3. Model for the computation of area lost from a field-of-view due
to border touching cells of a given diameter.

that is both fast and accurate to within half a pixel spacing.
Such mechanical stages exist but are prohibitively expensive
and also quite bulky.
Another alternative is to move the specimen in a smooth,

continuous motion beneath a conventional microscope lens
with 2 pixels/g resolution and a field diameter of perhaps
500 M (see Fig. 6). Such a system can be constructed with
currently available technology and represents one possible
design approach.
Our design approach follows still another path and is based

upon the use of a wide-field lens that simultaneously has a
resolving power of about 2 pixels/ji and a field-of-view of
2000 M, that is, 2 mm.
Matched to a linear, charge-coupled photodiode array of

length 2048 as shown in Fig. 4, two-dimensional scenes may
be scanned by means of a galvanometer-driven mirror. To
cover a 1 X 1 cm total area on a slide specimen, 50 fields-of-
view, each 1 mm (-2048 pixels/row) X 2 mm ('4096 rows)
are required. To move from one field-of-view to another a
simple mechanical stage may be used that need not have the
mechanical- resolution previously described. Instead, each step
can be a coarse 1.1 or 2.1 mm with no attempt made to align
the common borders of pictures. We can afford this approach
because our field-of-view is sufficiently large that we do not
suffer from the few percent of area lost at the field borders.
The effect of having a wide-field lens on the rate of cell

image acquisition is summarized in Fig. 5. We assume that
pixels are scanned at a rate of 5 X 106 pixels/s and that the
sampling density is approximately 2 pixels/g.
Because several of the subsystems are crucial to this per-

formance of our microscope system, it is worthwhile to ex-
pand upon our discussion of them.

B. The Lens

The lens we have chosen was developed for use in the manu-
facture of integrated circuit photomasks. The lens, an Ultra-
Nikkor 30mm f/1.2e, has in the standard configuration a
magnification of 25X so that a 2 mm object size becomes a
50 mm image size. To appreciate how this lens differs from
ordinary microscope optics we performed a small experiment
using a stage micrometer. The micrometer permits us to mea-
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Fig. 4. System diagram for Solid-State Automated Microscope (SSAM).
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Fig. 5. Cell image acquisition rates for various cell sizes. Cells are as-
sumed to be tightly packed and their relative diameters are illustrated
at the top of the figure. Typical cells corresponding to these diam-
eters are red blood cells (D = 5 iu), white blood cells (D = 15 A), and
cervical cells (D = 50 p). To facilitate comparison we note that a
conventional lens with the same resolution but a field diameter of
400 A would contain 5025, 558, and 50 cells corresponding to each
of the three diameters.

sure the field-of-view diameter associated with different power
objective lenses and a fixed ocular lens. As shown in Fig. 6(a)
for a variety of lenses and microscope systems, we see that as
the magnification power of the objective increases, the field
width decreases. In Fig. 6(b) we show for these same lenses
their resolving power in points per micron as calculated from
the numerical aperture by the procedure described in Section
II.
We observe that as the magnification of the lens increases,

the numerical aperture and the resolving power increase. In
Fig. 7 we multiply the curves in Fig. 6(a) by the curve in
Fig., 6(b) to produce curves that describe the total field width
in resolvable points as a function of magnification for different
lenses and microscope systems. Notice that for conventional
microscope systems the number of resolvable points across a
field diameter matches the resolution capability of the human
visual system described in Section II.
We do not mean to imply that the Ultra-Micro Nikkor is the

only lens that can achieve these specifications. In fact, several
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Fig. 6. (a) Field-of-view diameter (in microns) for various microscope
objective/ocular lens systems. (b) Resolving power (in points/micron)
for various lens systems. The value for the Ultra-Micro Nikkor is
based on measured resolution rather than NA.

manufacturers including Zeiss and Olympus make lenses with
similar characteristics. Compared to lenses used for conven-
tional microscopy, however, Fig. 7 shows that this lens has
extraordinary characteristics.

C. The Sensor

The optoelectrical transducer that we use is the Fairchild
CCD1500 camera system built around a 2048 X 1 (linear)
charge-coupled photodiode array, the Fairchild CCD143DC.
Although our system can easily accommodate a linear array
up to 4096 long, at the time of this writing this is the longest
commercially available line-scan camera. As shown in Fig. 8
the array consists of a set of photodiodes that integrate the
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Fig. 7. Field-of-view diameter (in resolvable points) for various micro-
scope lens systems.
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Fig. 8. System diagram of a linear, charge-coupled photodiode array. Note that even photodiode locations are handled by
one shift register and odd photodiodes by a second shift register to reduce internal clock frequency requirements.

received light over a user selected time period and then trans-
fer their charges into analog CCD shift registers.
While the line of analog data is being shifted out, a new inte-

gration interval is begun. The clock rate for the CCD is fixed
at 5 MHz independent of the integration period indicating that
a minimum integration period is (200 ns/pixel) X (2048
pixels/line) = 409.6 is/line. The reason for fixing the CCD
clock period is to guarantee that the charge transport char-
acteristics are constant even when integration times are varied
as, for example, in low light-level situations [441. The indi-
vidual photodiode elements are illustrated in Fig. 9.
The photodiode elements on 13 centers are equivalent to

0.46 photodiodes on the object plane when placed at the
image plane of the lens. The spectral sensitivity of the photo-
diodes is essentially flat over the useful spectral range of the
lens, that is, 0.510/1 (green) to 0.570, (yellow). The mea-

sured peak-to-peak noise/photodiode is less than 1 mV with a

full scale signal of 1 V, and thus the SNR (as defined earlier)
exceeds 1000: 1 (60 dB) at room temperatures.

Photoelement dimensions

Fig. 9. Internal geometric arrangement of photodiodes in the linear

array.

D. Other Components
While most of the mechanical components of the system are

built from standard -Zeiss microscope components (for ex-

ample, the stage, focusing body, and condenser), two of the
subsystems are worth discussing in a little greater detail.
1) The Galvanometer Scanner: The mirror scanner, shown

diagrammatically in Fig. 4, is a General Scanning G-300PD

scanner and a CCX-100 servocontroller. The mirror position
is driven by a 12 bit counter through a D/A converter to select
sequentially 4096 different lines. With the height of each line
on the object plane being 0.46 u, this represents a total scan

height of 1888 j, a figure slightly less than the field diameter
of the lens. The total deflection angle is slightly less than 10°
and the shortest time in which this angle is swept out is (4096

~~~~~~~~Analog transport shift register

m~~~~~~~~~Transfe gate ///////iy

|D D D| I I I I 1 |N %I 1M 3 14| 31 2il|11111111 1 )| D|OD F chargeji - -E~~~~~~~~~~~~~~~Output
a o o~~ o okokJok I amplifier

X ~~~~~~~Analogtransport shift register
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lines/picture) X (409.6 Ms/line) = 1.678 s/picture. Thus, the
angular velocity of the mirror is 0.10 rad/s, a modest amount.
The angular resolution required of the mirror scanner is given
by 100/4096 or 8.8" of arc/line. The resolution available in
the sequential mirror scanning system is 1" of arc. A greater
problem in the scanner is bearing noise which may be as bad as
20" of arc. This type of noise manifests itself as vertical blur-
ring in the image. One potential solution to this problem that
we are currently investigating is the use of the new GF-300PD
scanner in place of the G-300PD. The newer version employs
a flexure pivot instead of a ball bearing pivot, and thus bearing
noise is reduced to zero.
2) The Illuminator: To provide adequate specimen illumi-

nation we use a 100 W quartz-halogen incandescent light source
with a dc stabilized power supply and a 546 nm bandpass
(e-line) filter. At the shortest integration time the amount of
light available is sufficient to give a full scale (1 V) signal out
of the photodiode array in background regions of a slide. The
condenser illumination system uses Kohler illumination [45].

E. Electronic Processing
The analog video signal derived from the sensor is sampled

and quantized using a TRW 8 bit A/D converter (Model
TDC 1007J) with conversions occurring every 200 ns. Through
a custom-designed interface the 5 000 000 pixels/s are packed
two to a 16 bit computer word and prepared for DMA transfer
into our PDP1l-34A computer. The rectangular 2048 X 4096
picture is obviously too large to fit in the memory of the
PDP11-34A, so the interface provides the ability to choose
either a 256 X 256 window (that is, a subset) from the entire
picture or a 256 X 256 coarse representation of a 2048 X
2048 square view. This latter representation is obtained by
averaging an 8 X 8 neighborhood of points into a single pixel.
Since the minimum line time is 409.6jus and only 128 words/
line are actually transferred under DMA control into the
computer, more than enough time per word is available for
the data transfer. The actual memory used for picture storage
is also shared between the PDP1 1-34A and a memory-mapped
display system [46], [47], as shown in Fig. 4. The display is
capable of showing either one of two pictures stored in a re-
served 65 536 words of memory on the PDP-1l UNIBUS.
Pictures acquired through the microscope and stored in
memory are 256 rows X 256 columns X 8 bits, and thus use
half of the reserved memory. All of the pictures that were
scanned and digitized through this Solid-State Automated
Microscope system (SSAM) and are presented in this paper
were photographed off the display monitor of this memory-
mapped display. The computer software chooses the starting
upper-left coordinates (x,y) of the window, transmits this
pair of 12 bit numbers to the interface, and the 256 X 256
picture then is scanned, digitized, and stored in memory.
The integration period for each line of video data is also

software selectable from the computer and may range from
a minimum of 410,ps/line to a maximum of 99.999 ms/line
(5 BCD digits). At room temperatures it is not practical to use
integration times greater than 100 ms/line due to dark current
considerations. That is, at room temperatures the CCD wells
will fill in 100 ms from the electrons produced by thermal
agitation rather than incident photons.

Fig. 10. Solid-State Automated Microscope System (SSAM). The con-
trol electronics are not shown.

F The Completed System

The entire system is built on - in stress-relieved aluminum
and is shown in Fig. 10.
The control electronics occupy a standard 19 in wide cabinet

and are approximately 24 in high and 27 in deep. If we were
to repackage the control electronics this figure would change
to about 11 in high and 30 in deep.

IV. SYSTEM PERFORMANCE

The testing and validation of our design specifications have
been a most important part of our work. The fundamental
problem is one of finding resolution test charts that would
enable us to determine total system performance, that is,
spatial resolution, brightness resolution (SNR), field-of-view
coverage, etc. The availability of certain test microscope
slides has helped us greatly in this. These slides are a stage
micrometer (Leitz Corp.) and slide-based resolution and
density test chart (Opto-Line Multidensity Resolution Target).
On this latter slide a bar chart pattern is repeated at varying
optical density levels ranging from 0.2-2.0. The bars them-
selves range from 10 line-pairs/mm to 500 line-pairs/mm. One
of the test patterns is shown in Fig. 11.

A. Sampling Density

The sampling density, that is, the number of pixels/p, was
determined through the use of a stage micrometer. Bars on
the micrometer as shown in Fig. 12 are separated by 10 p.
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Fig. 11. Bar chart test pattern. The finest lines are 1 p wide (500 line-pairs/mm) and bars increase in spacing by the tenth
root of ten.

Fig. 12. Portion of stage micrometer image as viewed through SSAM. The distance between bars is 10 jg and the total pic-
ture width is 256 pixels.

By measuring the average number of pixels separating the
bars we compute the sampling density to be 21.7 pixels/
10 p or 2.17 pixels/pu. Alternatively, this can be expressed as
0.46,u/pixel. From this figure and knowledge of the photo-
diode array geometry (shown in Fig. 9) we can determine that
the actual magnification of our lens configuration is (13 p/
0.46 p) = 28.2X. The additional magnification, beyond the
25X associated with the lens itself, is due to the linear array

being slightly further from the lens than the position of the
design image plane. The design distance of the lens from the
exit aperture to the image plane is 592.2 mm; in our system
this distance is 667 mm.

B. Signal-to-Noise Ratio, Dynamic Range, and Tonal Transfer
In order to measure the signal-to-noise ratio (SNR) the

following technique was employed. A clear field image of



YOUNG et al.: SOLID-STATE AUTOMATED MICROSCOPE

256 X 256 was recorded with the galvanometer scanner turned
off. Thus, the same line of image data was scanned 256 times
and along any given column of the image the numerical value
of the digitized brightness should have been the same. Due to
noise sources in the image acquisition chain this was not the
case. By measuring the rms value of the image brightness
down any given column we computed the rms noise value.
For 8 bits of brightness quantization (256 brightness levels),
the rms value is 0.54 and the estimated SNR is (255/0.54)=
472: 1 or 53.5 dB. This figure is in good agreement with the
TRW specification for the SNR at the output of the A/D con-
verter which is 54 dB [48]. The dynamic range of brightnesses
in the original image that can be handled by SSAM is princi-
pally a function of the SNR at the input to the A/D converter.
With an SNR in excess of 60 dB this means that a range of
1000:1 is possible. For low-light level signals the integration
period may be varied over a range of 240:1 to increase the
dynamic range until the dark current becomes a significant
factor. We have also observed that there are deterministic
variations in the pedestal voltage and signal gain from photo-
diode to photodiode, particularly between the even and odd
photodiodes (see Fig. 8). With the galvanometer scanner off,
these appear as vertical stripes in the image of what should be
a clear field. These can be eliminated in software (or hard-
ware) by measuring the response to a black field B[i], the
response to a white field W[i], storing gain and offset correc-
tion factors as a function of photodiode position (G[i], 0[i]
i = 0, 1, 2, * * *, 2047), and applying these factors as follows:

b [i] = G [i] * b [i] - 0 [i] i = O 1, 2, ,2047. (4)

The recorded brightness from photodiode number i for any
subsequent image is b [i] and the gain and offset correction for
position i are given by

= 255
W[i] - B[i]

0[i] =255 * B[i]O]W[il - B[iJ]
For our particular camera system we have found that

G[i] = I and most of the correction is for offset errors. The
result of applying this algorithm to an image obtained with
the galvanometer scanner turned off is shown in Fig. 13.
After the correction described in (4) is applied, the tonal

transfer characteristic of the entire system is linear from the
light source to the computer memory. Thus, multiplication
of the light or the transmissivity of the cellular specimen (at
any specific location) by a constant factor will multiply the
sampled and quantized brightness stored in computer memory
by that same factor.

C Contrast Modulation Transfer Function (CMTF)
The contrast modulation function is a measure of how the

contrast existing in a test pattern is degraded as a function of
the spatial size in the pattern. In our example (Fig. 11) the
bar chart is deposited on the glass slide with a specified fore-
ground/background optical density relationship. This density
may be related to contrast as follows. The intensity measured

Fig. 13. Result of applying software compensation for variations in
gain and offset across photodiodes. Left side is image before com-
pensation; right side is image after compensation.

through the clear portions of the bar chart is the background
illumination which we shall denote as Imax. The intensity
measured through the darkened portions of the bar chart is
decreased from the background illumination and is Imin.
The relationship between these two quantities is given by
the Beer-Lambert law

Imin =Ima 10-d

where d is the optical density at the point of interest. The
contrast is given by [49]

-maxI-in (5)
Imax + Imin

and by direct substitution this can be written as

1- 10-d
1 + 10'd (6)

For example, where the optical density d = 1.3 (95 percent of
the incident light is absorbed), c = 0.90. This is, of course,
the contrast that would be measured either in large open
regions of the test pattern where spatial variation was virtu-
ally nonexistent or with an electrooptical system with un-
limited spatial resolution. Due to finite resolution, however,
we observe a degradation in the contrast. This degradation as
a function of spatial size is the contrast modulation function
and in terms of line spacing on the bar chart is given by

C(l) = Inmax(l) - Imin(l)
Imax(1) +Imin(l)

(7)

with I ranging from I= 0 line-pairs/mm (open regions) to
I = 500 line-pairs/mm. For our system this function was mea-
sured from the digitized and quantized image stored in com-
puter memory and the result is plotted in Fig. 14.
Ten different experimental contrast modulation function

curves for ten different values of d in the range (0.2 <= d <=
2.0) were measured as defined in (7). When they were nor-
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Fig. 14. Normalized contrast modulation function for the bar chart
test pattern. The ideal contrast response is c(0) and for our test
pattern this number is given by manufacturer's specifications as
ranging from c = 0.23 (d = 0.2) to e = 0.98 (d = 2.0).

Fig. 15. Full resolution scan of the innermost portion of the resolution test chart.

malized by c(0) they all gave the same result, that depicted in
Fig. 14.
Another way to observe the degradation in the contrast as

the line spacing decreases is to look at the actual digitized and
quantized picture output as stored in computer memory. In
Fig. 15 we see that as the line spacing approaches 500 line-
pairs/mm, the contrast decreases but the bar pattern itself
remains observable. Thus, we still at this value have not yet
reached the resolution limit at which the bar pattern is no
longer measurable.

D. Fourier Modulation Transfer Function (MTF)
The classical modulation transfer function based upon

Fourier transform techniques may be evaluated in several
ways. One technique is to measure the Fourier transform of
the step response of the imaging system from the central
square of the test pattern (Figs. 11 and 15) and compare this

to the transform of the ideal step response. Another way is to
view the bar chart test pattern as producing input "signals"
with known frequency components. A similar technique that
we have adopted is to use a mathematical mapping from the
contrast modulation curve given in Fig. 14 to the classical
MTF curve [50], [51]. Once again the computations were
based upon the digitzed and quantized image stored in corn-
puter memory and the results are shown in Fig. 16.
While at first glance the MTF at 500 cycles/mm may not be

overly impressive, we must point out that this is the MTF over
the entire 2 mm diameter field-of-view, not just the central
portion.

E. Biological Specimens

In this section we show several of the biological images ac-
quired through SSAM. Fig. 17(a) shows part of a transverse
section of a cat's brain stem. This particular image was
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Fig. 16. Modulation transfer function (MTF). The magnitude of the
complex Fourier spectrum of the complete system versus frequency
in cycles/mm.
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(a) (b)
Fig. 17. Transverse section of a cat's brain stem. (a) Reduced display to show part of the wide-field coverage of lens.

Boxed portion corresponds to a 256 X 256 full resolution picture. (b) Full resolution image contained in box.

scanned at full resolution and then reduced for display pur-
poses, as described in Section III-E. The field-of-view covered
by the checkered box in the photo corresponds to the full
resolution 256 X 256 picture that is shown in Fig. 17(b).

Fig. 18 shows another biological specimen of particular
interest to our research effort in analytical cytometry.

V. SUMMARY AND CONCLUSIONS
We have developed the specifications and operating param-

eters for SSAM and described the measurement procedures
and results used to verify our design goals for sampling den-
sity, signal-to-noise ratio (SNR), dynamic range, tonal transfer,
and spatial resolution. An important aspect of our measure-
ment procedure has been to characterize the complete system
from the illumination source through to the computer mem-
ory. Thus, measurements include all sources of degradation,
digital as well as analog. We have noted that the spectral
response of the system is limited to the range 510 nm-570 nm.
This is an inherent characteristic of the lens and thus con-
strains us in our use of the system. For most of the studies

we plan with this system this constraint should not be too
severe; a variety of biological stains, many of them stoichio-
metric, are available that are strongly absorbent in this spectral
region. Other criteria for assessing the effectiveness of SSAM,
such as data rate, size, versatility, and maintainability are
issues of design. The first two of these have been discussed
in Sections III-E and III-F, but some further discussion is
appropriate.
The rate at which pixels are acquired (5 X 106 pixels/s) with

8 X 106 pixels/picture makes it clear that it is inappropriate
to think of storing the entire image in a computer memory.
Indeed, the slide itself should be viewed as the memory with
SSAM serving as the fast data bus to a CPU. The short amount
of time available per pixel (200 ns) indicates that we must be
quite careful about what sort of real-time processing is pro-
posed. We should view processing "on-the-fly" as akin to
taking a drink from a fire hose; extreme care is required. At
the present time, however, there are a number of algorithms
that provide reasonable scene segmentation and cell measure-
ment in something approaching one pass through the picture.
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Fig. 18. Full resolution Papanicolaou-stained cervical smear.

That is, these algorithms are compatible with raster scanned
devices [52]-[56].
Our present system is configured for transillumination ab-

sorption microscopy. Due to the open portion of the system
between the lens and the scanning mirror, it would be fairly
simple to reconfigure SSAM for epi-illumination fluorescence
microscopy. In this case the ability to vary the integration
time to permit adequate photoelectron integration would be
extremely important.
The possibility exists for reducing the present physical size

of SSAM in its electronic and optical components. The space

taken by the electronic components can be reduced as de-
scribed earlier. The physical space occupied by the optical
components could be reduced by designing a folded optical
path. A further improvement in performance relative to size
will occur when linear CCPD arrays of 4096 are available.
The design and use of widefield microscopes should make a

significant impact on quantitative microscopy in the coming
years. We are not the only group that has been involved in the
design of a microscope that is tuned to the capabilities of
modern, computerized, quantitative image processing. Zahniser
et al. [571 have used an Ultra-Micro Nikkor lens (28 mm,

f/1.7e), which has a field-of-view coverage of 8 mm with a

resolution only 33 percent degraded from the one we have
employed, to make photonegatives of cervical specimens.
These photonegatives were then subsequently scanned by the
BioPEPR system and analyzed for abnormal cells. Their work,
performed at the University of Nijmegen, has been some of the
most encouraging seen in recent years on automated cervical
screening. Another important project has been proceeding in
parallel with ours at the University of Arizona under the direc-
tion of Shack and Bartels [58]. Their system is essentially a

widefield flying spot scanner that uses a laser source of illumi-
nation, a rotating polygonal mirror for x-direction scanning,
and continuous mechanical stage motion for y-direction scan-

ning. Their elegant solution represents a technological tour de
force.

There is no reason to believe that any one design will eventu-
ally dominate the field. To the contrary, there is as much
room for diversity in design as there is diversity in applica-
tions. What we do believe is that these systems represent an
exciting beginning for a new generation of sophisticated light
microscopes.
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An Ultrafast Laser Scanner Microscope for
Digital Image Analysis

RICHARD L. SHOEMAKER, PETER H. BARTELS, DON W. HILLMAN, J. JONAS, DAVID KESSLER,
ROLAND V. SHACK, AND DANIEL VUKOBRATOVICH

Abstrwct-The design of an ultrafast laser scanner microscope has
been completed and an experimental model has been constructed. The
instrument is described and the considerations that led to our choice of
scanning method and optical and electronic system design are discussed.
The scanner incorporates numerous new technologic features, and
promises to make high-resolution cell analysis practical at data rates
comparable to those obtained now only in flow cytometry.

INTRODUCTION

TVHE quantification of biologic processes by simple mea-
l surements either has been impossible until now because

of their great complexity and diversity or has been restricted
to very limited aspects of the biologic problem of interest. In
the clinical diagnostic assessment of cells and tissues by pa-
thologists, visual examination and long-term human experi-
ence, rather than a set of measurements, have been used to
arrive at the diagnostic decision when subtle judgments were
required. Only recently have technologic advances made it pos-
sible to apply measuring procedures of the required complex-

Manuscript received March 30, 1981; revised. This work was sup-
ported by the National Cancer Institute, Department of Health, Educa-
tion and Welfare under Grant 1-ROl-CA24466-01.
The authors are with the Optical Sciences Center, University of

Arizona, Tucson, AZ 85721.

ity to the evaluation of cell samples [1], [2]. These procedures
can now provide diagnostic clues comparable to those attain-
able by human diagnosis and even exceed the capabilities of
the human expert [3].
Quantitative cytology is a rapidly advancing field employing

high technology. It follows two principal approaches to sam-
ple evaluation: 1) the technology of flow cytometry [4] and
2) digital image analysis at high resolution. Flow cytometry
allows one to examine large samples of cells in suspension at
very high speeds of typically several thousand cells/s. Cyto-
chemical, physical, and immunologic markers characterize
each cell and the properties of the cell population. The very
high rates of throughput restrict the choice and the number of
measures that can be collected. Digitized image analysis pro-
vides much more detailed information about each individual
cell. However, digital image analysis and the computer pro-
cessing of large numbers of cell images is not yet in use as a
clinical diagnostic method because of the large information
content of high-resolution imagery.
A survey of the technologic advances in the field of quanti-

tative analytical cytology during the past decade shows that
flow cytometry has flourished. Powerful analytical instrumen-
tation is commercially available, ,and second- and third-genera-
tion models are in daily use both for research applications and
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