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Abstract—We propose an improved coarse-grain scalable
video coding (SVC) approach based on the structural sim-
ilarity (SSIM) index as the visual quality criterion, aiming
at maximizing the overall coding performance constrained by
user-defined quality weightings for all scalable layers. First,
we develop an interlayer rate-SSIM dependency model, by
investigating bit rate and SSIM relationships between differ-
ent layers. Second, a reduced-reference SSIM-Q model and a
Laplacian R-Q model are introduced for SVC, by incorporat-
ing the characteristics of hierarchical prediction structure in
each layer. Third, based on the user-defined weightings and
the proposed models, we design a rate-distortion optimization
approach to adaptively adjust Lagrange multipliers for all lay-
ers to maximize the overall rate-SSIM performance of the
scalable encoder. Experiments with multiple layers, different
layer weightings, and various videos demonstrate that the pro-
posed framework can achieve better rate-SSIM performance
than single layer optimization method, and provide better cod-
ing efficiency as compared to the conventional SVC scheme.
Subjective tests further demonstrate the benefits of the proposed
scheme.

Index Terms—Scalable video coding (SVC), coarse-grain
scalability (CGS), structural similarity (SSIM), rate-distortion
optimization (RDO), Lagrange multiplier (LM).

I. INTRODUCTION

I
N THE past decades, digital video coding tech-

nologies have been greatly improved, represented by

state-of-the-art standards, which include H.264 Advanced

Video Coding (H.264/AVC) [1], High Efficiency Video

Coding (HEVC) [2], Scalable Video Coding (SVC) [3]

and Multiview Video Coding (MVC) [4]. Many techniques

contribute to the improvement in performance, including

variable partition sizes [5], motion search with multiple refer-

ence frames [6], entropy coding [7], [8], deblocking filter [9],

rate control [10], coding tree unit [11], and coding unit

merging [12]. These techniques are incorporated into a sophis-

ticated video coding scheme, which can be characterized by

a hybrid model of motion-handling and picture-coding, with

a Rate-Distortion Optimization (RDO) process to minimize

the distortion subject to a constraint on Bit Rate (BR) [13].
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In practice, Lagrange optimization is applied to combine the

distortion (D) and BR to a Rate-Distortion (RD) cost, with a

Lagrange Multiplier (LM). The objective of RDO is hence to

minimize the RD cost using the afore-mentioned techniques.

In a hybrid encoder, the perceived distortion and its

inverse, visual quality, are difficult to measure due to the

complexity of the human perceptual system and the statis-

tics of natural videos. In state-of-the-art video coding

standards [1]–[4], Mean Squared Error (MSE) and

Peak-Signal-to-Noise Ratio (PSNR) are commonly adopted

as distortion and quality measures, respectively, which have

resulted in many RDO algorithms, including optimal bit allo-

cation with multiple partition sizes [14], dependent joint RDO

using soft decision quantization [15], RDO based on Laplacian

coding residuals [16], and RD optimized transform [17].

Nevertheless, these existing measures have been widely crit-

icized for their low correlations with perceived quality [18].

On the other hand, although some state-of-the-art video

quality measures, such as Video Quality Model (VQM) [19]

and MOtion-based Video Integrity Evaluation (MOVIE)

index [20], can achieve relatively good performance, the

computational complexities are extremely high, making

them difficult to be incorporated in the design of video

encoders [21].

In recent years, the structural similarity (SSIM)

index [22], [23] has been increasingly popular as a replace-

ment of MSE/PSNR for the evaluation and optimization of

video codecs. In addition to its competitive quality prediction

performance and low complexity [18], [21], [24], it also has a

number of additional desirable properties. It is differentiable,

locally convex, quasi convex, and its direct variations are

shown to be valid distance metrics [25]. It can produce a

quality map that indicates local quality variations, providing a

useful guiding tool in bit allocation of video coding schemes.

It also saturates at high rate, which is consistent with the

behavior of the visual system [26].

Recently, SSIM has been incorporated into Motion

Estimation (ME), mode selection and rate control algo-

rithms, to enhance compression efficiency whilst maintain-

ing the perceptual quality [27]–[38]. Mai et al. [27], [28] and

Aswathappa and Rao [29] independently proposed SSIM-

based intra prediction mode decision methods, with a fixed

LM for each Quantization Parameter (Qp). In [30], SSIM was

employed to improve ME process in H.264 to achieve more

BR reduction with the same perceptual video quality. Based

on SSIM and the derivation of LM, Yang et al. [31], [32]

developed algorithms to improve inter prediction and RDO

processes, respectively. Ou et al. [33] proposed an optimal
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Fig. 1. SSIM dependency between BL and EL in a two-layer case. Horizontal axis: SSIM of BL. Vertical axis: SSIM of EL. (a) QpE = 10. (b) QpE = 20.
(c) QpE = 30.

SSIM-based bit allocation and rate control scheme for

H.264. To achieve better coding performance, the LM is

further determined by content-adaptive parameters [34]–[38].

Huang et al. [34], [36] and Chen et al. [35] developed a

perceptual LM estimation method, in which the RD point of

previous coded frame is horizontally and vertically projected to

a pre-modeled RD curve, and then the LM is determined by the

slope between the two projection points. Wang et al. [37], [38]

proposed a Reduced-Reference (RR) statistical SSIM estima-

tion method, which is further utilized to develop an SSIM-Q

model. Based on this SSIM-Q model and a Laplacian R-Q

model [16], the perceptual LM is adaptively determined by

video content. Besides, at MacroBlock (MB) level, the LM is

further adjusted based on an information theoretical approach.

In [39], an MB level perceptual mode selection scheme and

a frame level global quantization matrix optimization method

are developed based on a divisive normalization scheme.

In this paper, we propose SSIM-based Coarse-Grain

Scalability (CGS) coding method to improve the Rate-

SSIM (R-S) performance of the scalable video codec SVC [3]

by investigating the inter-layer R-S dependency. SVC can pro-

duce scalable bit streams with only one encoder and adapt

to various device capabilities, network conditions and client

applications. There are three types of scalability in SVC,

namely temporal, spatial and quality scalability, respectively,

where quality scalability supports two modes, known as the

CGS and the Medium-Grain Scalability (MGS) [40]. The pro-

posed approach contributes to SVC in the following three

aspects. First, we incorporate SSIM as the distortion measure

in the current CGS encoder, and develop an inter-layer R-S

dependency model to characterize the relationships between

BRs and SSIMs of different CGS layers. Second, we intro-

duce SSIM-Q and R-Q models to SVC, to determine adaptive

LMs with parameter predictions for all temporal and qual-

ity layers. Third, by combining SSIM-Q, R-Q and inter-layer

R-S dependency models, we propose an SSIM-based RDO

method for CGS encoding, which can maximize the overall

R-S performance with user-defined weights for different CGS

layers.

The remaining of the paper is organized as follows. In

Section II, the inter-layer R-S dependency model among dif-

ferent CGS layers is presented. In Section III, the overall

RDO scheme with user-defined weights for different layers

is described. Various sequences with multiple CGS layers,

different layer weights and Qps are tested and discussed, and

subjective test results are demonstrated in Section IV. Finally,

Section V concludes the paper.

II. INTERLAYER R-S DEPENDENCY IN CGS ENCODER

In SVC, the concept of “layer” is introduced to represent

different sub-streams. A Base Layer (BL) can be decoded inde-

pendently, but with lower reconstruction quality comparing

with the complete bit stream. An Enhancement Layer (EL) can

only be decoded by incorporating information from BL and

lower ELs, but can achieve reconstruction quality better than

that in lower layers. In temporal and spatial scalability, a layer

represents the source content with a reduced frame rate and

picture size, respectively; while in quality scalability, all layers

are with identical frame rate and picture size, but at differ-

ent quality levels. The intra-layer dependency between frames,

also known as temporal coding dependency, has been widely

studied for various coding structures of H.264/AVC [41]–[43].

In this work, we investigate the inter-layer R-S dependency

first to improve joint-layer optimization of SSIM-based CGS

coding.

A. R-S Dependency Between BL and EL

The local SSIM index of two local image patches x and y

is defined as [23]

SSIM(x, y) =

(

2µxµy + C1

)(

2σxy + C2

)

(

µ2
x + µ2

y + C1

)(

σ 2
x + σ 2

y + C2

) , (1)

where µx, µy are the mean values of the two patches, σx,

σy and σxy are the standard derivations of x, y, and the cross

correlation between the two patches, respectively; C1 and C2

are positive constants. The frame level and sequence level

SSIMs are computed by averaging the SSIM values of all

local patches and all frames, respectively.

To investigate the inter-layer R-S dependency, we first

implement the SSIM-based H.264/AVC RDO scheme [38] in

SVC with CGS. We change Qps of both EL and BL to observe

how SSIM and BR change at different layers. In the three sub-

figures of Fig. 1, we set Qp of EL, QpE, as 10, 20 and 30,

respectively; in each subfigure, we gradually increase the Qp

of BL from QpE + 1 to QpE + 10, which is sufficiently

large to account for the working range of RDO algorithms.
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Fig. 2. BR dependency between BL and EL in a two-layer case. Horizontal axis: BR of BL. Vertical axis: BR of EL. (a) QpE = 10. (b) QpE = 20.
(c) QpE = 30.

Four sequences (Akiyo, Foreman, Football and Crew) are tested

to show the SSIM relationship between BL and EL; three

resolutions are included, which are Common Intermediate

Format (CIF), Quarter CIF (QCIF) and 4× CIF (4CIF);

a wide range of Group-Of-Pictures (GOP) sizes is examined

from 1 to 8, with 33 frames coded. From each subfigure,

we observe that there exists an approximately linear relation-

ship between the SSIM of EL, SSIME, and the SSIM of BL,

SSIMB, such that

�SSIME

�SSIMB

≈ S (QpE, QpB), (2)

where � denotes small variations, and the slop S (·) is approx-

imately a constant for a specific QpE and a large range of QpB,

as shown in Fig. 1. Similar conclusions can also be drawn

on the other benchmark sequences, GOP sizes and Qp set-

tings. It is also observed that with a fixed QpE in Fig. 1,

S (·) is almost independent from QpB. Thus, in this work,

we set the slop S (·) to be a function of QpE only, such that

S (QpE, QpB) = S (QpE) = f (QE), where QE represents the

corresponding Qstep of QpE.

As QE increases from Fig. 1(a)–(c), the slope also increases,

which inspires us to set it as an increasing function of QE. We

use a simple empirical approximation of f (QE) given by

f (QE) ≈ a · QE, (3)

where a is a positive real number. In the extreme case, when

QE = 0, f (QE) is set to be zero, which corresponds to

SSIME = 1 and �SSIME ≈ 0 when no quantization is

applied.

The BR dependency between BL and EL is observed in

Fig. 2. Similarly, in a small neighborhood, there exists approx-

imately a linear relationship between the changes of BRs in

BL and EL, that is,

�RE

�RB

≈ g(QE). (4)

It can be observed from Fig. 2 that g(QE) is a decreasing

function of QE, and is positive with a small QE and negative

when QE is large. Empirically, we approximate g(QE) by

g(QE) ≈ b − c · QE, (5)

where b and c are positive real numbers.

The inner mechanism of the above models may be explained

with the inter-layer predictions including prediction of MB

modes and associated motion parameters and prediction of the

residual signal [40]. Due to error propagation, a lower SSIM

of BL will definitely result in a lower SSIM of EL, when inter-

layer predictions are employed. Therefore, the SSIM of EL is

positively correlated to that of BL in Fig. 1, and it leads to a

positive a in Eq. (3). When BR of BL varies, the increment

of BR of EL may be positive or negative, depending on the

trade-off of the RDO process. As we observed in Fig. 2, there

exists a positive correlation between BRs of BL and EL with

small distortion (i.e., high SSIM), and a negative correlation

with large distortion (i.e., low SSIM).

B. R-S Dependency Between Neighboring ELs

To develop RDO scheme for multiple CGS layers, the

R-S dependency between one BL and more than one EL is

also studied. We test three CGS layers with one BL and

two ELs, denoted by lower EL (E1) and higher EL (E2),

respectively, where E2 can be predicted either from BL or

E1 [40]. The former case has been discussed in Section II-A.

In this work we focus on the latter case, which is also the

default and frequently-used setting in SVC reference software

JSVM. In this case, the inter-layer prediction of E2 is from

E1 only, hence there is no direct R-S dependency between

E2 and BL. Since BL-E1 dependency has been studied in

Section II-A, we exploit E1-E2 dependency in this section and

thus BL-E2 dependency can be derived with BL-E1 and E1-E2

dependencies.

The E1-E2 dependency, also called R-S dependency

between neighboring ELs, is studied with the same coding

configurations to those of Figs. 1 and 2. We change the Qps

of E2 and E1 to observe the SSIM and BR changes. The

SSIM and BR dependencies between E1 and E2 are shown

in Figs. 3 and 4, respectively. From the two figures, we

conclude that

�SSIME2

�SSIME1
≈ 0, (6)

and

�RE2

�RE1
≈ d, (7)

where d is a positive real number between 0 and 1. We use

Eq. (6) mainly for two reasons. Firstly, the SSIME2 change is
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Fig. 3. SSIM dependency between neighboring ELs in a three-layer case. Horizontal axis: SSIM of E1. Vertical axis: SSIM of E2. (a) Qp of E2 equals 10.
(b) Qp of E2 equals 20. (c) Qp of E2 equals 30.

Fig. 4. BR dependency between neighboring ELs in a three-layer case. Horizontal axis: BR of E1. Vertical axis: BR of E2. (a) Qp of E2 equals 10.
(b) Qp of E2 equals 20. (c) Qp of E2 equals 30.

relatively small when SSIME1 changes, as shown in Fig. 3,

which allows us to reduce the complexity by discounting

its impact; secondly, due to the saturation property of SSIM

index, the SSIM in higher CGS layer (which is usually close

to 1) is more stable even if the SSIM of a lower layer

changes.

The R-S dependency between neighboring ELs can be

approximately considered as a special case of R-S dependency

between BL and EL, where the distortions are very small at

higher CSG layers. In such a case, Eqs. (3) and (5) can be

approximated by 0 and a constant, respectively.

Thereafter, for CGS layer L > 0, the inter-layer R-S

dependency model is defined as

�SSIML

�SSIML−1
= ∂D(L) =

{

a · QL if L = 1,

0 otherwise,
(8)

�RL

�RL−1
= ∂R(L) =

{

b − c · QL if L = 1,

d otherwise,
(9)

where QL, SSIML, and RL denote Qstep, SSIM and BR of

layer L, respectively; δD and δR are dependency functions.

The model parameters a, b, c and d may be different for

different sequences and GOP sizes. In our work, these param-

eters are adjusted based on a set of 4CIF sequences with Qps

from 10 to 30, and are finally set to be a = 0.001, b = 0.2,

c = 0.002 and d = 0.5, respectively, which also results in good

performances for CIF and High Definition (HD) sequences, as

will be shown in Section IV.

Fig. 5. Illustration of an HBP structure with a GOP of size 8.

III. SSIM-BASED RDO FOR CGS ENCODING

Based on the inter-layer R-S dependency model intro-

duced above, here we propose an RDO method for CGS

encoder, to maximize the weighted sum of R-S performances

of all CGS layers. In each layer of CGS, SSIM-Q and

R-Q models are utilized for all hierarchical levels, in a

Hierarchical-B-Pictures (HBP) structure [44]. An example of

HBP is shown in Fig. 5, where pictures with higher T values

are predicted from those with the same or lower T values,

which also forms temporal scalability, because lower T-valued

pictures could be decoded independently with lower frame

rates.

A. SSIM-Based RDO With User-Defined Weights

In [13], the RDO problem in video coding is formalized as

min{D}, s.t.R < Rc, (10)
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where D and R denote the distortion and BR, respectively;

Rc is the constraint on the number of bits used. This problem

can be addressed with Lagrange optimization,

min{J}, where J = D + λR. (11)

The Lagrange function J is also called RD cost. In an SSIM-

based RDO process, the distortion is defined as the opposite

of visual quality,

D = 1 − SSIM. (12)

Based on Eqs. (11) and (12), the SSIM-based R-S cost is

defined as

J = (1 − SSIM) + λR. (13)

Ulteriorly, for a block, the R-S cost is

Jblk =
∑

k∈blk

(1 − SSIMk) + λRblk, (14)

where SSIMk and Rblk denote the SSIM of pixel k and the

total bits of the block, respectively.

For CGS coding with multiple layers L = 0, 1, . . . , Lmax,

let the user-defined distortion and bit weights for layer L be

wD
L and wR

L , respectively; wD
L > 0, wR

L > 0, and
∑Lmax

L=0 wD
L =

∑Lmax

L=0 wR
L = 1, then the objective of SSIM-based RDO with

multiple CGS layers is

min

{

Lmax
∑

L=0

wD
L DL

}

, s.t.

Lmax
∑

L=0

wR
LRL < Rc, (15)

where DL and RL denote the distortion of total bits of layer L,

respectively; DL = 1 − SSIML. Hence, for CGS layer L, the

LM can be determined by

λL = −

Lmax
∑

i=L

{

wD
i

∑Lmax
j=L wD

j

· ∂Di

}

Lmax
∑

i=L

{

wR
i

∑Lmax
j=L wR

j

· ∂Ri

}

=

Lmax
∑

i=L

wR
i

Lmax
∑

i=L

wD
i

·

Lmax
∑

i=L

wD
i · ∂SSIMi

Lmax
∑

i=L

wR
i · ∂Ri

. (16)

Based on inter-layer SSIM dependency model in Eq. (8),

we can obtain that

∂SSIMi

∂SSIML

=

i
∏

j=L+1

δD( j), i > L; (17)

and based on inter-layer BR dependency model in Eq. (9),

∂Ri

∂RL

=

i
∏

j=L+1

δR( j), i > L. (18)

Substitute Eqs. (17) and (18) into Eq. (16), the LM in layer L

can be deduced as

λL = �L ·
∂SSIML

∂RL

= �L ·

∂SSIML

∂QL

∂RL

∂QL

, (19)

where

�L =

Lmax
∑

i=L

wR
i

Lmax
∑

i=L

wD
i

·

wD
L +

Lmax
∑

i=L+1

{

wD
i

i
∏

j=L+1

δD( j)

}

wR
L +

Lmax
∑

i=L+1

{

wR
i

i
∏

j=L+1

δR( j)

} . (20)

In this work, we define the overall R-S performance as a

weighted sum of R-S performances of all CGS layers. In such

a case, wD
L = wR

L = wL represents the user-defined R-S weight

of layer L, and the total R-S cost can be represented as a

weighted sum of R-S costs of all layers,

Jtot =

Lmax
∑

L=0

wLJL, (21)

where JL is the R-S cost layer L. Substitute wD
L = wR

L = wL

into Eq. (20), we have

�L =

1 +
Lmax
∑

i=L+1

{

wi

wL

i
∏

j=L+1

δD( j)

}

1 +
Lmax
∑

i=L+1

{

wi

wL

i
∏

j=L+1

δR( j)

} . (22)

B. SSIM-Q and R-Q Models

To determine ∂SSIML

∂QL
and ∂RL

∂QL
in Eq. (19), SSIM-Q and R-Q

models are employed in each CGS layer. In our work, we use

the RR SSIM-Q model [38], which was derived with a DCT

domain SSIM index presented by Channappayya et al. [45]:

SSIM(x, y) =

{

1 −
(X(0) − Y(0))2

X(0)2 + Y(0)2 + N · C1

}

·

×

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

1 −

N−1
∑

k=1

(X(k) − Y(k))2

N−1
∑

k=1

(

X(k)2 + Y(k)2
)

+ N · C2

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

, (23)

where C1 and C2 are the same constants as in Eq. (1); N is

the number of DCT coefficients; X(k) and Y(k) represent the

DCT coefficients of x and y, respectively. From the equation,

the DCT domain SSIM can be characterized by the product

of DC (k = 0) and AC (k = 1, 2, . . . , N − 1) similarities.

Inspired by this, the RR SSIM [38] is also calculated as the

product of a DC and an AC components. More specifically,

each frame is first divided into 4×4 non-overlapping blocks,

followed by a block DCT transform. Next, all DCT coefficients

of the same frequency are grouped into one subband, which

results in N = 16 subbands. Finally, the RR distortion measure

is defined as

MRR =

(

1 −
MSE0

2σ 2
0 + C1

)

·

(

1 −
1

N − 1

N−1
∑

k=1

MSEk

2σ 2
k + C2

)

,

(24)

where σk is the standard derivation of the kth subband and

MSEk denote the MSE between original and distorted frames



ZHAO et al.: SSIM-BASED COARSE-GRAIN SVC 215

TABLE I
ERRORS IN PARAMETER ESTIMATION OF SSIM-Q AND R-Q MODELS

in the kth subband. Due to the fact that the DCT coefficients

can be modeled by Laplacian distributions [46]

fLap(x) =
�

2
· e−�·|x|, (25)

MSEk can be estimated by

MSEk =

Q−γ Q
∫

−(Q−γ Q)

x2
k fLap(xk)dxk

+ 2

∞
∑

n=1

(n+1)Q−γ Q
∫

nQ−γ Q

(xk − nQ)2fLap(xk)dxk

=
2

�2
k

+

[

(1 − 2γ )Q2 +
2Q

�k

]

eγ�kQ

1 − e�kQ
, (26)

where γ is the rounding offset in quantization.

Experiments show that there exists a nearly perfect lin-

ear relationship between MRR and SSIM [38]. Specifically, by

Eq. (24), MRR = 1 when there is no distortion; and in such

a case, the value of SSIM is also 1. Hence, SSIM can be

predicted by

SSIM = (1 − φ) + φ · MRR, (27)

where φ is a prediction parameter.

Our R-Q model is based on the entropy model in [16],

R = H · eµ�Q+ν, (28)

where µ and ν are constants, and � is the Laplacian param-

eter of the coding residuals. Let PS denote the probability of

skipped blocks, � = 1 − e−(1−γ )�Q, 
 = 1 − e−�Q, and

� = PS

�
, the entropy H can be derived as

H =
1

ln 2

{

(1 − ��) · ln (1 − ��)

− (1 − �)� · ln [(1 − �)�]

+ (1 − �) ·

[

ln
2



+ �Q

(

1



− γ

)]}

. (29)

Specifically, H = 0 when PS = 1.

C. Implementation Issues

As shown in Fig. 5, SVC supports an HBP structure, in

which the Qps, frame distances and prediction frames are dif-

ferent among all temporal layers T0, T1, T2 and T3. Therefore,

we predict the model parameters, including the coding resid-

ual parameter �, the distortion parameter �k and the entropy

parameter �, from the nearest pre-coded frames of the same

temporal layer. To decide how many pre-coded frames are

required, we compare the average prediction error of PREV1

(one pre-coded frame used), PREV2 (the average of two pre-

coded frames) and PREV3 (the average of three pre-coded

frames). 9 sequences (including 3 CIF, 3 4CIF and 3 HD

sequences), 4 GOP sizes (1, 2, 4, 8), 4 Qp settings (10, 20,

30, 40) and 33 frames are tested with Context-Based Adaptive

Binary Arithmetic Coding (CABAC). The comparison results

are summarized in Table I, which suggests that for an HBP

structure, PREV1, PREV2 and PREV2 can achieve the best

prediction accuracy for �, �k and �, respectively. As a result,

for a frame with temporal layer T and CGS layer L, these

parameters are predicted as

�̂(L, T; t) = �(L, T; t − 1),

�̂k(L, T; t) =
1

2
[�k(L, T; t − 1) + �k(L, T; t − 2)],

�̂(L, T; t) =
1

2
[�(L, T; t − 1) + �(L, T; t − 2)], (30)

where t represents the frame index.

In the SSIM-Q model, the parameter φ can be obtained

after a frame is coded based on SSIM, MRR, and Eq. (27). To

predict φ before coding a frame, the average value of those in

the nearest two pre-coded frames is used:

φ̂(L, T; t) =
1

2
[φ(L, T; t − 1) + φ(L, T; t − 2)]. (31)

In the R-Q model, the header bits are also taken into

consideration for a complete model, which results in differ-

ent µ and ν from [16]. Besides, large GOP sizes and different

temporal layers also change the R-H relationship in Eq. (28).

In this work, we follow the parameters in [38] for I and P

frames and keep the corresponding LMs fixed; for B frames,

we train the two parameters with a set of 4CIF sequences and

obtain

µ = 0.05 · T − 0.25,

ν = 0.08 · G − 0.5 · T − 1.35, (32)

where G and T denote the GOP size and temporal layer,

respectively.

Finally, considering different CGS and temporal layers,

Eq. (19) is rewritten as

λL,T = �L ·
∂SSIML,T

∂RL,T

= �L ·

∂SSIML,T

∂QL,T

∂RL,T

∂QL,T

. (33)

For each CGS and temporal layer, the partial differentials are

derived from the SSIM-Q model in Eqs. (24), (26), and (27),
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Fig. 6. Illustration of SI and TI values of all tested sequences.

and the R-Q model in Eqs. (28) and (29), with the parame-

ters predicted by Eqs. (30), (31), and (32). In the first several

frames, the LM is initialized by λHR [38], as

λHR = ξ · Q2 − ζ · Q4, (34)

where

ξ =

{

2.1 × 10−4 B frame,

7 × 10−5 otherwise,

ζ =

{

1.5 × 10−9 B frame,

5 × 10−10 otherwise.
(35)

After a frame is coded, the average SSIM index is calcu-

lated as a weighted sum of SSIM indices of its Y, Cb and Cr

components:

SSIM = WY · SSIMY + WCb · SSIMCb + WCr · SSIMCr, (36)

where WY = 0.8, WCb = WCr = 0.1, as in [47].

IV. EXPERIMENTS

To validate the proposed CGS coding scheme, we imple-

ment the proposed framework on the SVC reference soft-

ware JSVM 9.19.14. Five CIF sequences (Akiyo, Football,

Foreman, Hall and Mother), five 4CIF sequences (City, Crew,

Harbor, Ice and Soccer) and four HD sequences (Night, Sintel,

Spincalendar and Stockholm) are tested with YCbCr 4:2:0 for-

mat, which cover a large range of Spatial Information (SI) and

Temporal Information (TI) [48] values, as shown in Fig. 6.

To examine the robustness of our algorithm, we test both

two-CGS layer and three-CGS layer settings, with four GOP

structures (GOP = 1, 2, 4, and 8).

The simulation environment is summarized as follows:

1) High and scalable high profiles are used in BL and EL(s),

respectively; 2) Intra period is -1 (i.e., only the very first frame

is totally intra coded), and 241 frames are coded for all GOP

sizes; 3) The number of reference frames is 2; 4) Fast search

is enabled with Hadamard function based sub-pixel search;

5) The search ranges are ±32, ±64 and ±64 for CIF, 4CIF

and HD sequences, respectively; 6) CABAC coding mode is

enabled due to its efficiency; 7) The other parameters are set

as the defaults of the reference software.

To observe the improvement of the proposed scheme, we

also implemented the single layer RDO method [38] and

the conventional MSE-based RDO scheme for comparison.

For each sequence with a specific Qp, the overall R-S per-

formance is measured by weighted sums of SSIMs and

BRs for all CGS layers, as S =
∑Lmax

L=0 wLSSIML and

R =
∑Lmax

L=0 wLRL, respectively. To compare the aver-

age R-S performance with multiple Qps, we use the

Bjontegaard average BR increase (BDBR, %) [49], but with

weighted sums, S and R, instead of conventionally adopted

PSNR and BR.

A. Simulation With Two CGS Layers

The coding performance of the proposed scheme is first

examined with two CGS layers (BL & EL). Four groups of

Qp settings are employed, which are (20, 15), (25, 20), (30, 25)

and (35, 30) where the first Qp in each group is for BL (layer

ID L = 0) and the second is for EL (L = 1), respectively.

In such a case, the maximum Qp for all frames is 38, when

temporal layer is 3, GOP size is 8, and BL Qp equals 35;

the minimum Qp for all frames is 13, when temporal layer

is 0, GOP size is 8, and EL Qp equals 15. Hence, our test has

covered a large range of Qp values from low BR end to high

BR end.

A significant feature of the proposed RDO scheme is that

it allows for arbitrary user-defined weights assigned to differ-

ent layers. To examine this, three groups of weights are used,

which are w(1:2) (i.e., w0 = 1/3, w1 = 2/3) for increas-

ing weights, w(2:1) (i.e., w0 = 2/3, w1 = 1/3) for decreasing

weights, and w(1:1) (i.e., w0 = 1/2, w1 = 1/2) for uniform

weight, respectively.

The proposed multiple layer RDO scheme is compared with

single layer RDO method [38]. The BDBRs for all sequences,

GOP sizes and user-defined weights are shown in Table II. The

maximum BDBR reduction is 6.14% when coding Soccer with

w0 : w1 = 1 : 2 and GOP = 4. On average, the proposed

scheme achieves up to 3.29% BDBR reduction while keep-

ing the same SSIM quality as in [38], with w0 : w1 = 1 : 2

and GOP = 2. Compared with single layer RDO method,

the proposed scheme achieves better overall R-S performance

when w0:w1 = 1 : 1 and w0:w1 = 1 : 2, which cor-

responds to the case that EL has similar or larger weight

than BL.

To justify the improvement of R-S performance compared

with the conventional MSE-based RDO method, the BDBRs

between the proposed scheme and the original CGS encoder

are given in Table III. The maximum BDBR reduction is

15.60% when coding Sintel with w0 : w1 = 1 : 2, GOP = 1;

and the maximum average BDBR reduction is 5.83% with

w0 : w1 = 2 : 1 and GOP = 1. In general, smaller GOP size

is more likely to result in better R-S performance. The average

BDBR reduction of the GOP sizes 1, 2, 4, and 8 are 5.36%,

3.43%, 3.46% and 2.87%, respectively. Some sequences may

have bit rate increase with large GOP sizes, such as Foreman,

Harbor and Spincalendar, because SSIM-Q and R-Q param-

eters prediction cannot always achieve good performances

for large GOP sizes where the intervals between frames are
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TABLE II
COMPARISON OF THE PROPOSED SCHEME WITH SINGLE LAYER RDO METHOD [38] FOR TWO-LAYER CGS

TABLE III
COMPARISON OF THE PROPOSED SCHEME WITH CONVENTIONAL RDO METHOD FOR TWO-LAYER CGS

also large. How to accurately predict SSIM-Q and R-Q param-

eters between frames with large distance will need to be

studied. In particular, the above three sequences have large

SI (i.e., complex texture) and/or large TI (i.e., fast motion), as

shown in Fig. 6, which increases the probabilities of inaccurate

parameter predictions.

For some sequences, the BDBRs in Table III are larger than

those corresponding values in Table II, e.g., when encoding

Foreman with w0 : w1 = 1 : 1 and GOP = 1. In other

words, the single layer SSIM-based RDO method [38] may

not always achieve better overall R-S performance than the

conventional RDO scheme. This may be due to several rea-

sons. First, the RDO method reported in [38] works better for

P frames than B frames, leading to limited coding performance

in an HBP structure. Second, because of the large frame dis-

tances in hierarchical layers, there may exist large errors in

the prediction of parameters, as discussed earlier. Third, this

method is designed for single layer encoding and may not

work well for EL, when the frames can be predicted from

both EL and BL.

B. Simulation With Three CGS Layers

To further validate the coding performance of the proposed

scheme, we test it with three CGS layers (BL & EL1 & EL2).

We use four groups of Qp settings, given by (20, 15, 10),

(25, 20, 15), (30, 25, 20) and (35, 30, 25), respectively, where

the first, second and third Qps are for BL (L = 0), EL1 (L = 1)

and EL2 (L = 2), respectively. The range of Qps for all frames

is from 8 to 38. Three groups of layer weights are tested:

w(1:2:3) (i.e., w0 = 1/6, w1 = 1/3, w2 = 1/2) for increasing

weights, w(3:2:1) (i.e., w0 = 1/2, w1 = 1/3, w2 = 1/6) for

decreasing weights, and w(1:1:1) (i.e., w0 = 1/3, w1 = 1/3,

w2 = 1/3) for uniform weight, respectively.

The coding performances in terms of BDBR, are given in

Tables IV and V, respectively, with comparisons to single

layer SSIM-based RDO [38] and conventional RDO meth-

ods. The proposed scheme achieves a good performance on

average and also for most individual sequences, showing

the effectiveness and robustness of the proposed scheme.

Compared with [38] and the original CGS encoder, the pro-

posed scheme can achieve up to 6.45% and 14.23% BDBR
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TABLE IV
COMPARISON OF THE PROPOSED SCHEME WITH SINGLE LAYER RDO METHOD [38] FOR THREE-LAYER CGS

TABLE V
COMPARISON OF THE PROPOSED SCHEME WITH CONVENTIONAL RDO METHOD FOR THREE-LAYER CGS

TABLE VI
VISUAL TEST OF VIDEOS WITH SIMILAR SSIM. SSIM, PSNR, BR, AND MOS REPRESENTS S, P, R, AND MOS, RESPECTIVELY

reductions with the same SSIM quality, respectively. On aver-

age, the proposed scheme can achieve up to 3.53% and 5.93%

BDBR reductions, respectively, whilst keeping the same SSIM

quality as compared to the single layer and conventional

RDO method.

C. Subjective Test

To further verify the performance of the proposed scheme,

we carry out subjective test in addition to BDBR shown in

Sections IV-A and IV-B. Due to the enormous variations in

video sequences, Qps, layer weights and other settings, sub-

jective test of all cases is impossible. Therefore, subjective

verification focuses on the representative cases. The proposed

subjective test consists of two parts. In the first part, we

examine the visual qualities of video sequences with similar

weighted sum of SSIMs, S. Table VI shows some two-layer

and three-layer cases where the conventional and proposed

methods achieve similar S. The weighted sum of PSNR values,

P =
∑Lmax

L=0 wLPSNRL, is also listed for reference. Sequences

with three resolutions and three types of weights are tested. On

average, the weighted sum of BRs, R, of the proposed scheme

is reduced by 7.43% as compared with the conventional

algorithm.

We perform subjective test to examine the visual quality

score of each sequence. In the test, there are a total of
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TABLE VII
VISUAL PREFERENCE OF VIDEOS WITH SIMILAR BR. SSIM, BR, PSNR, AND VP REPRESENTS S, R, P, AND VP, RESPECTIVELY

41 sequences, which includes all layers of sequences in

Table VI except some duplicated sequences (e.g., the three

conventional sequences of Soccer in Table VI are the same,

just with different layer weights). We put the 41 stimuli in a

random order and presented them to 15 subjects, who were

asked to mark each sequence with a subjective score from 0

to 10, where 0 and 10 represent video sequences with totally

distorted and perfect quality, respectively. To increase the reli-

ability of human scores, we repeated 3 stimuli twice, which

results in 44 stimuli totally, and use the maximum absolute

score difference of identical stimuli (MaxASD) to eliminate

unreliable scores. According to observation of the final scores,

we excluded invalid results where MaxASD≥4.

By averaging all the remaining scores, we obtain the Mean

Opinion Score (MOS) and show all the results in Table VI,

where MOS =
∑Lmax

L=0 wLMOSL. The ranges of S and MOS are

0.9013∼0.9925 and 3.1806∼7.4028, respectively. On the other

hand, the average and maximum absolute differences between

MOSs of conventional and our methods are 0.4038 and 0.8889

(Sintel, w(1:1:1)), respectively, which are relatively small con-

sidering the large range of MOS for a small range of SSIM.

In addition, as a reference, among all valid results, the mean

absolute score difference of the 3 identical stimuli is 1.4444.

Hence, we conclude that, in each group of the two tables, the

proposed scheme reduces BR of coded videos without any

visual quality changes.

Another useful observation is that, with similar SSIM and

MOS values, the PSNR values often differ significantly among

them. For all sequences in Table VI, the largest PSNR differ-

ence is 0.52 dB (Soccer, 4CIF w(2:1)), while the SSIM and

MOS differences are 0.0007 and 0.1111, respectively. This

fact can be considered as another evidence that SSIM is more

consistent with human visual perception as compared with

PSNR. In general, the video sequences created by the proposed

scheme have lower PSNR, but their SSIM and MOS values

remain about the same as those generated by the conventional

method.

In the second part of the test, we examine the video

sequences with similar weighted sum of coding BRs, R. To

highlight the differences, we repeat a few number of sequences

several times and compare the sequences via a two-alternative-

forced choice (2AFC) method. We work with five groups of

sequences (two layers of Crew and three layers of Soccer)

and in each group, there are two sequences coded by conven-

tional and the proposed methods, respectively. We repeated the

five groups by four times and produced 20 randomly sorted

stimuli for 13 subjects. In each stimuli, a subject was asked to

choose one of the two sequences he/she thought to have better

quality, where the two sequences were also randomly ordered.

The results are summarized in Table VII, where PSNR is

also included for reference; VP indicates a Video Preference

Score which indicates the percentage when the subjects think

this video is of better quality; VP =
∑Lmax

L=0 wLVPL. On

average, the VPs of the proposed scheme are 57.69% and

62.18% for Crew and Soccer, respectively, which indicates

that more often the subjects think the sequences coded by

the proposed scheme are of better quality than those coded

by the conventional scheme. The human scores are consis-

tent with SSIM which also demonstrates that the proposed

scheme achieves better quality, even though with similar or

lower PSNR than the conventional method. In conclusion, the

proposed scheme can improve the visual quality of the original

algorithm, either from SSIM or VP, while maintaining almost

the same coding bits.

D. Complexity Analysis

The inter-layer R-S performance improvement mainly comes

from Eq. (22), where its computational overhead is negligible

considering the high complexity of RDO and ME in video

coding. A more relevant issue that may increase computational

complexity is the calculation of SSIM in RDO process. It was

shown in [50] that the SSIM computation complexity is about

5% of that of the whole mode decision process. In our method,

the SSIM calculation is based on the scheme proposed by

Wang et al. [38], where the SSIM computation was demonstrated

to increase the computational complexity by 6.3% on average.

To further reduce the complexity, we may utilize the fast

SSIM algorithms [51] and [52] or simplify the SSIM calcula-

tion by modifying the calculation window. In [53], the SSIM

is calculated based on 4×4 non-overlapping blocks. In [26], a

block-based SSIM calculation approach was developed, which

could reduce the computational time by skipping SSIM cal-

culation on some pixels. In hardware platform, the SSIM

calculation can be further boosted with parallel calculations

of average and standard variance values.

V. CONCLUSION

We propose an SSIM-based CGS coding scheme, which

facilitates different user-defined weights for different CGS lay-

ers. Based on investigations of inter-layer R-S relationships,

an inter-layer R-S dependency model is proposed. By incor-

porating the dependency model and SSIM-Q, R-Q models, an

RDO scheme is devised to maximize the weighted sum of

R-S performances of all CGS layers. The experimental results

demonstrate the effectiveness and robustness of the proposed

scheme, which is superior to both single layer SSIM-based

RDO method and conventional MSE-based RDO scheme.
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