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#### Abstract

In this paper, the problem of the stability analysis for neutral delay-differential systems is investigated. Using Lyapunov method, we present new sufficient conditions for the stability of the systems in terms of linear matrix inequality (LMI) which can be easily solved by various convex optimization algorithms. Numerical examples are given to illustrate the application of the proposed method. © 2000 The Franklin Institute. Published by Elsevier Science Ltd. All rights reserved.
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## 1. Introduction

The stability analysis of neutral delay-differential systems has received considerable attention over the decades [1-9]. In the literature [5-9] Lyapunov technique, characteristic equation method, or state trajectory approach have been utilized to derive sufficient conditions for asymptotic stability of the systems. However, most of the criteria are expressed in terms of matrix norm or matrix measure of the system matrices. Unfortunately, the matrix norm operations usually make the criteria more conservative. Also the criteria in recent studies [8,9], require strong assumptions such as the matrix measures of system matrices have to be negative. These assumptions often make it difficult to apply the criteria to various systems.

[^0]In the paper, we present two new sufficient conditions for asymptotic stability of the neutral delay-differential systems using Lyapunov's second method. One is a delayindependent criterion which investigates the stability of the system without consideration of the size of time-delay $h$, the other is a delay-dependent criterion which can give the maximum allowable bound of $h$. The derived sufficient conditions are expressed in terms of LMI to find the less conservative criteria, and can be applied under the more relaxed assumptions. The solutions of the LMIs can be easily solved by various effective optimization algorithms [10]. Three numerical examples are presented to show the application of the proposed method.

Notation: $\mathscr{R}^{n}$ denotes $n$-dimensional Euclidean space, $\mathscr{R}^{n \times m}$ is the set of all $n \times m$ real matrices, $I$ denotes identity matrix of appropriate order, $\|\cdot\|$ refers to either the Euclidean vector norm or induced matrix 2-norm, and $\mu(\cdot)$ denotes matrix measure of corresponding matrix. The notation $X \geqslant Y$ (respectively, $X>Y$ ), where $X$ and $Y$ are matrices of same dimensions, means that the matrix $X-Y$ is positive semi-definite (respectively, positive definite).

## 2. Main results

Consider a neutral delay-differential system of the form

$$
\begin{equation*}
\dot{x}(t)=A x(t)+B x(t-h)+C \dot{x}(t-h) \tag{1}
\end{equation*}
$$

with the initial condition function

$$
\begin{equation*}
x\left(t_{0}+\theta\right)=\phi(\theta), \quad \forall \theta \in[-h, 0] \tag{2}
\end{equation*}
$$

where $x(t) \in \mathscr{R}^{n}$ is the state vector, $A, B$ and $C \in \mathscr{R}^{n \times n}$ are constant matrices, $h$ is a positive constant time-delay, $\phi(\cdot)$ is the given continuously differentiable function on $[-h, 0]$, and the system matrix $A$ is assumed to be a Hurwitz matrix. The system given in (1) often appears in the theory of automatic control or population dynamics.

First, we establish a delay-independent criterion, for the asymptotic stability of the neutral delay-differential system (1) using Lyapunov method in terms of LMI.

Theorem 1. System (1) is asymptotically stable for all $h \geqslant 0$, if there exist positive definite matrices $P>0$ and $R>0$ satisfying the following LMI:

$$
\left[\begin{array}{ccc}
A^{\mathrm{T}} P+P A+R+A^{\mathrm{T}} A & P B+A^{\mathrm{T}} B & P C+A^{\mathrm{T}} C  \tag{3}\\
B^{\mathrm{T}} P+B^{\mathrm{T}} A & B^{\mathrm{T}} B-R & B^{\mathrm{T}} C \\
C^{\mathrm{T}} P+C^{\mathrm{T}} A & C^{\mathrm{T}} B & C^{\mathrm{T}} C-I
\end{array}\right]<0
$$

Proof. Let the Lyapunov functional candidate be

$$
\begin{equation*}
V=x^{\mathrm{T}}(t) P x(t)+W_{1}+W_{2} \tag{4}
\end{equation*}
$$

where

$$
\begin{align*}
& W_{1}=\int_{-h}^{0} \dot{x}^{\mathrm{T}}(t+s) \dot{x}(t+s) \mathrm{d} s  \tag{5}\\
& W_{2}=\int_{-h}^{0} x^{\mathrm{T}}(t+s) R x(t+s) \mathrm{d} s \tag{6}
\end{align*}
$$

The time derivative of $V$ along the solution of (1) is given by

$$
\begin{equation*}
\dot{V}=x^{\mathrm{T}}\left(A^{\mathrm{T}} P+P A\right) x+2 x^{\mathrm{T}} P B x_{h}+2 x^{\mathrm{T}} P C \dot{x}_{h}+\dot{W}_{1}+\dot{W}_{2} \tag{7}
\end{equation*}
$$

where $x, x_{h}$ and $\dot{x}_{h}$ denote $x(t), x(t-h)$ and $\dot{x}(t-h)$, respectively. From (5) and (6), we obtain

$$
\begin{align*}
\dot{W}_{1}= & \dot{x}^{\mathrm{T}} \dot{x}-\dot{x}_{h}^{\mathrm{T}} \dot{x}_{h} \\
= & x^{\mathrm{T}} A^{\mathrm{T}} A x+x_{h}^{\mathrm{T}} B^{\mathrm{T}} B x_{h}+\dot{x}_{h}^{\mathrm{T}} C^{\mathrm{T}} C \dot{x}_{h}-\dot{x}_{h}^{\mathrm{T}} \dot{x}_{h} \\
& +2 x^{\mathrm{T}} A^{\mathrm{T}} B x_{h}+2 x^{\mathrm{T}} A^{\mathrm{T}} C \dot{x}_{h}+2 x_{h}^{\mathrm{T}} B^{\mathrm{T}} C \dot{x}_{h}  \tag{8}\\
\dot{W}_{2}= & x^{\mathrm{T}} R x-x_{h}^{\mathrm{T}} R x_{h} \tag{9}
\end{align*}
$$

Substituting (8) and (9) into (7), we have

$$
\dot{V}=\left[\begin{array}{c}
x(t)  \tag{10}\\
x(t-h) \\
\dot{x}(t-h)
\end{array}\right]^{\mathrm{T}}\left[\begin{array}{ccc}
A^{\mathrm{T}} P+P A+R+A^{\mathrm{T}} A & P B+A^{\mathrm{T}} B & P C+A^{\mathrm{T}} C \\
B^{\mathrm{T}} P+B^{\mathrm{T}} A & B^{\mathrm{T}} B-R & B^{\mathrm{T}} C \\
C^{\mathrm{T}} P+C^{\mathrm{T}} A & C^{\mathrm{T}} B & C^{\mathrm{T}} C-I
\end{array}\right]\left[\begin{array}{c}
x(t) \\
x(t-h) \\
\dot{x}(t-h)
\end{array}\right] .
$$

The $\dot{V}$ is negative if inequality (3) is satisfied. This completes the proof.
Next, we develop a delay-dependent stability criterion for the neutral delaydifferential systems. The following lemma, assumption and definition are necessary to derive the criterion.

Lemma 1 (Khargonekar [11]). Let D and E be real matrices of appropriate dimensions. Then, for any scalar $\varepsilon>0$,

$$
D E+E^{\mathrm{T}} D^{\mathrm{T}} \leqslant \varepsilon D D^{\mathrm{T}}+\varepsilon^{-1} E^{\mathrm{T}} E
$$

Assumption. In connection with system (1), the matrix $A+B$ has all its eigenvalues in the open left-half plane.

Definition. The matrix functions $S_{1}$ and $S_{2}$ are defined as

$$
\begin{align*}
S_{1}\left(P, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, h\right)= & A_{0}^{\mathrm{T}} P+P A_{0}+h P B B^{\mathrm{T}} P+\varepsilon_{2} P P+2 \varepsilon_{3} P B B^{\mathrm{T}} P \\
& +\left(2+\varepsilon_{1}^{-1}\right) A^{\mathrm{T}} A+3 B^{\mathrm{T}} B+2 \varepsilon_{3}^{-1} C^{\mathrm{T}} C+h U^{\mathrm{T}} U  \tag{11}\\
S_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right)=\left(2+\varepsilon_{1}\right. & \left.+\varepsilon_{2}^{-1}\right) C^{\mathrm{T}} C-I \tag{12}
\end{align*}
$$

where $P$ is a symmetric positive definite matrix, $\varepsilon_{1}, \varepsilon_{2}$, and $\varepsilon_{3}$ are positive scalars, $A_{0}=A+B$, and $U=\left[2\left(A^{\mathrm{T}} A+B^{\mathrm{T}} B\right)\right]^{1 / 2}$.

Note that $S_{1}\left(P, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, h\right)$ is monotonic non-decreasing with respect to $h$ (in the sense of positive semi-definiteness).

Then the following theorem gives a delay-dependent sufficient condition for the stability of system (1).

Theorem 2. For a given scalar $h_{\max }$, the system is asymptotically stable for any constant time-delay $0<h \leqslant h_{\max }$, if there exist a symmetric positive definite matrix $X$, positive scalars $\varepsilon_{1}, \varepsilon_{2}$, and $\varepsilon_{3}$, satisfying the following LMIs:

$$
\left[\begin{array}{ccccccc}
Q(X)+\varepsilon_{2} I+2 \varepsilon_{3} B B^{\mathrm{T}} & X A^{\mathrm{T}} & X A^{\mathrm{T}} & X B^{\mathrm{T}} & X C^{\mathrm{T}} & X U^{\mathrm{T}} & B^{\mathrm{T}} \\
A X & -\frac{1}{2} I & 0 & 0 & 0 & 0 & 0 \\
A X & 0 & -\varepsilon_{1} I & 0 & 0 & 0 & 0 \\
B X & 0 & 0 & -\frac{1}{3} I & 0 & 0 & 0 \\
C X & 0 & 0 & 0 & -\frac{1}{2} \varepsilon_{3} I & 0 & 0 \\
U X & 0 & 0 & 0 & 0 & -\sigma I & 0 \\
B & 0 & 0 & 0 & 0 & 0 & -\sigma I
\end{array}\right]<0
$$

and

$$
\left[\begin{array}{cc}
\left(2+\varepsilon_{1}\right) C^{\mathrm{T}} C-I & C^{\mathrm{T}}  \tag{14}\\
C & -\varepsilon_{2} I
\end{array}\right]<0
$$

where $Q(X)=X A_{0}^{\mathrm{T}}+A_{0} X$ and $\sigma=1 / h_{\max }$.

Proof. Without loss of generality, it is assumed that $x(t)$ is continuously differentiable in the interval $[-2 h,-h]$.

Rewrite system (1) as

$$
\begin{align*}
\dot{x}(t) & =(A+B) x(t)-B \int_{t-h}^{t} \dot{x}(s) \mathrm{d} s+C \dot{x}(t-h) \\
& =A_{0} x(t)-B \int_{t-h}^{t}\{A x(s)+B x(s-h)+C \dot{x}(s-h)\} \mathrm{d} s+C \dot{x}(t-h) \\
& =A_{0} x(t)-B \eta-B C \int_{t-h}^{t} \dot{x}(s-h) \mathrm{d} s+C \dot{x}(t-h) \\
& =A_{0} x(t)-B \eta-B C x(t-h)+B C x(t-2 h)+C \dot{x}(t-h), \tag{15}
\end{align*}
$$

where

$$
\begin{equation*}
\eta=\int_{t-h}^{t}\{A x(s)+B x(s-h)\} \mathrm{d} s \tag{16}
\end{equation*}
$$

Now, consider the Lyapunov functional for system (15) as

$$
\begin{equation*}
V=x^{\mathrm{T}}(t) P x(t)+Z_{1}+Z_{2}+Z_{3}+Z_{4} \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
& Z_{1}=\int_{-h}^{0} \dot{x}^{\mathrm{T}}(t+s) \dot{x}(t+s) \mathrm{d} s  \tag{18}\\
& Z_{2}=\int_{-h}^{0} x^{\mathrm{T}}(t+s) R_{1} x(t+s) \mathrm{d} s  \tag{19}\\
& Z_{3}=\int_{-2 h}^{0} x^{\mathrm{T}}(t+s) R_{2} x(t+s) \mathrm{d} s  \tag{20}\\
& Z_{4}=2 \int_{-h}^{0}\left\{\int_{t+\theta}^{t}\|A x(s)\|^{2} \mathrm{~d} s+\int_{t+\theta}^{t}\|B x(s-h)\|^{2} \mathrm{~d} s\right\} \mathrm{d} \theta \tag{21}
\end{align*}
$$

and $P$ is the matrix given in (11), and $R_{1}$ and $R_{2}$ are the positive semi-definite matrices to be found.

Then, the time derivative of $V$ is

$$
\begin{align*}
\dot{V}= & x^{\mathrm{T}}\left(A_{0}^{\mathrm{T}} P+P A_{0}\right) x-2 x^{\mathrm{T}} P B \eta-2 x^{\mathrm{T}} P B C x_{h}+2 x^{\mathrm{T}} P B C x_{2 h} \\
& +2 x^{\mathrm{T}} P C \dot{x}_{h}+\dot{Z}_{1}+\dot{Z}_{2}+\dot{Z}_{3}+\dot{Z}_{4} \tag{22}
\end{align*}
$$

where $x_{2 h}=x(t-2 h)$.
From (18) to (21),

$$
\begin{align*}
\dot{Z}_{1}= & \dot{x}^{\mathrm{T}} \dot{x}-\dot{x}_{h}^{\mathrm{T}} \dot{x}_{h} \\
= & \left(x^{\mathrm{T}} A^{\mathrm{T}}+x_{h}^{\mathrm{T}} B^{\mathrm{T}}+\dot{x}_{h}^{\mathrm{T}} C^{\mathrm{T}}\right)\left(A x+B x_{h}+C \dot{x}_{h}\right)-\dot{x}_{h}^{\mathrm{T}} \dot{x}_{h} \\
= & x^{\mathrm{T}} A^{\mathrm{T}} A x+x_{h}^{\mathrm{T}} B^{\mathrm{T}} B x_{h}+\dot{x}_{h}^{\mathrm{T}} C^{\mathrm{T}} C \dot{x}_{h}-\dot{x}_{h}^{\mathrm{T}} \dot{x}_{h} \\
& +2 x^{\mathrm{T}} A^{\mathrm{T}} B x_{h}+2 x^{\mathrm{T}} A^{\mathrm{T}} C \dot{x}_{h}+2 x_{h}^{\mathrm{T}} B^{\mathrm{T}} C \dot{x}_{h},  \tag{23}\\
\dot{Z}_{2}= & x^{\mathrm{T}} R_{1} x-x_{h}^{\mathrm{T}} R_{1} x_{h},  \tag{24}\\
\dot{Z}_{3}= & x^{\mathrm{T}} R_{2} x-x_{2 h}^{\mathrm{T}} R_{2} x_{2 h},  \tag{25}\\
\dot{Z}_{4}= & 2 h\|A x(t)\|^{2}+2 h\|B x(t-h)\|^{2}-2 \int_{t-h}^{t}\|A x(s)\|^{2} \mathrm{~d} s-2 \int_{t-h}^{t}\|B x(s-h)\|^{2} \mathrm{~d} s \tag{26}
\end{align*}
$$

By Lemma 1, the terms on the right-hand side of (22)-(26) are satisfied by the following inequalities:

$$
\begin{align*}
& -2 x^{\mathrm{T}} P B \eta \leqslant h x^{\mathrm{T}} P B B^{\mathrm{T}} P x+h^{-1} \eta^{\mathrm{T}} \eta, \\
& 2 x^{\mathrm{T}} A^{\mathrm{T}} C \dot{x}_{h} \leqslant \varepsilon_{1}^{-1} x^{\mathrm{T}} A^{\mathrm{T}} A x+\varepsilon_{1} \dot{x}_{h}^{\mathrm{T}} C^{\mathrm{T}} C \dot{x}_{h}, \\
& 2 x^{\mathrm{T}} P C \dot{x}_{h} \leqslant \varepsilon_{2} x^{\mathrm{T}} P P x+\varepsilon_{2}^{-1} \dot{x}_{h}^{\mathrm{T}} C^{\mathrm{T}} C \dot{x}_{h}, \\
& 2 x^{\mathrm{T}} P B C x_{2 h} \leqslant \varepsilon_{3} x^{\mathrm{T}} P B B^{\mathrm{T}} P x+\varepsilon_{3}^{-1} x_{2 h}^{\mathrm{T}} C^{\mathrm{T}} C x_{2 h}, \\
& -2 x^{\mathrm{T}} P B C x_{h} \leqslant \varepsilon_{3} x^{\mathrm{T}} P B B^{\mathrm{T}} P x+\varepsilon_{3}^{-1} x_{h}^{\mathrm{T}} C^{\mathrm{T}} C x_{h}, \\
& 2 x^{\mathrm{T}} A^{\mathrm{T}} B x_{h} \leqslant x^{\mathrm{T}} A^{\mathrm{T}} A x+x_{h}^{\mathrm{T}} B^{\mathrm{T}} B x_{h}, \\
& 2 x_{h}^{\mathrm{T}} B^{\mathrm{T}} C \dot{x}_{h} \leqslant x_{h}^{\mathrm{T}} B^{\mathrm{T}} B x_{h}+\dot{x}_{h}^{\mathrm{T}} C^{\mathrm{T}} C \dot{x}_{h} . \tag{27}
\end{align*}
$$

Here, $\eta$ is defined in (16). Using the well-known inequality $\|u+v\|^{2} \leqslant$ $(1+1 / a)\|u\|^{2}+(1+a)\|v\|^{2}$ for any scalar $a>0, \eta^{\mathrm{T}} \eta$ in (27) is satisfied:

$$
\begin{align*}
\eta^{\mathrm{T}} \eta & \leqslant 2\left\|\int_{t-h}^{t} A x(s) \mathrm{d} s\right\|^{2}+2\left\|\int_{t-h}^{t} B x(s-h) \mathrm{d} s\right\|^{2} \\
& \leqslant 2 h \int_{t-h}^{t}\|A x(s)\|^{2} \mathrm{~d} s+2 h \int_{t-h}^{t}\|B x(s-h)\|^{2} \mathrm{~d} s \tag{28}
\end{align*}
$$

where the second inequality is obtained using Schwartz inequality. Using (23)-(28), we have

$$
\begin{align*}
\dot{V} \leqslant & x^{\mathrm{T}}\left[A_{0}^{\mathrm{T}} P+P A_{0}+R_{1}+R_{2}+2 h A^{\mathrm{T}} A+h P B B^{\mathrm{T}} P+\varepsilon_{2} P P+2 \varepsilon_{3} P B B^{\mathrm{T}} P\right. \\
& \left.+\left(2+\varepsilon_{1}^{-1}\right) A^{\mathrm{T}} A\right] x+x_{h}^{\mathrm{T}}\left[(3+2 h) B^{\mathrm{T}} B+\varepsilon_{3}^{-1} C^{\mathrm{T}} C-R_{1}\right] x_{h} \\
& +x_{2 h}^{\mathrm{T}}\left[\varepsilon_{3}^{-1} C^{\mathrm{T}} C-R_{2}\right] x_{2 h}+\dot{x}_{h}^{\mathrm{T}}\left[\left(2+\varepsilon_{1}+\varepsilon_{2}^{-1}\right) C^{\mathrm{T}} C-I\right] \dot{x}_{h} . \tag{29}
\end{align*}
$$

Here, choosing the matrices $R_{1}$ and $R_{2}$ as $R_{1}=(3+2 h) B^{\mathrm{T}} B+\varepsilon_{3}^{-1} C^{\mathrm{T}} C$ and $R_{2}=$ $\varepsilon_{3}^{-1} C^{\mathrm{T}} C$, respectively, (29) is simplified as

$$
\begin{align*}
\dot{V} \leqslant & x^{\mathrm{T}}\left[A_{0}^{\mathrm{T}} P+P A_{0}+h P B B^{\mathrm{T}} P+\varepsilon_{2} P P+2 \varepsilon_{3} P B B^{\mathrm{T}} P+\left(2+\varepsilon_{1}^{-1}\right) A^{\mathrm{T}} A\right. \\
& \left.+3 B^{\mathrm{T}} B+2 \varepsilon_{3}^{-1} C^{\mathrm{T}} C+h\left(2 A^{\mathrm{T}} A+2 B^{\mathrm{T}} B\right)\right] x+\dot{x}_{h}^{\mathrm{T}}\left[\left(2+\varepsilon_{1}+\varepsilon_{2}^{-1}\right) C^{\mathrm{T}} C-I\right] \dot{x} \\
= & x^{\mathrm{T}} S_{1}\left(P, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, h\right) x+\dot{x}_{h}^{\mathrm{T}} S_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right) \dot{x}_{h} \\
\leqslant & x^{\mathrm{T}} S_{1}\left(P, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, h_{\max }\right) x+\dot{x}_{h}^{\mathrm{T}} S_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right) \dot{x}_{h}, \tag{30}
\end{align*}
$$

where $S_{1}(\cdot)$ and $S_{2}(\cdot)$ are defined in (11) and (12).
Let $X=P^{-1}$. Then (30) is

$$
\begin{equation*}
\dot{V} \leqslant x^{\mathrm{T}} P X S_{1}\left(P, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, h_{\max }\right) X P x+\dot{x}_{h}^{\mathrm{T}} S_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right) \dot{x}_{h} . \tag{31}
\end{equation*}
$$

Therefore, $\dot{V}$ is negative if the following two inequalities are satisfied:

$$
\begin{align*}
& X S_{1}\left(P, \varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}, h_{\max }\right) X<0,  \tag{32}\\
& S_{2}\left(\varepsilon_{1}, \varepsilon_{2}\right)<0 . \tag{33}
\end{align*}
$$

(32) and (33) become

$$
\begin{align*}
& X A_{0}^{\mathrm{T}}+A_{0} X+h_{\max } B B^{\mathrm{T}}+\varepsilon_{2} I+2 \varepsilon_{3} B B^{\mathrm{T}}+\left(2+\varepsilon_{1}^{-1}\right) X A^{\mathrm{T}} A X+3 X B^{\mathrm{T}} B X \\
& \quad+2 \varepsilon_{3}^{-1} X C^{\mathrm{T}} C X+h_{\max } X U^{\mathrm{T}} U X<0,  \tag{34}\\
& \left(2+\varepsilon_{1}+\varepsilon_{2}^{-1}\right) C^{\mathrm{T}} C-I<0 . \tag{35}
\end{align*}
$$

Then, by Schur complement [12], inequalities (34) and (35) are equivalent to (13) and (14), respectively. This completes the proof.

Remark 1. The LMIs given in Theorems 1 and 2 can be solved efficiently using interior point algorithm [10]. In addition, since $h_{\max }=1 / \sigma$, the maximum allowable bound of delay, $h_{\max }$, can be easily found by minimizing $\sigma$ subjected to $X>0, \varepsilon_{1}>0, \varepsilon_{2}>0, \varepsilon_{3}>0, \sigma>0$, and (13), (14). Note that this optimization problem has the form of an eigenvalue problem. For details, see [10].

## 3. Numerical examples

To illustrate the usefulness of the proposed method, we present the following three examples. Examples 1 and 2 show the application of the delay-independent criterion, and Example 3 is for the delay-dependent one.

Example 1. Consider the following system:

$$
\dot{x}(t)=A x(t)+B x(t-h)+C \dot{x}(t-h),
$$

where

$$
A=\left[\begin{array}{cc}
-3 & -2 \\
1 & 0
\end{array}\right], \quad B=\alpha\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], \quad C=\left[\begin{array}{cc}
0.1 & 0 \\
0 & 0.1
\end{array}\right]
$$

and $\alpha$ is a nonzero constant.
We now determine the stability bound in terms of $\alpha$. Since $\mu(A)=0.0811>0$, the criteria of Li [8] and Hu [9] are not applicable. However, the system matrix $A$ is Hurwitz, so that Theorem 1 can be applied.

Solving the LMI given in (3), we obtain the bound of $\alpha$ for asymptotic stability as

$$
|\alpha| \leqslant 0.989 .
$$

and the solutions of the LMI as

$$
P=\left[\begin{array}{ll}
73.2481 & 72.7010 \\
72.7010 & 74.2916
\end{array}\right], \quad R=\left[\begin{array}{ll}
72.3496 & 69.7074 \\
69.7074 & 69.2165
\end{array}\right] .
$$

Example 2. Consider the following system:

$$
\dot{x}(t)=\left[\begin{array}{cc}
-1 & 0 \\
0 & -1
\end{array}\right] x(t)+\alpha\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] x(t-h)+\left[\begin{array}{cc}
0 & 0.4 \\
0.4 & 0
\end{array}\right] \dot{x}(t-h),
$$

where $\alpha$ is a nonzero constant.
Since the system matrix $A$ is Hurwitz and also $\mu(A)$ is negative, so that all the criteria of Li [8], Hu [9], and Theorem 1 can be applied.

By simple calculation, we obtain the bound of $\alpha$ for stability as
Li [8]: $|\alpha| \leqslant 0.2$,
$\mathrm{Hu}[9]:|\alpha| \leqslant 0.2$,
Theorem 1: $|\alpha| \leqslant 0.9165$.
For $\alpha=0.9165$, the solutions of the linear matrix inequality (3) of Theorem 1 are

$$
P=\left[\begin{array}{cc}
1.0001 & 0 \\
0 & 1.0001
\end{array}\right], \quad R=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
$$

In the example, we can see that Theorem 1 gives less conservative bound of $\alpha$.

Example 3. Consider the following neutral delay-differential system:

$$
\dot{x}(t)=\left[\begin{array}{cc}
-2 & 0 \\
0 & -1
\end{array}\right] x(t)+\left[\begin{array}{cc}
0 & 0.5 \\
0.5 & 0
\end{array}\right] x(t-h)+\left[\begin{array}{cc}
0.2 & 0 \\
0 & 0.2
\end{array}\right] \dot{x}(t-h) .
$$

Now, in the light of Remark 1, we can compute the maximum allowable bound $h_{\max }$ for asymptotic stability of the system by solving the LMIs (13) and (14) of Theorem 2 such that $\sigma$ is minimized. Then, we have

$$
\begin{aligned}
& \varepsilon_{1}=2.0872, \quad \varepsilon_{2}=0.0478, \quad \varepsilon_{3}=0.0315, \quad \sigma=1.3304, \\
& X=\left[\begin{array}{cc}
0.1358 & -0.0485 \\
-0.0485 & 0.1174
\end{array}\right] .
\end{aligned}
$$

So, our maximum allowable bound is

$$
h_{\max }=0.7516 .
$$

But, Khusainov and Yun'kova's bound given in [6] found as
Khusainov and Yun'kova: $h_{\text {max }}=0.1352$.
We can see that Theorem 2 also gives less conservative bound, $h_{\text {max }}$.

## 4. Conclusions

In this paper, we have derived new sufficient conditions for the stability of the neutral delay-differential systems. The derived sufficient conditions are expressed in terms of LMI to find the less conservative criteria, and can be applied under the more relaxed assumptions.

## References

[1] J.K. Hale, E.F. Infante, F.-S.P. Tsen, Stability in linear delay equations, J. Math. Anal. Appl. 105 (1985) 533-555.
[2] J. Hale, S.M. Verduyn Lunel, Introduction to Functional Differential Equations, Springer, New York, 1993.
[3] V. Kolmanovskii, A. Myshkis, Applied Theory of Functional Differential Equations, Kluwer Academic Publishers, Dordrecht, 1992.
[4] R.K. Brayton, R.A. Willoughby, On the numerical integration of a symmetric system of differencedifferential equations of neutral type, J. Math. Anal. Appl. 18 (1967) 182-189.
[5] K. Gopalsamy, Stability and Oscillations in Delay Differential Equations of Population Dynamics, Kluwer Academic Publishers, Boston, 1992.
[6] D.Ya. Khusainov, E.V. Yun'kova, Investigation of the stability of linear systems of neutral type by the Lyapunov function method, Diff. Uravn. 24 (1988) 613-621.
[7] J.X. Kuang, J.X. Xiang, H.J. Tian, The asymptotic stability of one-parameter methods for neutral differential equations, BIT 34 (1994) 400-408.
[8] L.M. Li, Stability of linear neutral delay-differential systems, Bull. Austral. Math. Soc. 38 (1988) 339-344.
[9] G. Di Hu, G. Da Hu, Some simple stability criteria of neutral delay-differential systems, Appl. Math. Comput. 80 (1996) 257-271.
[10] S. Boyd, L. El Ghaoui, E. Feron, V. Balakrishnan, Linear matrix inequalities in systems and control theory, Studies in Applied Mathematics, Vol. 15, SIAM, Philadelphia, 1994.
[11] P.P. Khargonekar, I.R. Petersen, K. Zhou, Robust stabilization of uncertain linear systems: Quadratic stability and $H_{\infty}$ control theory, IEEE Trans. Automat. Control 35 (1990) 356-361.
[12] A. Albert, Conditions for positive and nonnegative definiteness in terms of pseudo inverses, SIAM J. Appl. Math. 17 (1969) 434-440.


[^0]:    * Corresponding author. Tel.: + 82-562-2792221; fax: + 82-562-2798119.

    E-mail address: won@postech.ac.kr (S. Won).

