provide a “linearized” underdetermined BSS problem, which can easily be solved.

The presented method requires sparse sources and invertible nonlinearities that are linear for small input values. Simulation results were included for 2-measurement and 3-measurement cases, and as long as the contributions of the different sources do not overlap in the mixtures, there is no restriction on the number of sources or mixtures.
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Stability Analysis for Stochastic Cohen–Grossberg Neural Networks With Mixed Time Delays
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Abstract—In this letter, the global asymptotic stability analysis problem is considered for a class of stochastic Cohen–Grossberg neural networks with mixed time delays, which consist of both the discrete and distributed time delays. Based on an Lyapunov–Krasovskii functional and the stochastic stability analysis theory, a linear matrix inequality (LMI) approach is developed to derive several sufficient conditions guaranteeing the global asymptotic convergence of the equilibrium point in the mean square. It is shown that the addressed stochastic Cohen–Grossberg neural networks with mixed delays are globally asymptotically stable in the mean square if two LMs are feasible, where the feasibility of LMs can be readily checked by the Matlab LMI toolbox. It is also pointed out that the main results comprise some existing results as special cases. A numerical example is given to demonstrate the usefulness of the proposed global stability criteria.


I. INTRODUCTION

The past few decades have witnessed tremendous developments in the research field of neural networks. Various neural networks, such as Hopfield neural networks, cellular neural networks, bidirectional associative neural networks and Cohen–Grossberg neural networks, have been widely investigated and successfully applied in many areas. Among them, the renowned Cohen–Grossberg neural network [7] has recently gained particular research attention, since it is quite general to include several well-known neural networks as its special cases, and it has promising application potentials for tasks of classification, associative memory, parallel computation and nonlinear optimization problems; see [16] and [26] for a survey.

On the other hand, time delays are unavoidably encountered in the implementation of neural networks, and may cause undesirable dynamic network behaviors such as oscillation and instability. For example, delay occurs due to the finite speeds of the switching and transmission of signals in a network. This leads to the delayed neural networks that were first explicitly introduced in [17]. Since then, the delayed neural networks have been widely studied. Recently, there has been an increasing research interest on the stability analysis problems for delayed Cohen–Grossberg neural networks, and many results have been reported in the literature. Various sufficient conditions, either delay-dependent or delay-independent, have been proposed to guarantee the asymptotic, exponential, or absolute stability for Cohen–Grossberg neural networks; see [2], [5], [6], [13], [14], and [18] for some recent results concerning discrete time-delays.
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Although it has been recognized that discrete time-delays can be introduced into communication channels since they are ubiquitous in both the neural processing and signal transmission, a neural network also has a special nature due to the presence of an amount of parallel pathways with a variety of axon sizes and lengths. Such an inherent nature can be suitably modeled by distributed delays [21], because the signal propagation is distributed during a certain time period. For example, in [21], a neural circuit has been designed with distributed delays, which solves a general problem of recognizing patterns in a time-dependent signal. As a matter of fact, a realistic neural network should involve both discrete and distributed delays [19]. Recently, the stability analysis problems for Cohen–Grossberg neural networks with distributed time-delays have begun to receive some attention from some researchers; see, e.g., [20] and [23]. It should be mentioned that, most recently, the global asymptotic stability analysis problem has been investigated in [24], [25] for a general class of neural networks with both discrete and distributed time-delays, where a linear matrix inequality (LMI) approach has been developed to establish the sufficient stability conditions.

In the past few years, the dynamical behaviors of stochastic neural networks have emerged as a new subject of research mainly for two reasons: i) in real nervous systems, the synaptic transmission is a noisy process brought on by random fluctuations from the release of neurotransmitters and other probabilistic causes; and ii) it has been realized that a neural network could be stabilized or destabilized by certain stochastic inputs [3]. In particular, the stability criteria for stochastic neural networks becomes an attractive research problem of prime importance. Some initial results have just appeared, for example, in [12] and [22], for stochastic delayed Hopfield neural networks. However, to the best of the authors’ knowledge, the global stability analysis problem for stochastic Cohen–Grossberg neural networks with simultaneous presence of discrete and distributed delays has not been studied yet, and still remains as a challenging open problem.

In this letter, we deal with the global asymptotic stability analysis problem for a class of stochastic Cohen–Grossberg neural networks with discrete and distributed time-delays. By utilizing a Lyapunov–Krasovskii functional and conducting the stochastic analysis, we recast the addressed stability analysis problem into a numerically solvable problem. Different from the commonly used matrix norm theories (such as the M-matrix method), a unified LMI approach is developed to establish sufficient conditions for the neural networks to be globally asymptotically stable. Note that LMIs can be easily solved by using the Matlab LMI toolbox, and no tuning of parameters is required [4]. A numerical example is provided to show the usefulness of the proposed global stability condition.

Notations: The notations are quite standard. Throughout this letter, $\mathbb{R}^n$ and $\mathbb{R}^{n \times m}$ denote, respectively, the $n$-dimensional Euclidean space and the set of all $n \times m$ real matrices. The superscript “T” denotes matrix transposition and the notation $X \succeq Y$ (respectively, $X \succ Y$) where $X$ and $Y$ are symmetric matrices, means that $X - Y$ is positive semidefinite (respectively, positive definite). $I_n$ is the $n \times n$ identity matrix. $\| \cdot \|$ is the Euclidean norm in $\mathbb{R}^n$. If $A$ is a matrix, denote by $\|A\|$ its operator norm, i.e., $\|A\| \equiv \sup \{\|Ax\| : \|x\| = 1\} = \sqrt{\lambda_{\max}(A^T A)}$ where $\lambda_{\max}(\cdot)$ (respectively, $\lambda_{\min}(\cdot)$) means the largest (respectively, smallest) eigenvalue of $A$. $[0, \infty)$ is the space of square integrable vector. Moreover, let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$ be a complete probability space with a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ satisfying the usual conditions (i.e., the filtration contains all $P$-null sets and is right continuous). Denote by $L^p_{\mathbb{F}_0}([-h, 0]; \mathbb{R}^n)$ the family of all $\mathbb{F}_0$-measurable $C([-h, 0]; \mathbb{R}^n)$-valued random variables $\xi = \{\xi(\theta) : -h \leq \theta \leq 0\}$ such that $\sup_{\theta \leq 0} \mathbb{E} \{\|\xi(\theta)\|^p\} < \infty$ where $\mathbb{E}(\cdot)$ stands for the mathematical expectation operator with respect to the given probability measure $P$. The shorthand $\text{diag} \{M_1, M_2, \ldots, M_N\}$ denotes a block diagonal matrix with diagonal blocks being the matrices $M_1, M_2, \ldots, M_N$. Sometimes, the arguments of a function or a matrix will be omitted in the analysis when no confusion can arise.

II. PROBLEM FORMULATION

In this letter, the Cohen–Grossberg neural networks with discrete and distributed time-delays can be described by the following delay differential equations:

$$
\frac{dx_i(t)}{dt} = -a_i(u_i(t)) b_i(u_i(t)) - \sum_{j=1}^{n} a_{ij} g_{1j}(u_j(t)) + \sum_{j=1}^{n} b_{ij} g_{2j}(u_j(t-h)) - \sum_{j=1}^{n} c_{ij} \int_{t-r}^{t} g_{3j}(u_j(s)) ds + V_i
$$

(1)

where $u_i(t)$ is the state of the $i$th unit at time $t$, $a_i(u_i(t))$ is the amplification function, $b_i(u_i(t))$ denotes the behaved function, and $g_{1j}(u_j(t))$, $g_{2j}(u_j(t-h))$, and $g_{3j}(u_j(s))$ are activation functions. The matrices $A = (a_{ij})_{n \times n}$, $B = (b_{ij})_{n \times n}$, and $C = (c_{ij})_{n \times n}$ are, respectively, the connection weight matrix, the discretely delayed connection weight matrix, and the distributively delayed connection weight matrix. $V = [V_1, V_2, \ldots, V_n]^T$ is a constant external input vector. The scalar $h > 0$, which may be unknown, denotes the discrete time delay, whereas the scalar $r > 0$ is the known distributed time-delay.

Let $u(t) = (u_1(t), u_2(t), \ldots, u_n(t))^T$, $a(u) = \text{diag}(a_1(u_1), a_2(u_2), \ldots, a_n(u_n))$, $b(u) = (b_1(u_1), b_2(u_2), \ldots, b_n(u_n))^T$, $g_i(u) = (g_{1i}(u_1), g_{2i}(u_2), \ldots, g_{ni}(u_n))^T$ ($i = 1, 2, 3$). The model (1) can be rewritten as the following compact matrix form:

$$
\frac{du(t)}{dt} = -a(u(t)) b_i(u(t)) - A g_1(u(t)) - B g_2(u(t-h)) - C \int_{t-r}^{t} g_3(u(s)) ds + V
$$

(2)

In this letter, we make the following assumptions on the amplification function, the behaved function, and the neuron activation functions.

Assumption 1: For each $i \in \{1, 2, \ldots, n\}$, the amplification function $a_i(\cdot)$ is positive, bounded, and satisfies

$$
0 < a_{\min} \leq a_i(\cdot) \leq a_{\max}
$$

(3)

where $a_{\min}$ and $a_{\max}$ are known positive constants.

Assumption 2: The behaved function $b_i(x) : \mathbb{R} \rightarrow \mathbb{R}$ is continuous and differentiable, and

$$
b_i'(x) \geq \gamma_i > 0 \quad \forall x \in \mathbb{R}, \quad i = 1, 2, \ldots, n
$$

(4)

Assumption 3: The neuron activation functions $g_i(\cdot)$ are bounded and satisfy the following Lipschitz conditions:

$$
|g_i(x) - g_i(y)| \leq |G_i|x - y| \quad \forall x, y \in \mathbb{R}^n
$$

(5)

where $G_i \in \mathbb{R}^{n \times n}$ ($i = 1, 2, 3$) are known constant matrices.
In the literature, the activation function is typically assumed to be continuous, differentiable, and monotonically increasing, such as the function of sigmoid type. These restrictions are no longer needed in this letter, and only Lipschitz condition and boundedness condition are imposed in Assumption 3. Note that the type of activation functions in (5) have already been used in numerous papers.

In Assumption 3, it is assumed that the activation functions are bounded, and it is well known that bounded activation functions always guarantee the existence of an equilibrium point for neural networks (2). For notational convenience, we shift the equilibrium point \( u^* = (u_1^*, \cdots, u_n^*)^T \) to the origin by translation \( x(t) = u(t) - u^* \), which yields the following system:

\[
\frac{dx(t)}{dt} = -\alpha(x(t)) \left[ \beta(x(t)) - AL_1(x(t)) - BL_2(x(t-h)) \right. \\
\left. - C \int_{t-h}^t l_3(u(s))ds \right]
\]

where \( x(t) = [x_1(t), x_2(t), \cdots, x_n(t)]^T \in \mathbb{R}^n \) is the state vector of the transformed system and

\[
\alpha(x(t)) = \text{diag} \{\alpha_1(x_1(t)), \alpha_2(x_2(t)), \cdots, \alpha_n(x_n(t))\}
\]

\[
\alpha_i(x_i(t)) = \alpha_i(x_i(t) + u_i^*)
\]

\[
\beta(x(t)) = (\beta_1(x_1(t)), \beta_2(x_2(t)), \cdots, \beta_n(x_n(t)))
\]

\[
\beta_i(x_i(t)) = \beta_i(x_i(t) + u_i^*) - \beta_i(u_i^*)
\]

\[
l_i(x_i()) = l_{i1}(x_i()), l_{i2}(x_i()), \cdots, l_{in}(x_i())
\]

\[
l_{ij}(x_i()) = g_{ij}(x_i() + u_i^*) - g_{ij}(u_i^*)
\]

It follows, respectively, from Assumption 1, Assumption 2, and Assumption 3 that

\[
0 < \alpha_i \leq \alpha_i(\cdot) \leq \bar{\alpha}_i, \quad (i = 1, 2, \cdots, n)
\]

\[
x_i(t), \beta_i(x_i(t)) \geq \gamma_i x_i^2(t), \quad (i = 1, 2, \cdots, n)
\]

\[
[l_i(x_i())] \leq |G_i x_i|, \quad (i = 1, 2, 3).
\]

As discussed in Section I, in the real world, the neural network is often disturbed by environmental noises that affect the stability of the equilibrium. In this letter, as in [3], [12], and [22], Cohen–Grossberg neural network with stochastic perturbations is introduced as follows:

\[
dx(t) = \left\{-\alpha(x(t))
\right. \\
\left. \times \left[ \beta(x(t)) - AL_1(x(t)) - BL_2(x(t-h)) \right.
\right.
\left. \left. - C \int_{t-h}^t l_3(u(s))ds \right] \\
\left. + \sigma(t, x(t), x(t-h))d\omega(t) \right\} dt
\]

where \( \omega(t) = [\omega_1(t), \omega_2(t), \cdots, \omega_n(t)]^T \in \mathbb{R}^n \) is a Brownian motion defined on \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)\). Assume that \( \sigma: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times n} (\sigma(t, 0, 0) = 0) \) is locally Lipschitz continuous and satisfies the linear growth condition ([11]). Moreover, \( \sigma \) satisfies

\[
\text{trace} \left[ \sigma^T(t, x(t), x(t-h)) \sigma(t, x(t), x(t-h)) \right] \\
\leq |\Sigma_1 x(t)|^2 + |\Sigma_2 x(t-h)|^2
\]

where \( \Sigma_1 \) and \( \Sigma_2 \) are known constant matrices with appropriate dimensions. Let \( x(t, \xi) \) denote the state trajectory of the neural network (10) from the initial data \( x(t, \xi) = \xi(t) \) on \(-h \leq t \leq 0 \in L_2^{\gamma}\left([-h, 0]; \mathbb{R}^n\right)\). It can be easily seen that the system (10) admits a trivial solution \( x(t; 0) \equiv 0 \) corresponding to the initial data \( \xi = 0 \), see [11].

Remark 1: The assumption (11) on the stochastic disturbance term, \( \sigma(t, x(t), x(t-h)) \), has been used in recent papers dealing with stochastic neural networks, see [12] and references therein.

Definition 1: For the neural network (10) and every \( \xi \in L_2^{\gamma}\left([-h, 0]; \mathbb{R}^n\right)\), the trivial solution (equilibrium point) is globally asymptotically stable in the mean square if the following holds:

\[
\lim_{t \to \infty} \mathbb{E} \left[ x(t; \xi)^2 \right] = 0.
\]

The main purpose of the rest of this letter is to establish LMI-based stability criteria, which can then be readily checked by using the Matlab LMI toolbox, such that the global asymptotic stability is guaranteed for the neural network (10) with both discrete and distributed time delays.

III. MAIN RESULTS AND PROOFS

The following lemmas will be frequently used in establishing our LMI-based stability criteria.

Lemma 1: Let \( x \in \mathbb{R}^n \), \( y \in \mathbb{R}^n \) and \( \varepsilon > 0 \). Then we have \( x^T y + y^T x \leq \varepsilon x^T y + \varepsilon^{-1} y^T y \).

Lemma 2: [10] For any positive definite matrix \( M > 0 \), scalar \( \gamma > 0 \), vector function \( \omega : [0, \gamma] \to \mathbb{R}^n \) such that the integrations concerned are well defined, the following inequality holds:

\[
\left( \int_0^{\gamma} \omega(s)ds \right) M \left( \int_0^{\gamma} \omega(s)ds \right)^T \leq \gamma \left( \int_0^{\gamma} \omega^T(s)M\omega(s)ds \right).
\]

Before stating our main results, let us denote

\[
\alpha := \min_{1 \leq i \leq n} \alpha_i, \quad \bar{\alpha} := \max_{1 \leq i \leq n} \bar{\alpha}_i,
\]

\[
\Gamma := \text{diag} \{\gamma_1, \cdots, \gamma_n\}, \quad P := \text{diag} \{p_1, \cdots, p_n\}
\]

\[
\Omega_i := -\alpha \Gamma - \bar{\alpha} \Gamma + P + \rho \left( \Sigma_1^T \Sigma_1 + \Sigma_2^T \Sigma_2 \right)
\]

where \( \alpha_i \) and \( \bar{\alpha}_i \) are defined in (3), \( \gamma_i \) is defined in (4), \( \Sigma_1 \) and \( \Sigma_2 \) are defined in (11), the diagonal positive definite matrix \( P \) and the positive scalar \( \rho > 0 \) are two parameters to be designed.

We are now ready to derive the conditions under which the network dynamics of (10) is globally asymptotically stable in the mean square. The main theorem given below shows that the stability criteria can be expressed in terms of the feasibility of two LMIs.

Theorem 1: If there exist positive scalars \( \rho > 0 \), \( \varepsilon_i > 0 \) \( (i = 1, 2, 3) \) and a diagonal positive definite matrix \( P > 0 \) such that the two LMIs

\[
P < \rho I
\]

and (16), shown at the bottom of the next page, hold where \( \Omega_1 \) is defined in (14), then the dynamics of the neural network (10) is globally asymptotically stable in the mean square.

Proof: Pre- and postmultiplying (16) by the block-diagonal matrix

\[
\text{diag} \left\{ I, \varepsilon_1^{-\frac{1}{2}} I, \varepsilon_2^{-\frac{1}{2}} I, \varepsilon_3^{-\frac{1}{2}} I, \varepsilon_3^{-\frac{1}{2}} I, \varepsilon_3^{-\frac{1}{2}} I \right\}
\]

yield (17), as shown at the bottom of the next page, or

\[
\left[ \begin{array}{c} \Omega_1 \\ \Omega_2 \end{array} \right] < 0
\]
where

\[ \Omega_1 := -\alpha P T - \alpha T P + \rho \left( \Sigma_1^T \Sigma_1 + \Sigma_2^T \Sigma_2 \right) \]
\[ \Omega_2 := I \]
\[ \Omega_3 := \begin{bmatrix} -\frac{1}{2} \lambda_{\max} (AA^T) \tilde{\Sigma} P + \frac{1}{2} G_1 G_1^T & -\frac{1}{2} \lambda_{\max} (BB^T) \tilde{\Sigma} P + \frac{1}{2} G_2 G_2^T \\ -\frac{1}{2} \lambda_{\max} (CC^T) \tilde{\Sigma} P + \frac{1}{2} G_3 G_3^T \end{bmatrix}. \]

It follows from the Schur Complement Lemma (see [4]) that (18) holds if and only if

\[ \Omega_1 + \Omega_2^T \Omega_3 < 0. \]

or

\[ -\alpha P T - \alpha T P + \rho \left( \Sigma_1^T \Sigma_1 + \Sigma_2^T \Sigma_2 \right) \]
\[ + \left[ \frac{1}{2} \lambda_{\max} (AA^T) + \frac{1}{2} \lambda_{\max} (BB^T) + \frac{1}{2} \lambda_{\max} (CC^T) \right] \]
\[ \times \tilde{\Sigma} P^2 + \epsilon_1 G_1 G_1^T + \epsilon_2 G_2 G_2^T + \epsilon_3 \tau G_3 G_3^T < 0. \] (19)

Therefore, we know from the condition of Theorem 1 that, there exist positive scalars \( \rho > 0, \epsilon_i > 0 (i = 1, 2, 3) \) and a diagonal positive definite matrix \( P > 0 \) such that (19) is true. Also, we know from (9) that

\[ \tilde{I}_n(x) \leq |G_n x|^2 = x^T G_n^T G_n x. \] (20)

In order to prove the global asymptotic stability in the mean square of the network (10), we define a Lyapunov–Krasovskii functional candidate \( V(t, x(t)) \in C^2 \left( [t_0, T] \times \mathbb{R}^n; \mathbb{R}^n \right) \) by

\[ V(t, x(t)) = x^T(t) P x(t) + \int_{t-h}^{t} x^T(s) Q_1 x(s) ds \]
\[ + \int_{t-h}^{t} \int_{t-h+s}^{t} x^T(\eta) Q_2 x(\eta) d\eta ds \] (21)

where \( P \) is the diagonal positive definite solution to (19), and \( Q_1 \geq 0 \) and \( Q_2 \geq 0 \) are defined by

\[ Q_1 := \epsilon_2 G_2^T G_2 + \rho \Sigma_2^T \Sigma_2, \quad Q_2 := \epsilon_3 \tau G_3^T G_3. \] (22)

By Itô’s differential formula (see, e.g., [8]), the stochastic derivative of \( V(t, x(t)) \) along (10) can be obtained as follows:

\[ \tilde{d} V(t, x(t)) = \begin{bmatrix} -2x^T(t) P \alpha (x(t)) \\ \times \left[ \beta(x(t)) - AI_1 (x(t)) - Bl_2 (x(t - h)) \right] \\ - C \int_{t-h}^{t} l_3(u(s)) ds \\ + \text{trace} \left[ \sigma^T(t, x(t), x(t-h)) P \sigma(t, x(t), x(t-h)) \right] \\ + x^T(t) Q_1 x(t) - x^T(t-h) Q_1 x(t-h) \\ + \tau x^T(t) Q_2 x(t) - \int_{t-h}^{t} x^T(\eta) Q_2 x(\eta) d\eta ds \end{bmatrix} dt \]
\[ + 2x^T(t) P \sigma(t, x(t), x(t-h)) dW(t). \] (23)

Noticing that \( P \) and \( \alpha(x(t)) \) are diagonal positive–definite matrices, we obtain from (7) and (8) that

\[ -2x^T(t) P \alpha(x(t)) \beta(x(t)) = -2 \sum_{i=1}^{n} x_i (t) \alpha_i (x_i (t)) \beta_i (x_i (t)) \]
\[ \leq -2 \sum_{i=1}^{n} p_i \alpha_i (x_i (t)) \beta_i (x_i (t)) \]
\[ \leq -2 \sum_{i=1}^{n} p_i \alpha_i (x_i (t)) \gamma_i \dot{x}_i^2(t) \leq -2 \sum_{i=1}^{n} p_i \alpha_i (x_i (t)) \gamma_i \dot{x}_i^2(t) \]
\[ \leq -2 \alpha \sum_{i=1}^{n} p_i \gamma_i \dot{x}_i^2(t) = -2x^T(t) P \sigma x(t). \] (24)

Next, it follows from the conditions (11) and (15) that

\[ \text{trace} \left[ \sigma^T(t, x(t), x(t-h)) P \sigma(t, x(t), x(t-h)) \right] \leq \lambda_{\max}(P) \text{trace} \left[ \sigma^T(t, x(t), x(t-h)) \sigma(t, x(t), x(t-h)) \right] \]
\[ \leq \rho \left[ x^T(t) \Sigma_1^T \Sigma_1 x(t) + x^T(t-h) \Sigma_2^T \Sigma_1 x(t-h) \right]. \] (25)

Finally, we can show that

\[ \int_{t-h}^{t} \text{trace} \left[ \sigma^T(\eta) \sigma(\eta) \right] d\eta \leq \rho \int_{t-h}^{t} \left[ x^T(\eta) \Sigma_1^T \Sigma_1 x(\eta) + x^T(\eta-h) \Sigma_2^T \Sigma_1 x(\eta-h) \right] d\eta. \]

This completes the proof of Theorem 2.
For the positive scalars \( \varepsilon_1 > 0, \varepsilon_2 > 0, \varepsilon_3 > 0 \), it follows from Lemma 1 and (20) that

\[
2x^T(t)P\alpha(x(t))A\alpha_1(x(t)) \\
\leq \varepsilon_1^{-1}x^T(t)P\alpha(x(t))A^TA\alpha(x(t))Px(t) \\
+ \varepsilon_1 I_2(x(t))I_1(x(t)) \\
\leq \varepsilon_1^{-1}\lambda_{\text{max}}(A^TA)x^2x^T(t)P^2x(t) \\
+ \varepsilon_1 x^T(t)G_1^TG_1x(t) \\
2x^T(t)P\alpha(x(t))B\alpha_2(x(t-h)) \\
\leq \varepsilon_2^{-1}x^T(t)P\alpha(x(t))BB^T\alpha(x(t))Px(t) \\
+ \varepsilon_2 I_2^T(x(t-h))I_2(x(t-h)) \\
\leq \varepsilon_2^{-1}\lambda_{\text{max}}(BB^T)x^2x^T(t)P^2x(t) \\
+ \varepsilon_2 x^T(t-h)G_2^TG_2G_2x(t-h).
\]

Furthermore, it can be seen from (22) and Lemma 2 that

\[
\varepsilon_3 \left( \int_{t-\tau}^{t} I_2(x(s))ds \right)^T \int_{t-\tau}^{t} I_2(x(s))ds \\
\leq \varepsilon_3 \int_{t-\tau}^{t} I_2^T(x(s))I_2(x(s))ds \\
\leq \varepsilon_3 \int_{t-\tau}^{t} x^T(s)G_2^TG_2G_2x(s)ds \\
= \int_{t-\tau}^{t} x^T(s)Q_2x(s)ds.
\]

and, hence

\[
2x^T(t)P\alpha(x(t))C^T \int_{t-\tau}^{t} I_3(u(s))ds \\
\leq \varepsilon_3^{-1}x^T(t)P\alpha(x(t))CC^T\alpha(x(t))Px(t) \\
+ \varepsilon_3 \left( \int_{t-\tau}^{t} I_3(u(s))ds \right)^T \left( \int_{t-\tau}^{t} I_3(u(s))ds \right) \\
\leq \varepsilon_3^{-1}\lambda_{\text{max}}(CC^T)x^2x^T(t)P^2x(t) \\
+ \int_{t-\tau}^{t} x^T(s)Q_2x(s)ds.
\]

Using (22) and (24)–(30), we obtain from (23) that

\[
dV(t,x(t)) \\
\leq \left\{ x^T(t) \left[ -\alpha PT - \alpha \Gamma P + \rho \left( \Sigma_1^T \Sigma_1 + \Sigma_2^T \Sigma_2 \right) \right] \\
+ \left[ \varepsilon_1^{-1}\lambda_{\text{max}}(A^TA) + \varepsilon_2^{-1}\lambda_{\text{max}}(BB^T) \right] \right\} dt \\
+ 2x^T(t)P\sigma_x(t,x(t),x(t-h))dw(t) \\
= x^T(t)E_x(t)dt + 2x^T(t)P\sigma_x(t,x(t),x(t-h))dw(t) \\
\times (t,x(t),x(t-h))dw(t).
\]

where \( \Pi \) is defined as

\[
\Pi := -\alpha PT - \alpha \Gamma P + \rho \left( \Sigma_1^T \Sigma_1 + \Sigma_2^T \Sigma_2 \right) \]

\[
+ \left[ \varepsilon_1^{-1}\lambda_{\text{max}}(A^TA) + \varepsilon_2^{-1}\lambda_{\text{max}}(BB^T) \right] \right\} dt \\
+ 2x^T(t)P\sigma_x(t,x(t),x(t-h))dw(t) \\
= x^T(t)E_x(t)dt + 2x^T(t)P\sigma_x(t,x(t),x(t-h))dw(t) \\
\times (t,x(t),x(t-h))dw(t).
\]

From (19), we know that \( \Pi < 0 \). Taking the mathematical expectation of both sides of (31), we have

\[
dE \left[ (x^T(t)\Pi x(t)) \right] \leq -\lambda_{\text{min}}(-\Pi)E \left[ |x(t)|^2 \right]. \quad (33)
\]

It can now be concluded from Lyapunov stability theory that the dynamics of the neural network (10) is robustly, globally, asymptotically stable in the mean square. This completes the proof of Theorem 1.

**Remark 2:** By employing the Matlab LMI toolbox, it would be very convenient to verify the feasibility of (15) and (16) without tuning any parameters, and determine the global asymptotic stability of the neural network (10) directly. Compared with the existing results relying on matrix norm computation, such as those given in [3] and [6], the LMI approach developed in this letter is numerically more efficient and less conservative. It is worth pointing out that, following the similar line of [15], it is not difficult to prove the exponential stability (in the mean square) of the neural network (10) under some conditions in Theorem 1.

In what follows, we will show that our results can be specialized to several cases including those have been studied extensively in the literature. All the corollaries given below are easy consequences of Theorem 1, hence the proofs are omitted.

We first consider the following Cohen–Grossberg neural network without stochastic perturbations:

\[
\frac{dx(t)}{dt} = -\alpha \left( x(t) \right) \left[ \beta \left( x(t) \right) - A_1(x(t)) - B_1(x(t-h)) \right] \\
- C^T \int_{t-\tau}^{t} I_3(u(s))ds.
\]

**Corollary 1:** If there exist positive scalars \( \varepsilon_i > 0 (i = 1, 2, 3) \) and a diagonal positive definite matrix \( P > 0 \) such that the following LMI, as shown in (35) at the top of the next page, holds, then the dynamics of the neural network (34) is globally asymptotically stable.

**Remark 3:** Although there have been some papers published on the stability analysis problems for Cohen–Grossberg neural networks with discrete or distributed time-delays [2], [18], [20], [23] to the best of the authors’ knowledge, there are few results concerning the simultaneous presence of discrete or distributed time-delays. Hence, the results in Corollary are still new.

If we are only interested in discrete-time delays, the Cohen–Grossberg neural network (34) can be further reduced to

\[
\frac{dx(t)}{dt} = -\alpha \left( x(t) \right) \left[ \beta \left( x(t) \right) - A_1(x(t)) - B_2(x(t-h)) \right].
\]

**Corollary 2:** If there exist positive scalars \( \varepsilon_i > 0 (i = 1, 2) \) and a diagonal positive definite matrix \( P > 0 \) such that the following LMI, as shown in (37) at the top of the next page, holds, then the dynamics of the neural network (36) is globally asymptotically stable.

**Remark 4:** The Cohen–Grossberg neural networks (36) with discrete time-delays have been well investigated in the literature, see, e.g., [2] and [18]. The result in Corollary provides alternative criteria based on LMI approach, which is numerically traceable.
\[
\begin{bmatrix}
-\alpha P - \alpha \Gamma P & \lambda_{\max}^{-1/2}(AA^T)\xi P & \epsilon_1 G_1^T & \lambda_{\max}^{-1/2}(BB^T)\xi P & \epsilon_2 G_2^T & \lambda_{\max}^{-1/2}(CC^T)\xi P & \epsilon_3 G_3^T \\
\epsilon_1 G_1 & -\xi I & 0 & 0 & 0 & 0 & 0 \\
0 & -\epsilon_1 I & 0 & 0 & 0 & 0 & 0 \\
\epsilon_2 G_2 & 0 & 0 & -\xi I & 0 & 0 & 0 \\
0 & 0 & 0 & -\epsilon_2 I & 0 & 0 & 0 \\
\epsilon_3 G_3 & 0 & 0 & 0 & -\xi I & 0 & 0 \\
\end{bmatrix} < 0
\] (35)

\[
\begin{bmatrix}
-\alpha P - \alpha \Gamma P & \lambda_{\max}^{-1/2}(AA^T)\xi P & \epsilon_1 G_1^T & \lambda_{\max}^{-1/2}(BB^T)\xi P & \epsilon_2 G_2^T \\
\epsilon_1 G_1 & -\xi I & 0 & 0 & 0 \\
0 & -\epsilon_1 I & 0 & 0 & 0 \\
\epsilon_2 G_2 & 0 & 0 & -\xi I & 0 \\
0 & 0 & 0 & -\epsilon_2 I & 0 \\
\end{bmatrix} < 0
\] (37)

\[
\begin{bmatrix}
-\alpha P - \alpha \Gamma P & \lambda_{\max}^{-1/2}(AA^T)\xi P & \epsilon_1 G_1^T & \lambda_{\max}^{-1/2}(CC^T)\xi P & \epsilon_3 \tau G_3^T \\
\epsilon_1 G_1 & -\xi I & 0 & 0 & 0 \\
0 & -\epsilon_1 I & 0 & 0 & 0 \\
\epsilon_3 \tau G_3 & 0 & 0 & -\xi I & 0 \\
\end{bmatrix} < 0
\] (39)

If there appears only distributed time-delay in the Cohen–Grossberg neural network (34), as in [20] and [23] the model can now be simplified to

\[
\frac{dx(t)}{dt} = -\alpha(x(t))\left[\beta(x(t)) - AI(x(t)) - C \int_{t-\tau}^t I_3(u(s))ds\right].
\] (38)

**Corollary 3:** If there exist positive scalars \(\epsilon > 0\) (\(i = 1, 3\)) and a diagonal positive definite matrix \(P \succ 0\) such that the following LMI, as shown in (39) at the top of the page, holds, then the dynamics of the neural network (38) is globally asymptotically stable.

**Remark 5:** In [20] and [23], the stability criteria of the Cohen–Grossberg neural networks (38) with distributed time-delays have been established in terms of some nonlinear inequalities, which involve the tuning of some scalar parameters. However, there lacks a systematic tuning law. Also, in [20] and [23], in order to verify the stability of the neural network, we have to compute the norms of the parameters \(A\) and \(C\) separately, while in Corollary 3, we just need to check the feasibility of one integrated LMI, which can be done more conveniently by the Matlab LMI toolbox.

**IV. NUMERICAL EXAMPLE**

Let us consider a third-order delayed stochastic Cohen–Grossberg neural network (10) with both discrete and distributed delays. The network data are given as follows:

\[
\begin{align*}
\Gamma &= \begin{bmatrix} 3 & 0 & 0 \\ 0 & 3 & 0 \\ 0 & 0 & 2 \end{bmatrix}, \\
A &= \begin{bmatrix} 0.3 & -1.8 & 0.3 \\ -1.1 & 1.6 & 1.1 \\ 0.6 & 0.4 & -0.3 \end{bmatrix}, \\
B &= \begin{bmatrix} 0.8 & 0.2 & 0.1 \\ 0.2 & 0.6 & 0.6 \\ -0.8 & 1.1 & -1.2 \end{bmatrix}, \\
C &= \begin{bmatrix} 0.5 & 0.2 & 0.1 \\ 0.3 & 0.7 & -0.3 \\ 1.2 & -1.1 & -0.5 \end{bmatrix} \\
G_1 &= G_2 = G_3 = 0.2I_3, \\
\Sigma_1 &= \Sigma_2 = 0.08I_3, \\
\alpha &= 0.7, \\
\alpha &= 0.8, \\
\tau &= 0.5, \\
h &= 0.12.
\end{align*}
\]

By solving the LMIs (15), (16) for \(\rho > 0, \epsilon_i > 0\) (\(i = 1, 2, 3\)), and \(P > 0\), we obtain

\[
\begin{align*}
\rho &= 1.7128, \\
\epsilon_1 &= 1.5038, \\
\epsilon_2 &= 1.5038, \\
\epsilon_3 &= 1.5422, \\
P &= \text{diag} \{0.2289, 0.2289, 0.2291\}
\end{align*}
\]

which implies from Theorem 1 that the delayed stochastic Cohen–Grossberg neural network (10) is globally asymptotically stable in the mean square.

**V. CONCLUSION**

In this letter, we have dealt with the problem of global asymptotic stability analysis for a class of stochastic Cohen–Grossberg neural networks, which involve both discrete and distributed time delays. We have removed the traditional monotonicity and smoothness assumptions on the activation function. A LMI approach has been developed to solve the problem addressed. The stability criteria have been derived in terms of the positive definite solution to two LMIs involving several scalar parameters, which can be easily solved by using the Matlab toolbox. A simple example has been used to demonstrate the usefulness of the main results.
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II. NOTATION

Let $F = \mathbb{C}$ or $\mathbb{R}$ be either the field of complex or real numbers, respectively. For any square matrix $W \in F^{n \times n}$, let $\|W\|$ denote its norm.