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Abstract-Electrification of remote and rural areas is usually in the form of a standalone power system that oper-
ates self-sufficiently. Renewable energy resources, if available in such areas, are expected to have a large and ulti-
mately, a full share of electricity generation in these areas to lessen the levelized cost of electricity for the opera-
tors. Thereby, the electric network of such remote areas can be considered as a sustainable microgrid (MG). Larger
remote areas can be supplied by several MGs, each with a different operator (owner) and running independently.
The occasional power deficiency and overloading of those MGs can be addressed by local support from the floating
energy storages, or by importing power from a neighboring MG, after interconnecting the MGs temporarily. Thus,
such MGs are expected to experience a transformation in their structure; a small change when new energy storage
systems are connected and a significant alteration when it is coupled with another MG. Before such actions, the
stability of the new system is vital to be cautiously examined to intercept the transformation, if instability is to oc-
cur. An eigenanalysis-based small signal stability evaluation technique is used in this research for an MG with a
transforming structure. The analysis will be used as a decision-making process prior to a change in the MG. If the
new system is defined to be unstable, the analysis can provide a range of control parameters for the energy re-
sources to guarantee the stability of the new system. Through MATLAB-based analyses, the impact of the number
and rating of the sources and loads, as well as the system topology of one MG on the stability of the system of
coupled MGs, is evaluated. Moreover, the impacts of the number, energy capacity, rate of discharge and state of
charge of the energy storage systems are assessed.
Index Terms-Coupled microgrids, Distributed energy resources, Battery storage systems, Overload management.
1. Introduction

Rural/remote towns around the world are usually supplied by stand-alone (community) power systems if the
expansion of utility grid is not cost-effective due to significantly long distances and low demands) [1-3]. As an ex-
ample, remote areas of Australia, covering 86% of the country and home to 3% of its population, are mostly sup-
plied by stand-alone power systems [4]. Electrification of such areas is a challenge for utilities because of the area
accessibility, economic factors, and the sustainability perspective [5-6]. The technical challenges in planning and
operating remote area power systems is reviewed in [7]. As an alternate to grid-connected remote areas, the elec-
tricity is usually generated at such sites by diesel/gas-based generators; however, the fuel cost and its transporta-
tion difficulties increase the levelized cost of electricity [2, 8-9]. When a renewable resource is ample in those
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areas (e.g. the solar energy availability in the Australian outback, and wind energy availability in its remote coastal
areas), a larger portion of the electricity demand can be supplied from such resources [10-11]. Thereby, the need
for diesel/gas-based generators can be minimized or removed, and all of the electricity demand in such areas can
be supplied by renewable resources. In such a case, energy storage systems may also be required to store and re-
turn back the energy, in accordance with the intermittencies of the resources [12]. Thus, the electricity system of
such remote areas can be considered as a sustainable microgrid (MG), composed of renewable energy-based, con-
verter-interfaced distributed energy resources (DERs) and operating as an island [1-10]. Enough generation ca-
pacity should be available in the DERs to meet the demand as there is no backup support from a utility grid [13-
15]. Large remote towns can be supplied by several independent MGs, where each may have a different owner
(operator) and each is responsible for supplying loads of a specific region [2]. Therefore, the distribution network
of alarge remote town can resemble the system of Fig. 1.

Intermittency of non-dispatchable (e.g. solar and wind-based) DERs in addition to load uncertainties can cause
an imbalance between power generation and demand in an MG at some intervals [16-17]. Any deficiency in the
generation capability versus the demand (referred to as MG overloading in the rest of this paper) results in voltage
or frequency drop. The easiest solution for grid-connected MGs in such circumstances is importing power from the
utility grid; however, such an option is not available for remote area MGs. Thereby, the solutions that can be consi-
dered are employment of dispatchable DERs (e.g. diesel generators) [18], expansion of the utility grid to the MG
site and their interconnection [13], under-frequency/voltage load-shedding [19], utilization of floating battery
energy storage (BES) systems [20], and coupling of the overloaded MG to one/more neighboring MG(s) [21].

Assuming the possibility of coupling the neighboring MGs, each overloaded MG in the system of Fig. 1 may be
supported by other MGs. Based on this idea, a transformative architecture is proposed in [22] for coupling the MGs
to improve the system self-healing in the case of faults. Power trading among MGs in the system of coupled MGs
(CMQG) is addressed in [23]. Optimal control of a distribution network composed of utility-connected MGs that form
a CMG is studied in [24] while an interactive control of CMGs is presented in [25] to guarantee effective load shar-
ing. Dynamic operation of DERs within CMGs is investigated in [26], and the dynamic security of the CMGs is ex-
amined in [27]. The interaction among the DERs of the MGs in a CMG system is also investigated in [28]. Coupling
of MGs can be realized by back-to-back converters or normally-open interconnecting static switches (ISSes) [29-
30].

Coupling an overloaded MG to a neighboring MG is a successful strategy to delay or eliminate the necessity of
load-shedding [30]. A decision-making-based approach is proposed in [31] to determine the most suitable MG(s)
to be coupled with the overloaded MG, which considers the available surplus power, electricity cost, reliability,
supply security, and the distance among MGs, as well as the maximum voltage/frequency deviation in the CMG. In
[30], the proper conditions and constraints for forming a CMG between the overloaded MG and the selected suita-
ble neighboring MG are developed, which are based on monitoring the frequency and apparent power of the over-

loaded and the neighboring MG. This research is further extended in [32] to consider an additional level of support

Revised Manuscript - page 2



by floating BES systems, based on which, at the first level of overloading detection, the BES system of the over-
loaded MG connects to provide support to the MG. If the level of support is not enough or if the stored energy of
the BES system drains over time, external support is facilitated by forming a CMG. Under such a scenario, if the
CMG system is overloaded, the BES system of the neighboring MG will also connect to support the CMG system. By
the help of the developed criteria in [30, 32], all or a portion of the demand of an MG is supported by the local BES
system or is imported from the neighboring MG, leading to a reduced/minimized necessity and rate of load-
shedding.

Before connecting a BES system or forming a CMG, the stability of the new system should be carefully analyzed
to accept or reject the change. Alternatively, if instability is observed, a range of droop control coefficients should
be defined for the DERs to enable the connection of the BES system or interconnection of MGs. Thus, the small sig-
nal stability (SSS) analysis is required before each change to prevent the changes that can lead to instability. Fig. 2
illustrates schematically the flowchart of the overload management technique of [30, 32] in which the main re-
search focus of this paper is also highlighted.

The SSS of a multi-synchronous machine-based system is extended to MGs in literature, and eigenanalysis, fre-
quency-response (impedance-based) methods, as well as a micro-based approach have been used for this purpose
[34-35]. A review of different SSS analysis techniques including transformation into a rotating direct-quadratic
reference frame, dynamic phasors, reduced-order modeling, and harmonic linearization is presented in [36]. Ref-
erence [33] has carried out a review of different SSS analyses for an MG in grid-connected and islanded modes. In
eigenanalysis, the system is represented by a set of state-space equations and the eigenvalues of the system are
calculated from the state matrix of the system [37]. This analysis predicts the response of an MG when the system
parameters are changed. An eigenanalysis-based SSS model of an MG composed of converter-interfaced DERs is
presented in [34, 37-45]. These studies have focused on an MG with a known structure which has a constant
number of DERs and loads and have not considered any changes in the structure of the MG, neither on the number
of DERs and loads. In other words, the stability of an MG with a transforming structure has not been investigated in
details. This is the research gap that is focused in this paper and has to be addressed to analyze the stability of a
transforming MG that is proposed for overload management in remote areas.

Investigating the stability of an MG with a transforming structure may seem straightforward at the first thought;
however, this paper shows that its changes are irregular when the MG is coupled with another MG (or a BES sys-
tem is added to it), depending on the conditions of the newly created system. To this end, this research tries to eva-
luate how the stability is affected when
o the number of DERs increases in the MG, assuming that the total power generation is increased/constant,

e the number of loads increases in the MG, assuming that the total power demand is increased/constant,
e BES systems are added to the MG,

o the state of charge (SoC) of a BES system is reduced over time,

multiple BES systems, each with a dissimilar SoC, are present,
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o considering different length and X/R ratio of the lines, and
e it couples with a different MG which has a radial/loop topology.
2. Network under Consideration

Consider the remote area network of Fig. 1, composed of three MGs. The MGs are thought to be interconnected
together through a normally open ISS and tie-lines. Normally, each MG operates in islanded mode and indepen-
dently from the other MGs. Npgr converter-interfaced DERs, Nggs BES systems, Nioad 10ads, Niine lines and Nyys buses
are assumed in each MG. Note that in this research, a BES system is not categorized under a DER although both of
them are assumed to be converter-interfaced. Operation of DERs and BES systems are discussed below:
2.1. Operation of DERs in the MG

A review of different control methods for the DERs of an MG is presented in [46]. In this research, it is thought
that the voltage magnitude and frequency at the converter output of DER-i, i € {1, ..., Npgr} is regulated by conven-
tional frequency droop control, described as [30]

Soera =S = Mpp  Pogri

_ p/max __
DER-i V Nper Oper.s

(0

where m is the P-f droop coefficient in Hz/W, n is the Q-V droop coefficient in V/Var, Vmax and fnax are respectively
the maximum allowed voltage magnitude and frequency, and P and @ are respectively the average active and reac-
tive powers injected by the DER to its terminal. The subscript pgr represents the DERs. Note that (1) is valid when
the active and reactive powers are decoupled by high X/R ratio of the lines. Alternatively, the generalized droop
control should be used [47]. It is noteworthy that if the cost of electricity generation by different DERs is unalike,
the MG owners may adopt a cost-prioritized droop technique, such as the one presented in [48].

When a DER increases its output active and reactive power from zero to the maximum level, the DER frequency
and voltage magnitude reduces respectively from f max to fmin and from Vmax to Vmin where max and min respectively
show the maximum and minimum allowable limits. Thereby, m and n are derived for DER-i from [26]
Mo = (S ™ = f ™) Pos
Mper = (U yme )/2Q[C;;§R-i

where < illustrates the capacities of the DERs. In this research, it is assumed that f max, fmin |/ max gnd V min of both

(2)

MGs are the same. Thus, the DERs of both MGs will have the same Af = fmax —fmin gnd the same AV = |/ max — |/ min ya]-
ues, albeit their different capacities.

The ratio of the active and reactive powers generated by any two DERs in an MG (e.g. DER-i and DER-j) is desired
to be equal to the ratio of their nominal powers (capacities) and is controlled by the reciprocal of the ratio of their
droop coefficients [26]; i.e.,

PDER-/' /PDER—i ~ PDCI?I){-j /P];E};{-i = Mpgg.; /mDER-j

QDER-j /QDER-i ~ Qlc)aé)R-/ /Q];?R-i = NpERr-i /nDER-j

Note that a DER in this research refers to a combination of energy resource with its smoothing energy storage sys-

(3)

Revised Manuscript - page 4



tem and energy management system; thereby, all DERs are thought to be dispatchable. In addition, they are as-
sumed capable of generating the powers defined by (3). If due to environmental reasons, the output power of a
DER is saturated below the desired value of (3), the other DERs will share the rest of the load based on the ratios
given in (3).
2.2. Operation of BES Systems in the MG

Every BES system has a nominal capacity, explained in kWh or Ah. However, as it injects active power to the MG,
its stored energy is reduced. As a result, a BES is characterized based on its stored energy or SoC, rather than its
nominal capacity. Thereby, a new operation mechanism is proposed in [49] for the floating BES systems in an MG,
compared to the DERs. This approach guarantees that BES systems in an MG, each with a dissimilar nominal capac-
ity and SoC, will operate such that the SoCs of all BES systems reduce to the minimum acceptable SoC (SoCmin) at
the same time, regardless of their capacity and initial charge. It is to be highlighted that this is the desired condi-
tion in an MG unless the BES systems have different owners in which they compete to discharge based on a dynam-
ic electricity tariff. To achieve this preferred result, it is desired for a BES system with lower SoC to inject less ac-
tive power compared to a BES system with a higher SoC. This is regardless of the nominal capacities of the BES sys-

tems. To realize this, the rate of discharge (RoD) of BES-i, (RoDggs-i), i € {1, ..., Nges} is defined as

RoDyy, = So CgEsiP BB (4)
where
1 SoC =1

| 09 0.9<SoC<1
SoCqs; =

0.2 0.2<£850C<0.3

and ggs represents BES systems. From (4), the P-f droop coefficient of BES-i (mggs-;) can be defined as

Mppg; = M/RODBESZ‘ (5)

Note that mggs varies discretely and not continuously as it uses SoC? instead of continuously varying SoC.
From (4) and (5), it can be seen that the output active power by BES-i reduces as SoC4 becomes smaller. Thereby,

a smaller portion of the capacity of the converter of the BES (sc®, ) is utilized for active power flow. The unused

portion of the converter capacity can then be used for reactive power exchange. Therefore, in this research, it is
assumed that in addition to active power exchange between the BES system and the MG, a reactive power ex-

change also occurs. The available capacity for reactive power in the converter of BES-i (04, ) is defined dynami-

cally as [50]

av ca 2 2

BES-i \/(SBEpS—i) _(RODBES—i) (6)
and is used to defined the V-Q droop coefficient of BES-i (nggs.;) as

Mpps; = AV/ 20pks.i (7)

Revised Manuscript - page 5



As a result, the ratio of the active and reactive powers between a DER and a BES system in the MG (e.g. DER-i and
BES-i) is as
PBES-[ /PDER-i ~ RODBES-[ /P];;lljl-i = mDER-[ /mBES-[

~ av cap _
QBES—:' /QDER—[ ~ XBES-i /QDER—/’ - nDER—[ /nBES—i

Note that the reactive power exchange between the converter of the BES system and the MG does not affect the

(8)

stored energy and the SoC of the BES system.
3. Eigenanalysis-Based Small Signal Stability Evaluation

The DERs in this research are thought to be connected to the MG through a voltage source converter (VSC),
which is composed of three parallel H-bridges. The structure and closed-loop control of the VSCs are presented in
[30, 32] and are not discussed here. An LCL filter (i.e. L¢, C;, and Lt) is used at the VSC output. A voltage control
technique is utilized in abc frame to track the desired voltage at the output of the VSC (i.e., across the capacitors Cy).
The linearized state-space description of DER-i, with such a VSC and filter structure and its closed-loop control, can
be represented in direct-quadrant frame around its equilibrium point as [37, 41-43]
AXpypp = Alpg AXpp + B (AZ;)ER)mf +CherAV g (9)

doaq L d T 4 aq qd oaq L d T . .
iy iy ve v and Zpy,, =[i; i i; i} ve v]]" while iy and i, are respectively

_red -
where Xppr =[i} 7 e L Ve

the current of Lrand Lr, ic and v are respectively the current and voltage of C;, A and B are system matrices; v is the
terminal voltage, and T is the transpose operator. Since it is assumed that the BES systems have the same VSC and
filter structure and closed-loop control system to those of the DERs, in a similar fashion to (9), the linearized state-
space equations for BES-i system around its equilibrium point can be represented as
AXjgps = Afps AXppg + B (AZ;ES)ref +C AV i (10)
The loads in this study are thought as constant impedance RL loads. Therefore, the linearized state-space equa-
tion of load-j connected to bus-jj in the MG can be represented around its equilibrium point as [37, 41-43]
AX{ g = Al Ay +Cil AV, (11)
where X, ;= [l'fil)ad if(l,ad]T . Likewise, the lines in this study are assumed to be as constant RL branches; thereby, the
linearized state-space equation of line-k between adjacent buses kk and Il in the MG can be represented around its
equilibrium point as [37, 41-43]

N ;
AXline_‘A

line

k k
Ax, . +C

line AVMG (12)
_ rad .q 17T
where Xline - [lline lline] )

Combining the state-space descriptions of all DERs, BES systems, loads and lines in the MG along with their out-

put average active/reactive powers (p, q), angles of voltages (8) and SoC of BES systems (SoC), the homogeneous

form of the MG (A}, ) is described as
AXy, = Ay AXyg (13)
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where

. qr
DERs BES Systems Loads Lines
1 Nper 1 Npgs 1 Nigaa 1 Ny
XDER -+ XDER XBES - XBES Xload"‘xloaoé Xline «+ Xlinl;c

DERs BES Systems DERs BES Systems
_ 1 Nper 1,1 Npgs 1 Nper 1 Nggs

XymG = PDER --PpErR PBES--PBES UDER -~ dDER 4BES-- ABES

DERs BES Systems BES Systems

1 Npgr gl Nggs 1 Nggs
SDER cee 6DER 6BES... 6BES SOCBES... SOCBES

From (13), the eigenvalues of the MG (Aumc) are defined as the roots of
det(AyI—Apg) =0 (14)
where I is the identity matrix with the same size of A;G and det(.) is the determinant function. Considering the

fact that each DER has 9 states (i.e., 4 states of current, two states of voltage, two states of power and one state of

angle), each BES system has 10 states (i.e., the same states mentioned for the DERs as well as the SoC state), each

load and line have two states of current, the number of the eigenvalues for an MG system (N;AG ) is given by

NQAG =9Nper +10Npps + 2N, + 2Ny, (15)
For a CMG system consisting of Nug MGs (where Nvg > 2) that are interconnected through Nric.ine tie-lines, the
linearized state-space equation can be expressed in the homogenous form of
. H
AXcyig = Acye AXevg (16)

MGs Tie-lines r

where Xy = | Xyigu - XMG-Nyg XTiedline-1** X Tieline- Ny e

Similar to (14), the eigenvalues of the CMG (Acmc) are the roots of [51]
det(Acyl - AEMG) =0 (17)
where I has the same size of AEMG . Thereby, the number of the eigenvalues for a CMG system (NEMG) is given by

NMO = NYO + NYO? 4 L+ NY' O™ 4 ONL (18)

For a stable MG or CMG system, all eigenvalues must be on the left side of the imaginary axis of s-plane, i.e., Re(4)
= 0< 0, where 4 = o+ juand Re(.) represents the real function [51]. The eigenvalues located very far from the im-
aginary axis of the s-plane (o << 0) usually damp very quickly. These eigenvalues have a smaller impact on the sta-
bility of the system and thus are not discussed in this paper. The closer eigenvalues to the imaginary axis are the
dominant eigenvalues of the system, and the MG or CMG system becomes unstable if any of them is relocated to the
right side of the imaginary axis.

After defining the eigenvalues of the system, an analysis can be carried out to investigate the impact of different

states on the system performance. Each eigenvalue of the system is affected by a group of its states. The contribu-
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tion of each of the states of Xw¢ or Xcme on each of the eigenvalues can be calculated from the participation factor

matrix (PF), defined as [51-52]
PF= I'")'®T (19)
where T is the right eigenvectors matrix of AgMG and ® indicates the element by element production. In (19),

PF(x,y) represents the contribution of state x on eigenvalue y. The states that have the highest impact (i.e., the larg-
est contribution) on an eigenvalue are referred to as the effective states of that eigenvalue in the rest of this paper.

The normalized weighting of each state on each eigenvalue is calculated from [51-52]

[PF (e, )] = [PEGx )]/ 2,

PF (1, )| (20)

where 1 shows all states of eigenvalue y.

SSS analysis can determine the range of the droop coefficients in which each MG or the CMG system is marginally
stable [53]. To this end, using a sensitivity analysis, droop coefficient m is normally varied between 0.1m, and
10m, around the operating point of m,. Likewise, droop coefficient n is also varied. Let us denote the very first m
and n in which a stable system becomes critically (marginally) stable as Mcritical and Neritical, respectively. If all DERs
have the same nominal powers, Mcritical and Neritical are valid for all DERs. However, if they have different nominal

powers, their Mcritical and neritical have a ratio as given by (3). This is also valid for the BES systems. Thus, mcritical COT-
responds to a specific Pyry while neitca corresponds to a specific Q5 . Thereby, in this paper where the capaci-
ties and numbers of the DERs, as well as the SoC, RoD, and energy capacity of the BES systems, are varied, instead

of Mcritical and Neritical, tWo other stability margins are defined, namely Afcritical and AVerisica. These two quantities are

derived from (2) and are expressed as

o/ _ cap
Af;:ritical A) - (mcritical-i X PDER-i )/fnominal X 100
o/ _ cap
AVcritica] A) - (ncritical»i X 2QDER-i )/Vnomina] X 100

which can be calculated from any of the DERs.

(21

4. Numerical Analysis Results

As discussed in the Introduction Section, the SSS analysis of the MG needs to be evaluated prior to the intercon-
nection of the MG to another MG or prior to the connection of a BES system. In this Section, first, the stability of
two individual MGs is evaluated by the help of the eigenanalysis, realized in MATLAB®. Later, the stability of the
CMG, composed of them, is evaluated. The study is further enhanced by investigating the impact of different va-
riables if one of the MGs on the stability of the CMG. In the end, the stability of an MG or CMG system with BES sys-
tems is evaluated.
4.1. Stability of Independent MGs

Let us consider MG-1 and MG-2 of Fig. 1, with a detailed structure shown in Fig. 3. MG-1 is assumed to have two
converter-interfaced DERs (connected to its bus-1 and 2) and one load (connected to its bus-3) in a loop configura-

tion. MG-2 is thought to have 4 converter-interfaced DERs (connected to its bus-1 to 4) and one load (connected to
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its bus-5) in a loop configuration. It is assumed that bus-4 of MG-1 can interconnect to bus-6 of MG-2 through a tie-
line and an ISS. For simplicity, it is thought that all DERs have the same nominal power and thus, the same droop
coefficients m and n. In addition, it is assumed that the distances of the buses from each other and the cross-section
of the conductors between them are the same; hence, the impedances of all lines are also equal. This system is re-
ferred to as the base case for MG-1 and MG-2 in the rest of this paper. The technical data of the network are pro-
vided in Table A1 in the Appendix. The stability of each MG when operating independently is evaluated below:
4.1.1. Stability Studies of MG-1

Let us assume that the operating point droop coefficients for this system are m, = 0.333 Hz/kW and n, = 2.3
V/kVAr. To evaluate the system stability, the droop coefficients are varied in the range of 0.0333 < m < 3.333 and
0.23 < n < 23. Fig. 4a illustrates the eigenvalue trajectory of this system when m is varied. From this figure, it can
be seen that the stable system becomes unstable for meritical = 3.1684 Hz /KW (i.e., Afcritical = 19.010%). This figure
only shows the dominant eigenvalues of the system, and the eigenvalues of the system at the operating point are
shown by asterisk [. This trajectory is composed of two complex conjugate critical eigenvalues (4; and ;) and
some non-critical eigenvalues.

Fig. 4b illustrates the dominant eigenvalue trajectory of this system when n is varied. The operating point eigen-
values are again shown by asterisk [1. From this figure, it can be seen that the system becomes unstable for nitical =
3.3662 V/KVAr (i.e., AVuitica = 7.317%). This trajectory is also composed of two complex conjugate critical eigenva-
lues and some non-critical eigenvalues. The characteristics of each of these eigenvalues including their real part
(o), imaginary part (v), damping ratio (), undamped natural frequency (an), oscillation period (T), and number of
cycles to damp by 50% (NoCsoy) are provided in Table 1. The pie chart of Fig. 4c illustrates the participation factor
of different states of the system on the critical eigenvalues. From this figure, it can be seen that 4; and A are signif-
icantly affected by the output current states of both DERs (i.e., (5)prr.t» ((Dperts (3)pEr.2»and (i9)per_o, €ach with a
weighting of 23.86%) while the rest of the system states altogether have an impact of 4.60%.

To assess the impact of the nominal powers of the DERs on the SSS of MG-1, an analysis is carried out in which
the nominal power of both DERs is increased from 40 to 200% of the nominal power of the base case. Fig. 4d illu-
strates Afcritical and AViiticat for MG-1 in these scenarios. From these figures, it can be seen that Afuitical increases
from 3.691% (for 40% of the nominal power) to 19.010% (for 100% of the nominal power). In addition, it can be
seen that AVgitcal increases from 2.805% (for 40% of the nominal power) to 14.822% (for 200% of the nominal
power of the base case). No instability is observed when the nominal power of the DERs is increased above 100%
of the nominal power for the variations of m, in the above-mentioned ranges.

A different analysis is conducted to consider the impact of the ratio of the nominal power of the DERs, in which
the ratio of the nominal power of DER-2 versus the nominal power of DER-1 is varied from 1 to 9, while the total
power generation capacity of the DERs is kept constant and equal to that of the base case. Fig. 4e illustrates Afcitical

and AVitical for MG-1 in these scenarios. From this figure, it can be seen that Afcritica decreases from 19.010% (for
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Pogr-2 / Poer1 = 1) to 2.338% (for Pper-2 / Poer-1 = 8). MG-1 is found to be unstable if Ppgr.2 / Pper-1 becomes larger
than 8. It can also be seen that AV iica decreases from 7.317% (for Pper-2/Pper-1=1) to 1.922% (for Ppgr-2/Pper-1=9).
4.1.2. Stability Studies of MG-2

Let us assume the same operating point droop coefficients of MG-1 for MG-2. The SSS of this system is also ana-
lyzed by a similar sensitivity analysis in which m and n are varied in the above-mentioned ranges. The dominant
eigenvalue trajectories of MG-2 are shown in Fig. 5a-b. From these figures, it can be seen that the system is stable
for Meritical = 3.0193 Hz/kW (i.e., Afcritical = 18.115%) and neritical = 3.118 V/KVAr (i.e., AVeriticat = 6.778%). This system
has 8 complex conjugate critical eigenvalues (1:-4s) and some non-critical eigenvalues for m variation while it has
6 complex conjugate critical eigenvalues and some non-critical eigenvalues for n variation. Table 1 also describes
the characteristics of the eigenvalues of MG-2. Due to the resemblance of the considered DER structure and con-
trol, as well as the load and line types in MG-1 and 2, there is a similarity in some of the eigenvalues of these MGs
and their characteristics, as seen from this table. From the pie charts of Fig. 5c, it can be seen that the critical ei-
genvalues of MG-2 are either affected by the output current states of the DERs (i.e., A1-4¢), or by the current states
of the lines (i.e., A7-4g). It is to be noted that A7 and As have a real part of -314.159 at the system operating point
(based on the data of Table 1), which is beyond the real axis range of Fig. 5a. However, for larger m variations, they
relocate to a closer distance from the imaginary axis (falling within the real axis range of the figure). By a further
increase in m, they cause instability for MG-2.

4.2. Stability of a CMG System

Now let us assume that it is desired to couple MG-1 to MG-2 by closing the ISS between them (see Fig. 5). Both
MGs have a loop structure, both have the same load demand, and the only dissimilarity is that MG-1 has 2 DERs
while MG-2 has 4 DERs. The tie-line is also assumed to have the same impedance of the lines of the MGs. This sys-
tem is referred to as the CMG base case in the rest of this paper.

To define the eigenvalue trajectories for the CMG, at the beginning, the new operating points for all state va-
riables of the CMG are defined for the instant that the MGs are connected, and the system is in the steady-state
condition. Then, the sensitivity analysis is applied to the linearized description of the newly created system and
around its defined equilibrium points. Fig. 6a-b illustrates the dominant eigenvalue trajectories for the CMG base
case. From this figure, it can be seen that the CMG is stable for mitica = 3.0011 Hz /KW (i.e., Afcritical = 18.006%) and
Neritical = 3.0729 V/KVAr (i.e., AViritica = 6.680%). Thus, it can be seen that the system will lower stability margin (i.e.,
MG-2) forces the stability margin of the other MG to be reduced. The characteristics of the dominant eigenvalues of
the CMG system are also provided in Table 1. As the CMG is composed of MG-1 and MG-2, there is a similarity be-
tween the eigenvalues of CMG with those of MG-1 and MG-2, as seen from this table. The participation factor of
each state of the CMG on its dominant eigenvalues is shown in the pie charts of Fig. 6¢. From this figure, it can be
seen that the dominant eigenvalues of the CMG system are affected either by the output current states of the DERs

of both MGs (shown in Fig. 6¢(i)-(iv)), or by the current states of the MG lines and the tie-line (shown in Fig. 4c(v)),
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or by the angle and output average active power states of the DERs of both MGs (shown in Fig. 6¢(vi)). In this sys-
tem, Ao and A10 have the same behavior as A7 and Ag of MG-2.

A comparison between the operating point eigenvalues (A°r) of MG-1, MG-2 and those of the CMG is presented in
Fig. 6d. In this figure, asterisk ¥ illustrates the eigenvalues which are significantly influenced by the output cur-
rent states of the DERs while asterisk O illustrates the ones that are significantly influenced by the output average

active power and angle states. The rest of the eigenvalues are shown by asterisk *. From this figure, it can be seen
that the loci of A2}, affected by a specific group of states are in the same loci of Ay, and A, that are affected

by the similar states.

Now it is desired to define a trend for Afcritical and AVeitical of the CMG if some of the parameters of MG-2 are va-
ried while the parameters of MG-1 are constant. The analysis will be focused on varying the number and nominal
power of the DERs, number, and demand of loads, length and X/R ratio of lines as well as the system topology
(loop/radial) in MG-2. For the analyses in which the number of loads/DERs is increased, MG-2 is assumed to have
a larger number of buses (to which the loads/DERs are connected) and lines (that interconnect the new buses).
However, the impedances of all new lines are thought to be the same as those of MG-2 base case. In addition, the
new system is assumed to have a loop configuration.

4.2.1. Impact of DERs

First, a study is conducted to analyze the SSS of the CMG system with respect to the number and nominal powers
of the DERs. For this, let us assume that the number of the DERs of MG-2 is increased sequentially from 4 to 12
while all DERs are thought to have the same nominal power of those in MG-2 base case. To this end, each DER is
thought to be connected to a separate bus which is interconnected to the other adjacent DER buses with the same
line impedances of the rest of the system. This assumption represents an MG with multiple DERs, each with plug
and play characteristic (that can be on or off at different intervals). For each case, the new steady-state operating
points of the system are defined, and the system is linearized around its defined equilibrium points. Then, the ei-
genvalue trajectory is plotted for each case using a sensitivity analysis in which m is varied around the operating
point of m,, based on which the corresponding mecrisical is defined. Fig. 7a illustrates the evolution of eigenvalue tra-
jectory for each case separately, as well as their Mcritical. Using Meritica Of €ach case in (21), Afcritical is defined for the
CMG in each case, and reported in Fig. 8a(i). In a similar way, the sensitivity analysis for n yields AVitica for each
case, as reported in Fig. 8a(ii). The first data in both of these subfigures correspond to the CMG base case. From
these figures, it can be seen that Afcritica reduces slightly from 18.006% (for a CMG with 6 DERs) to 17.373% (for a
CMG with 14 DERSs). Similarly, AV itca reduces slightly from 6.680 to 6.557%.

Another study is carried out to investigate the impact of the increase in the number of the DERs of MG-2 in the
CMG if their total power generation capacity is kept constant and equal to that of MG-2 base case. Similar to the
previous study, Fig. 7b illustrates the evolution of eigenvalue trajectory for each case, as well as the corresponding

Meritical for m variation, based on which Afgitical for the CMG in these scenarios is reported in Fig. 8b(i). Likewise,
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AVitical is calculated for the CMG in these scenarios after a sensitivity analysis on n, and reported in Fig. 8b(ii). The
first data in both subfigures of Fig. 8b correspond to the CMG base case. From this figure, it can be seen that Afcitical
reduces from 18.006% (for a CMG with 6 DERs) to 1.836% (for a CMG with 12 DERSs) if the total power generation
capacity in all scenarios are equal. The CMG is found to be unstable if MG-2 has 11 DERs or more. For this study,
AVritical decreases from 6.680% (for a CMG with 6 DERs) to 2.609% (for a CMG with 14 DERs).

The above analyses show that an increase in the number of the DERs of one of the MGs does not affect the stabili-
ty margins of the CMG strongly if the generation capacity of the CMG increases; however, they are strongly affected
if the generation capacity of the CMG is constant.

4.2.2. Impact of Loads

First, a study is carried out to evaluate the impact of the number of loads in the CMG system. For this, let us as-
sume that the number of loads of MG-2 is increased sequentially from 1 to 9 while each load is assumed to have the
same demand as that in MG-2 base case. To this end, each load is thought to be connected to a separate bus, which
is interconnected to the other adjacent load buses with the same line impedances of the rest of the system. This
assumption represents an MG with multiple loads, each with plug and play characteristic that turn on and off at
different intervals. Fig. 9a illustrates Afcritical and AViiticat for the CMG in these scenarios where the first data in its
both subfigures correspond to the CMG base case. From these figures, it can be seen that Afuitical increases slightly
from 18.006% (for a CMG with 2 loads) to 18.879% (for a CMG with 10 loads). Similarly, AV itica increases slightly
from 6.680 to 6.802%.

One more study is conducted to investigate the impact of the increase in the number of the loads in the CMG if
their total power demand is kept constant and equal to the total demand of the base case. Fig. 9b illustrates Afcitical
and AVitca for the CMG in these scenarios where the first data in its both subfigures correspond to the CMG base
case. From this figure, it can be seen that Afeiical increases slightly from 18.006% (for a CMG with 2 loads) to
18.028% (for a CMG with 10 loads) if the total demand of the loads is the same in all scenarios. Likewise, AVritical
increases slightly from 6.680 to 6.704%.

To evaluate the impact of the load power factor on the SSS analysis of the CMG system, another study is carried
out. Let us assume that the power factor of the load of MG-2 is varied from 0.9 to 0.1 while its total apparent power
is kept constant in all scenarios. Fig. 9c illustrates Afcitical and AVritical for the CMG in these scenarios. From this fig-
ure, it can be seen that Afcitcal increases slightly from 18.028% (for a load with power factor of 0.9 lagging) to
18.181% (for a load with power factor of 0.1 lagging) if the apparent power of the load is the same in all scenarios.
Likewise, AVcritical increases slightly from 6.680 to 6.704%.

The above analyses show that a change in the number, demand and power factor of the loads in one of the MGs
does not affect the stability margins of the CMG strongly. A similar conclusion can also be made for the stability
margins of an MG when the number, demand and power factor of its loads are increased.

4.2.3. Impact of Lines
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First, a study is conducted to analyze the SSS of the CMG system with respect to the length of the lines. For this,
let us assume that the length of the lines of MG-2 is varied from 0.01 to 10 times of the length of MG-2 base case
while the Q/km impedance of all lines are thought to be the same. Fig. 10a illustrates Afcitical and AVerisical for the
CMG in these scenarios. From this figure, it can be seen that Afcritical increases from 11.918% (for 1% of the nominal
line length) to 17.417% (for 10 times of the nominal line length). Likewise, AVcritica increases from 4.276% (for 1%
of the nominal line length) to 16.539% (for 5 times of the nominal line length), while no instability is observed
when the line length is more than 5 times of the nominal line length.

To assess the impact of the line X/R ratio, a new study is carried out. Let us assume that the X/R ratios of the
lines of MG-2 are varied from 0.1 to 10. Let us consider the following 6 scenarios of:

e scenario-1: Rine = 0.2 Q, X/R=0.1

e scenario-2: Riine=0.2Q,X/R=1

e scenario-3: Rine = 0.2 Q, X/R=10

e scenario-4: Xine = 0.2 , X/R=0.1

e scenario-5: Xiine = 0.2 3, X/R=1

e scenario-6: Xine = 0.2 Q, X/R =10
Aferitical and AVritical Of these 6 scenarios are shown in Fig. 10b. From this figure, it can be seen that for the same line
resistance, Afcritical increases from 17.875% (for scenario-1 with X/R = 0.1) to 19.185% (for scenario-3 with X/R =
10). However, AVcriical is not affected and is 6.680%. On the other hand, for the same line reactance, AVcritical in-
creases from 4.497% (for scenario-4 with X/R = 0.1) to 6.680% (for scenario-5 with X/R = 1) while no instability is
observed for scenario-6 with X/R = 10.
4.2.4. Impact of System Topology

Another study is conducted to evaluate the impact of the MG topology on the stability of the CMG. In the CMG
base case, discussed above, both MG-1 and MG-2 are assumed to have a loop configuration. Now, let us assume that
MG-2 has a radial configuration (assuming that the connection between bus-3 and bus-4 is broken). The analysis
reveals that in such a scenario, the CMG is critically stable for Afcritical = 18.072% and AVritical = 6.704%. The analysis
is repeated for the other lines as well and a negligible difference is observed between the stability margins of the
CMG when MG-2 has a loop or radial structure. This is mainly due to the reason that the line states do not have a
significant impact on the critical eigenvalues of the system.

4.3. Stability of an MG with BES Systems

Let us assume one or multiple BES systems are to be connected to an MG. The impacts of the number, energy ca-

pacity, RoD, and SoC of the BES systems on the stability of the MG are evaluated below:
4.3.1. Impact of Number of BES Systems
To investigate the impact of the number of BES systems on the stability of an MG, the system of MG-1 base case is

considered in which the number of the connected BES systems is increased sequentially from 0 to 8. In all scena-
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rios, the SoC, RoD and the energy capacity of the BES systems are thought to be the same and equal to the values
given in Table A1l in the Appendix. Fig. 11a illustrates Afcritical and AVritical for MG-1 in these scenarios where the
first data in its both subfigures correspond to MG-1 base case. From these figures, it can be seen that Afcritical reduc-
es slightly from 19.010% (for MG-1 base case) to 17.046% (for MG-1 with one BES system). It is further reduced to
12.049% (for MG-1 with 8 BES systems). Similarly, AVitica reduces slightly from 7.317% (for MG-1 base case) to
6.042% (for MG-1 with one BES system) and reduces to 4.301% (for MG-1 with 8 BES systems).

In the above analysis, it was assumed that the total energy storage capacity of MG-1 increases as more BES sys-
tems are connected. To analyze the impact of the increase in the number of the BES systems if their total energy
capacity is kept constant, a different study is conducted. In this study, the number of BES systems connected to
MG-1 is increased sequentially from 1 to 8 while the total energy capacity is kept constant in all scenarios. The SoC
and the RoD of all BES systems are again thought to be the same and equal to those of the previous study. Fig. 11b
illustrates Afcritica and AVriticat for MG-1 in these scenarios. This figure illustrates the same variations in the stability
margins as the previous study. Thus, it can be seen that the stability margins of MG-1 are not affected by the total
energy capacity of its BES systems.

4.3.2. Impact of RoD of BES Systems

A new study is carried out to evaluate the impact of the RoD of the BES systems. Let us consider MG-1 base case
in which one BES system is connected. The SoC and energy capacity of the BES is the same as those in Section 4.3.1
while its RoD is assumed to be increased from 40 to 200% of the previous study. Fig. 11c illustrates Afcitica and
AViritical for MG-1 in these scenarios. From this figure, it can be seen that Afcritca increases from 4.062% (for 40% of
the nominal RoD) to 19.097% (for 200% of the nominal RoD). Similarly, AVitica increases from 2.780 to 7.489%.
4.3.3. Impact of SoC of BES Systems

To analyze the impact of the SoC of the BES systems, an additional study is conducted. Let us consider MG-1 base
case in which one BES system is connected. The RoD and energy capacity of the BES is the same as those in Section
4.3.1 while its SoC is thought to be decreased from 100 to 20%. Fig. 11d illustrates Afcritical and AViritical for MG-1 in
these scenarios. From this figure, it can be seen that Afgitica decreases from 17.046% (for SoC of 100%) to 7.968%
(for SoC of 20%) while AVitica increases from 6.042 to 6.974%. The decrease in Afcitcal is due to lower capability in
supplying active power by the BES for smaller SoCs while the increase in AVqrisical is due to the fact that a larger por-
tion of the converter of the BES system can be used for reactive power exchange.

This analysis is further extended to consider more BES systems. As an example, Afcritical and AVeritical Variation for
MG-1 with two BES systems is illustrated in Fig. 11e while the same quantities for MG-1 with three BES systems
are as shown in Fig. 11f. From these figures, it can be seen that presence of a BES with a smaller SoC reduces
Aferitical Of the MG but increases its AVuitical. Thus, it is highly beneficial to develop a technique such as those dis-
cussed in Section 2.2 which can facilitate equal variation in the SoCs of multiple connected BES systems to an MG.

The above analyses illustrate that the SoC and RoD of a BES system, in addition to its VSC and filter system, signifi-
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cantly affect the stability margins of the MG while its energy capacity does not affect them.
5. Conclusions

When overloading is observed in the isolated MGs of remote areas, the MG can be supported by local BES sys-
tems and by importing power from a neighboring MG, after they are interconnected temporarily. Thus, such MGs
will experience a transformation in their structure to reduce the rate and necessity of load-shedding. Any trans-
formation should not lead to instability in the new system; thus, an eigenanalysis-based small signal stability is
proposed and developed in this paper and has a decision-making function prior to any transformation.

Through the numerical analyses for two isolated MGs, it is illustrated that the loci of the operating point eigenva-
lues of the new system, after coupling them, is approximately within the same loci of the operating point eigenva-
lues of each system, when operating independently. Furthermore, it is seen that the critical eigenvalues of the new
system are dominantly influenced by the same effective states of the critical eigenvalues of each system. Two new
marginal stability indices were defined to compare the stability of the new system versus each of the MGs
numerically. By the help of these indices and after a sensitivity analysis over the droop coefficients, it is revealed
that the MG with lower stability margins causes a drop in the stability margins of the other MG after they are
coupled. It is also seen that the stability margins of the new system are strongly affected by the nominal power of
the DERs and their ratios while no significance variation was observed versus the number, demand and power fac-
tor of the loads. In addition, it is observed that the length and X/R ratio of the lines of the MGs can affect the stabili-
ty of the new system while no impact was observed when one of the MGs had a loop or radial configuration. The
analysis also revealed that the stability of the MG closely corresponds to the SoC and RoD of the BES systems while
it was not affected by the total energy capacity of the BES systems.

In summary, it is discovered through the studies that the stability of an MG needs to be cautiously checked prior
to the connection of a BES system or another neighboring MG, as developing a list of general stability guidelines is
not straightforward and fully depends on the conditions of the newly created system.

This study had focused on sustainable MGs of future remote areas, in which all electricity demand is generated
by the help of converter-interfaced resources. The study can be expanded to include the presence of inertial
sources such as diesel/gas-based generators if they are assumed to share a portion of the load in the MGs. Fur-
thermore, the analysis did not consider a dynamic variation in the ratio of the output power of the DERs or a cost-
prioritized droop control, which can be a topic for future research in this area. It is also to be highlighted that this
study was focused on the dynamic stability of the CMGs. To guarantee that the system will not fail during the
transient process of interconnecting with another MG or connection of a BES system, a transient stability should
also be considered and accompanied by the dynamic stability, which can be a topic for future research.

Appendix

The technical parameters of the network under consideration in Fig. 3 are provided in Table A1.
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Table 1. Characteristics of the critical eigenvalues of MG-1, MG-2 and CMG base cases.

Eigenvalues o[1l/s] v[rad/s] C[%] @n[rad/s] TI[s] NoCsoy Affecting
MG-1 Base Case - A2 -7.807 +309.840 2.52 309.938 0.0203 4.378 m, n
MG-2 Base Case - A2 -13.351 +309.819 4.31 310.107 0.0203 2.560 m, n
A3- A -6.969 +309.819 2.25 309.898 0.0203 4.904 m, n
As - e -10.191 £309.819 3.29 309.987 0.0203 3.353 m,n

A7-Ag  -314.159 +314.159 70.71 444288 0.0200 0.110 m

CMG Base Case - A2 -17.147  £309.837 5.52 310311  0.0202 1.993 m, n
A3 - A4 -9.336 +309.826 3.01 309.966 0.0202 3.660 m, n
As - As -6.807 +309.825 2.19 309.899 0.0202 5.020 m, n
A7 - Ag -7.799 +309.826 2.51 309.924 0.0202 4.382 m, n

Ado- A0 -314.159 +314.159 70.71 444288 0.0200 0.110 m, n

A1 - A1z -15.482 +45.165 32.42 47.745 0.1391 0.321 m

Table. Al. Parameters of the network under consideration in Fig. 3.

MG-1 and MG-2 parameters: 3-phase, 4-wire, multiple earthed neutral (MEN) type
Vbase =230V, Vmax = 2415V, Vmin=218.50V,

frominal = 50 Hz, fmax = 50.5 Hz, fmin = 49,5 Hz,

Zioad = 50.57 +j 16.6504 Q/phase

Ziine = 0.1 +j 0.1 Q/phase, Zije-line = 0.1 +j 0.1 Q/phase

DER parameters: Py =3 kW, S5f =3.9KkVA, Lt=13.6 mH
BES system parameters: Egps = 5 kWhr, RoDgf= 2 kW, S5 = 2.6 kVA

VSC Structure: L= 0.37 mH, C¢= 50 uF
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Fig. 1. Sample illustration of a large remote town supplied by 3 isolated MGs.
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(a) Eigenvalue Trajectory of MG-1 for m Variation (b) Eigenvalue Trajectory of MG-1 for n Variation
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(a) Eigenvalue Trajectory of MG-2 for m Variation
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(a) Eigenvalue Trajectory of CMG for m Variation

(b) Eigenvalue Trajectory of CMG for n Variation
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(a) Dominant Eigenvalue Trajectory for m Variation When the Total Generation Capacity is Varied
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(b) Dominant Eigenvalue Trajectory for m Variation When the Total Generation Capacity is Constant
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Fig. 7. Evolution of the dominant eigenvalue trajectory for the CMG versus an increase in the number of the DERs

of MG-2 for m variation, assuming the total generation capacity in MG-2 is: (a) increasing, (b) constant.



(a) Variation in Number of DERs (Variable Total Generation Capacity)
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Fig. 8. Stability margins of the CMG for an increase in the number of DERs of MG-2 assuming that the total genera-

tion capacity of MG-2 is: (a) increased, (b) constant.

(a) Variation in Load Number (Variation in Total Load Demand)
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the total load demand is constant, (c) for a decrease in the power factor of the load, assuming that the load

apparent power is constant.



(a] Variation in Line Length
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(a) Variation in Number of BES Systems (Equal SoC, RoD and E®®P)
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Fig. 11. Variation in the stability margins of MG-1 versus: (a) an increase in the number of BES systems assuming
the total energy capacity of MG-1 increases, (b) an increase in the number of BES systems assuming the total
energy capacity of MG-1 is constant, (c) an increase in the RoD of the BES system, assuming that the SoC of the BES
system is 100%, (d) a decrease in the SoC of the BES system, assuming that the RoD of the BES system is 100%, (e)

different values of SoCs of the BES systems, for a system with two BES systems, (f) different values of SoCs of the



