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Abstract. Positive solutions of the semilinear elliptic boundary value problem 
-~u(x) = g(x)f(u(x)) on D, Bu = 0 on aD are studied where D is a bounded 
region and f is concave. It is proved that every positive non-constant solution 
is linearly stable and using fixed point index arguments results on existence and 
uniqueness of positive solutions are deduced. The results obtained are well-known 
in the case where g is positive on D; the proof presented in this paper applies also 
to the case, arising in population genetics, when g changes sign on D. 

In this paper, we consider the stability, existence and uniqueness of positive so­
lutions of the semi-linear elliptic boundary value problem 

-~u(x) = g(x)f(u(x)) in D; Bau(x) = 0 on aD (1) 

where D is a bounded region in IRn with smooth boundary, g : D -+ IR is a smooth 
function, and Bau(x) = ah(x)u(x) + (1-a) g~ where a E [0, 1] is a constant and h: 
aD -+ IR+ is a smooth function with h :::: 1 when a = 1, i.e., the boundary condition 
may be of Dirichlet, Neumann or mixed type. We shall assume throughout that f 
satisfies 

(fl) f : I-+ jR+ is a smooth function where I= [0, r] or [0, oo), f(O) = 0 and 
f"(u) < 0 for all u E I. 

We say that u is a positive solution of ( 1) if u is a classical solution with u( x) E I 
for all x E D and u( x) > 0 for all x E D. 

Our study of (1) is motivated by the fact that the equation arises in population 
genetics (see [5]) in which case the function g attains both positive and negative 
values on D. In the case when g = 1 it is well known that (1) has at most one 
non-constant positive solution when f satisfies (fl) (see e.g., Cohen and Laetsch 
[4]) but may have multiple solutions when f is convex (see e.g. Amann [1]). At 
first sight it seems unlikely that a uniqueness theorem should hold for ( 1) under 
the assumption (fl) when g changes sign on D as u-> g(x)J(u) is convex whenever 
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g(x) < 0. However Tertikas has shown in [9] that when n = 1 or (1) possesses 
radial symmetry then (fl) ensures uniqueness of positive solutions even when g 
may change sign. His proof which is developed initially for problems on all of lR or 
lRn uses a geometric shooting-type argument based on an integral identity satisfied 
by solutions of (1). 

We shall give a very short and easy proof that every non-constant positive solution 
of (1) is stable whether or not g changes sign and then deduce various other results 
on the existence and uniqueness of solutions. Our stability result strengthens a 
result in Henry [6] where it is shown by applying the maximum principle to a certain 
parabolic equation that every non-constant positive solution of (1) with Neumann 
boundary conditions is non-degenerate. 

Our results also complement the existence and uniqueness results obtained in [3] 
for (1) in the case on Neumann boundary conditions. 

Our main theorem depends on the same algebraic strategy as that used in [6] and 
[9], viz, making use of an identity which does not contain the troublesome function 
g. 

Theorem 1. Suppose f satisfies (!1). If u is a positive non-constant solution of 
(1) then the smallest eigenvalue of the linearized problem associated with (1), viz, 

-D.'IjJ- g(x)j'(u(x))'ljJ = p,'ljJ in D; (2) 

is positive. 

Proof: We prove the result only in the case of non-Dirichlet boundary conditions, 
i.e., 0 :::; a < 1; the a = 1 case is simpler. 

It is well-konwn that a non-negative eigenfunction ¢ is associated with the small­
est (principal) eigenvalue p,1 of (2). Thus 

-6.¢- g(x)j'(u)¢ = /L 1¢ in D; Ba¢ = 0 on aD. (3) 

Multiplying (1) by f'(u)¢ and (3) by f(u), subtracting and integrating gives 

L [D.¢j(u)- D.uj'(u)¢] dx = -p,l J f(u)¢dx. 

Then using the boundary conditions and applying Green's theorem, we obtain 

_a_ { h¢[uj'(u)- f(u)] dS +!, ¢1Vul2 j"(u) dx = -p,l!, j(u)¢dx. (4) 
1- a lav D D 

Since f satisfies ( f1), uf' ( u) - f ( u) :::; 0 for u > 0 and so it follows from ( 4) that 
M1 > 0. I 

Theorem 1 shows that all non-constant positive solutions of ( 1) are non-degenerate 
and stable. This information is sufficient to give non-existence, existence and 
uniqueness results in a number of contexts given more information on f and g. 
We shall now assume also that 

(f2) I= [0, oo) and limu_,= !~) = 0, i.e., f is sublinear, or 

(f3) I= [0, 1] and j(1) = 0, e.g., f(u) = u(1- u)(1'(1- u) + (1-r)u) as studied 
in [5] which also satisfies (fl) provided i < 1 < ~· 
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We prove our results by using the fixed point index in the framework of positive 
operators in ordered Banach spaces as described by Amann in [2]. We initially 
discuss only the case of Dirichlet boundary conditions; the other cases are similar 
but simpler technically. 

First we must express ( 1) as an abstract equation in an appropriate function 
space. Let e denote the solution of 

-flu = 1 in D; u\av = 0. 

Let E = Ce(D) = { u E C(D) : there exists a positive constant 1 such that -"'(e ::; 

u :S 1e}. Then Eisa Banach space with norm llulle = infb > 0: -"'(e :S u::; 1e}. 
The ordering in E is given by the natural cone P = { u E E : u :::0: 0}. 

Let C > 0 be chosen sufficiently large so that u ----> g(x)f(u) + Cu is strictly 
increasing for each x in D for all u in J. Then (1) is equivalent to the operator 
equation u = KNu where K is the inverse of -fl + C with Dirichlet boundary 
conditions and N : E ----> C(D) is defined by Nu(x) = g(x)f(u(x)) + Cu(x). It 
follows from the maximum principle that K N : E ----> E is a compact strongly 
order-preserving map. 

Let i(K N, U, X) denote the fixed point index of K N over an open set U C X 
where X is a retract of E and let i(KN,u) denote the local index of KN at 11 where 
u E U is an isolated fixed point of K N such that a sufficiently small open ball in E 
centred at u is contained in U (see [2]). The value of i ( K N, u) can be determined 
from the eigenvalues of K N' ( u), the Frechet derivative of K N with respect to 11. 

Lemma 2. The greatest eigenvalue of K N' ( u) is greater than, equal to or less than 
1 according as the principal eigenvalue of (2) is negative, zero or positive. 

Proof: Suppose J1 is the largest eigenvalue of KN'(u). Since KN'(11) is a positive 
operator, by the Krein-Rutman theorem then~ exists a positive eigenfunction ¢ 
corresponding to J1. Then 

-j1fl¢ + (11- 1)C¢- g(x)j'(u)¢ = 0 in D; <P\aD = 0· 

Thus 0 is the principal eigenvalue of L(J1) = - Jlfl + (11- 1 )C- g(x )f' ( u). It follows 
from the variational characterisation of eigenvalues that the value of the principal 
eigenvalue of L(J1) is an increasing function of J1· But the differential expression in 
(2) is precisely L(1) and so the result follows. I 

We can now investigate the multiplicity of solutions of 

-flu- g(x)j(11) = 0 in D; u = 0 on 8D. (5) 

Theorem 3. Suppose f satisfies (!1) and either (!2) or (!3). 

(i) Suppose that the principal eigenvalue of -fl-g(x )f' (0) with Dirichlet bound­
ary conditions is positive, i.e., 0 is a stable solution of (5). Then (5) has no 
positive solution. 

(ii) Suppose that the principal eigenvalue of -fl- g(x)f'(O) is negative. Then 
(5) has exactly one positive solution. 
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Proof: Suppose that there exists a positive supersolution u E E of (5). Then 

-i:lu + Cu 2: g(x)f(u) + Cu in D; u = 0 on 8D. 

Thus K Nu:::; u. As K NO = 0, K N : [0, u] ----. [0, u] where [0, u] denote the usual or­
der interval in E. Since [0, u] is convex (and so a retract of E), i(K N, [0, u], [0, u]) = 
1. 

Suppose that u is a positive solution of (5) lying in [0, u]. By Theorem 1 all eigen­
values of (2) are positive and so by Lemma 2 all eigenvalues of KN'(u) < 1. Hence 
u- K N' ( u) is invertible and so u is an isolated solution of u = K Nn. Suppose that 
{ uk} is a sequence of positive solutions of (5) lying in [0, u] such that limk_,= uk = 0 
in E. Thus K N Uk = uk for all k and so >. = 1, u = 0 is a bifurcation point for 
K N u = >. u. A standard bifurcation argument shows that 1 is an eigenvalue of the 
linear operator K N' ( 0) and that there is a corresponding positive eigenfunction v. 
Thus v is a positive eigenfunction of -i:l- g(x )J' (0) corresponding to the eigenvalue 
>. = 0, i.e., the principal eigenvalue of -i:l- g(x)f'(O) is zero and this is impossible 
from the hypotheses of the theorem. Hence u = 0 is an isolated solution. Therefore, 
since K N is compact, there can exist only finitely many solutions of u = K Nu in 
[0, u], say 0, ul' 112' . .. 'Uk. Thus 

k 

1 = i(K N, [o, u], [o, u]) = i(K N, Pp, o) + "'£ i(K N, uJ) 

j=l 

(6) 

where Pp = { v E [0, u] : II vile < p} and pis chosen sufficiently small so that 0 is the 
only fixed point of K N in PP. 

It has been already shown that all the eigenvalues of K N' ( Uj) < 1 and so 
i(KN,uj) = 1 for j = 1, ... ,k (see [2] Theorem 11.4). Hence (6) becomes 

i(KN,Pp,O)+k= 1. 

The hypotheses in (i) [respectively (ii)] ensure that i(K N, Pp, 0) = 1 [respectively 
OJ (see [2] Lemma 13.1). Hence (5) has no positive solution in [0, u] in case (i) and 
exactly one positive solution in case (ii). 

We complete the proof by constructing appropriate supersolutions u. First sup­
pose f satisfies (f2). Choose K 1 < first eigenvalue of -i:l with Dirichlet boundary 
conditions. Then there exists a constant K 2 such that llglloof(u) :::; K 1u + K 2 for 
all u > 0. If u i::; the unique solution of 

-i:lu- K1u = K2 in D; u = 0 on [)D 

then u E E and is a supersolution of (5). Since K 2 may be chosen arbitrarily large 
in the construction, u may be chosen arbitrarily large and the proof is complete for 
this case. 

Suppose f satisfies (f3). Then u = 1 is a supersolution of (5) and so the iteration 
defined by u 1 = 1 and 

Un+l = 0 on 8D 



SEMI-LINEAR ELLIPTIC BVP 205 

gives a monotonic decreasing sequence of supersolutions of (5) converging to the 
maximal solution of (5). Thus, if u = u2 , i.e., the unique solution of 

-~u + Cu = g(x)f(l) + C in D; u = 0 on 8D 

then u E E and u is a supersolution of (5) which is greater than or equal to the 
maximal solution of (5). Hence all positive solutions of (5) lie in [0, u] and the proof 
is complete. I 

If g(x) < 0 for all x in D, it follows from Theorem 3(i) and is in any case easy 
to prove directly that (5) has no positive solutions. If g(x) > 0 for all x in D or 
g changes sign on D, then either (i) or (ii) of Theorem 3 may apply and Theorem 
3 does not specify what happens when the principal eigenvalue of-~ - g(x )f' (0) 
equals zero. This latter case can be understood by considering the nonlinear eigen­
value problem 

-~u = Ag(x)f(u) in D; u=O on8D. 

We consider first the case where g changes sign on D. It is well known that the 
corresponding linearized problem 

-~u = Ag(x)j'(O)u in D; u = 0 on an 

possesses sequences of eigenvalues 0 < A1 < A2 ::; ... and 0 > A_ 1 > A_ 2 ::;:: .... 

Theorem 4. Suppose f satisfies the hypotheses of Theorem 3 and g changes sign 
on D. Then (7)A has no positive solution if 0 ::; A ::; A1 and exactly one positive 
solution when A > A1 . 

Proof: It is shown in [7] that the principal eigenvalue f.l(A) of 

-~1>- Ag(x)j'(O)¢> = f.l(A)¢> inD; 1> = 0 on 8D 

is positive, zero or negative according as 0 < A < A1 , A = A1 or A > A1 . Thus by 
Theorem 3, (7.A) has no positive solution if A< A1 and exactly one positive solution 
if A > A1 . 

Suppose that (7.A) has a positive solution Uj when A= A]. IfF: w~·;(n) X IR----+ 
LP(D) is defined by F(u, A) = -~u- Ag(x)f(u) then F has Frechet derivative 
Fu(AI,ul)(¢>) = -~1>- Aig(x)f'(ui)¢>. Hence by Theorem 1, Fu(A 1 ,ul) is invert­
ible. Therefore by the implicit function theorem there exists a continuous curve of 
solutions (A,u(A)) passing through (A 1 ,u1 ) and so there must exist a positive solu­
tion of (7.A) for A just less than A1 which is impossible. Hence (7.A) has no positive 
solution when A = A1 and the proof is complete. I 

The results in the preceding theorem along with standard results on local and 
global bifurcation show that in the bifurcation diagram for (7 .A) in the (A, u) plane all 
positive solutions lie on a curve emanating from and lying on the right of ( A1 , 0). The 
same result can be obtained by almost exactly the same arguments when g(x) > 0 
on D; this latter result is already well known but the corresponding result for the 
case where g changes sign appears to be new. 

Exactly analogous results hold for mixed boundary conditions, i.e., 0 < o: < 1. 
In fact it is easy to see that for each o: E (0, 1] analogues of Theorem 3 and 4 hold 
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also when assumption (f2) is weakened to limu-+oo f~) < >. 1(a) where >. 1 (a) is the 
principal eigenvalue of-~ together with the boundary condition Bau = 0. 

The above method does not yield existence results for Neumann boundary con­
ditions when f satisfies (f2); interestingly this is exactly the case dealt with in [3]. 
In the case of Neumann boundary conditions when f satisfies (f3) the situation is 
complicated by the fact that u = 1 is also a solution of ( 1) and the stability of the 
solutions u = 0 and u = 1 is influenced by the sign of fv g dx. However, by con­
sidering the fixed point indices of the constant solutions in the various cases it can 
be shown that there exists at most one non-constant positive solution and precise 
results can be given about the existence of solutions. For example 

Theorem 5. Suppose f satisfies (Jl) and (!3) and fv g dx = 0. Then 

-~u = g(x)f(u) in D; 

has a unique non-constant positive solution. 

au - = 0 on 8D on (8) 

Proof: Equation ( 8) is equivalent to an operator equation of the form u = K N u 
where K : C(D) ----+ C(D) and N are the natural analogues of the operators used 
in the Dirichlet case. Since KN: [0, 1]----+ [0, 1], i(KN, [0, 1], [0, 1]) = 1. It is shown 
in [8] that the linearized problem 

-~¢- g(x)J'(O)¢ = p¢ in D; 
8¢ on= 0 on 8D 

has negative principal eigenvalue. Hence an argument similar to that used in the 
proof of Lemma 2 shows that the largest eigenvalue of K N' ( 0) exceeds 1. Hence, 
i(KN,Pp,[O,l]) = 0. Similarly i(KN,Fp,[O,l]) = 0 where PP = {v E [0,1]: 
Ill-vII < p}. Therefore, by the argument used in the proof of Theorem 3, equation 
(8) has exactly one non-constant solution in [0, 1]. 1 
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