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Stability-Constrained Optimal Power Flow

Degiang GanMember, IEEERobert J. Thomas-ellow, IEEE and Ray D. ZimmermarMember, IEEE

Abstract—Stability is an important constraint in power system formulation [15]. Other attempts to solve this preventive control
operation. Often trial and error heuristics are used that can be problem can be found in, for example, references [4], [5], [16],
costly and imprecise. A new methodology that eliminates the need [17]-[30].

for repeated simulation to determine a transiently secure oper- . - .

ating point is presented. The theoretical development is straightf- In reall_ty the_ Stab'“t_y_ problem a_ppears to be an C_)P'_:'“ke
forward: dynamic equations are converted to numerically equiva- Problem, in which stability can be viewed as a constraint in ad-
lent algebraic equations and then integrated into the standard OPF dition to the normal OPF voltage and thermal constraints. Dis-

formulation. Implementation issues and simulation results are dis- cussions on the possibility of including stability constraints into

cussed in the context of a 162-bus system. standard OPF formulations can be found in [19], [21], [22]. It
Index Terms—Power System, Transient Stability, Optimal is well-understood that voltage and thermal constraints be mod-
Power Flow, Numerical Computation. eled viaalgebraicequations or inequalities [19]-[21]. It is, how-

ever, an open question as to how to include stability constraints
since stability is a dynamic concept adifferential equations
. . _areinvolved. We note that attempts based on either energy func-
T HE FPSt_Of losing sync_hronpus through a transient iRfon method or pattern recognition have been pursued [12]-[15].
stability is extremely high in modern power systems. we also note that the emergence of competitive power mar-
Consequently, utility engineers often perform a large numbergis creates the need for a stability-constrained OPF because
stability studies in order to avoid the problem. Mathematicallyne traditional trial and error method can produce a discrimina-
transient stability is described by solutions of a set of differefyy, among market players in stressed power systems [23]. As
tial-algebraic equations [1]-[3]. The current industry standagdported in [24], “the past practice of maintaining reliability by
is to solve the swing equations via step-by-step integratigs)owing operating guidelines based on off-line stability studies
(SBSI) methods. Since different operating points of a powgf not satisfactory in a deregulated environment.”
system have different stability characteristics, transient stability £o¢ the time being, there seems to be no general theory for
can be maintained by searching for one that respects approprjg;&puting stability limits [27]. In this paper, we develop an ap-
stability limits. Such a search using conventional methods hﬁﬁ)ach to address this problem. A similar approach using a sig-
to be done by trial-and-error methods incorporating engineerifgicantly different dynamic metric and algorithms is discussed
experience and judgement. Recently, significant improvemefig29]. We demonstrate our idea by developing a stability-con-
in computer technology have encouraged the successful implg=ined OPE framework. The methodology is built upon the
mentation of on-line dynamic security assessment progra@igte-of-the-art OPF and SBSI techniques. We found that, by
[4]-[7]. These new programs greatly improve the ability ofonverting the differential equations into numerically equiva-
stability monitoring, also indicate a trivial yet important issugen algebraic equations, standard nonlinear programming tech-
trial-and-error methods are not suitable for automated on-IiﬂgqueS can be applied to the problem. We demonstrate the tech-
computation. . ~nigue on a 25-machine 162-bus system where stability con-
The disadvantage of SBSI has been recognized since $@iints such as rotor angle limit, tie-line stability limits, and
earlier stages of computer application in power systems. Thifhers can be conveniently controlled in t@meway thermal
encouraged extensive investigations into energy functigfhits are controlled in the context of an OPF solution. The sta-
methods [8]-[11]. These methods have their roots in Lyapungyity- constrained OPF method is inevitably CPU-intensive. To

stability theory and they are able to provide a quantitati@jieve this problem, new implementation techniques are de-
stability margin. With the stability margin in hand, the changgcriped.

in direction of an operating point can be derived [12]-[14].

Possibly for the same reason, research on pattern recognition| A STAILITY -CONSTRAINED OPTIMAL POWER FLOW

and its variant, artificial neural networks, has also been rather FORMULATION

active in the past two decades. Although these methods do

not produce an explicit stability margin, they do provide for a A Standard OPF problem can be formulated as follows[19]:
simple mapping between controllable generation dispatch and Min  £(P,) 1)
indices such as an energy margin, rotor angles, etc. The simple

mapping information can in turn be used in a preventive control

. INTRODUCTION

ST. P,—P,—P(V,6)=0 2)
Manuscript received August 12, 1998; revised January 6, 1999.
The authors are with the School of Engineering Cornell University Ithaca, NY
14853 (e-mail: degiang@ee.cornell.edu; riT1l@cornell.edu; rz10@cornell.edu).
Publisher Item Identifier S 0885-8950(00)03783-4. Qg —Qr—Q(V,0)=0 (3)

0885-8950/00$10.00 © 2000 IEEE



536 IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 15, NO. 2, MAY 2000

We require that a solution of the stability-constrained OPF re-
spect the following constraint for ea¢h

S(V,8) =5 <0 @ g
> His,
m M b =6 — =—— <100° 11)
V<V <V (5) S Hy
k=1
. M whereng is the number of generators, afdis the rotor angle
PlsbPysr; (6) with respect to a center of inertia reference frame. Note that

other physical constraints such as voltage dip can also be con-
veniently included here. In (11) we use rotor angle to indicate
0" <0, <OM % W_het_her or not the_ system is stable. This criterig_ is con_sistent
g = ="y with industry practice and has been found by utility engineers
be acceptable. The reason is as follows. At first, we point out

_ o . t
Where f(:) is a cost function; (2) and (3) are the active anﬂcw)atthere is no general method for measuring the stability region

reactive power flow equations, respectively; is the vector of of dynamic system (8)—(10). Hence equation (11) is the only

generat?nr.actn./e power output W'th. upper bo%ﬁ andllower method available. Secondly, suppose the generators are approx-
boundZ*; Q) is the vector of reactive power output with UPPEl ately separated into two groups during the transient duration
boundQé” and lower bound?7*; Pr, andQy, are vectors of real y sep group g '

and reactive power demanB(V, 6) andQ(V, 6) are vectors of then the well-know equal area criteria indicates that the relative
. . ) . . rotor angle between the two groups of generators should always
real and imaginary network injections, respectivelyy, ) is

; » 74~ . besmallerthan in the extreme 180 degrees, otherwise the system
a vector of apparent power flowing across the transmission “qgsunstable Thirdlv. a real-world power svstem is alwavs oper-
andS™ contains the thermal limits for those linds;andé are X Y. P y yS op

. : ated such that an nerator rotor anglevill not be greater
vectors of bus voltage magnitudes and angles with upper d y g€ nglev g

lower limits V™ and V™. Note thatP,, ©,. V, and® are the at_ﬂa_m a threshold (like 100 degrees). If a generator_s rotor_angle
. . gr 6, is larger than such a threshold, the generator will be tripped
free variables in the problem.

Now, assume that the dynamics are governed by the so—califff jline by out-of-step relay to protect it from being damaged

F:Iassmal model in which the synphronous machme IS ch?ract "A solution to a stability-constrained OPF would be a set
ized by a constant voltagE behind a transient reactand#,. : : . . o
of generator set-points that satisfy equations and inequalities

For the sake of illustration, the 'Oa!d is modeled by a ConSt?‘l —(11) for a set of credible contingencies. Unfortunately,
impedance. Note that more complicated models could be u R honlinear programming problem contains bathebraic

in the same framework. We have the following “swing €AU%nd differential equation constraints. Existing optimization

tion 1] methods cannot deal with this kind of problem directly. In the
ds; next section, we propose a method to attack the problem.
E = Wy (8)
[lI. OUTLINE OF THE IDEA
p ) As mentioned in preceding text, it is relatively straightfor-
8o _ 7r_f° |:Pgi _ —,(Ein sin 6; — E;W,; cos 60} ward to mclud_en—l contingency constrglnts |nt(_J an OPF since
dt 2H; X/ these constraints can be mode#ddebraically It is, however,
=D;(Pyi, E;; Wai, Wy, 64, wi) (9) anopen question about how to include stability constraints. Ob-

viously the key to solving the problem is in handling the dif-
ferential equations. Here we convert the differential-algebraic
equations to numerically equivalent algebraic equations using
[g —GB} . [%ﬂc} = [‘?} (10) some appropriate rule. For our equations (8)—(10) and using the
Y Y trapezoidal rule this yields:

where& and B contain the real and reactive part of the bus h

admittance matrix, respectively¥,, and W, are vectors con- sptt — 67— 5(00?“ +wi)=0 (12)
taining the real and imaginary part of the network (bus) volt-

ages;fy is the nominal system frequenc¥f; is the inertia of

ith generatoryp; andd; are the rotor speed and anglethf gen-

s h
erator. Theith entry ofI,, andl, is given by: Wittt — o — §(D;‘+]L +DM =0 (13)
E; sin §; E; cos §;
L,=—"""> I,=-—-_"2 enerator buses

I.;=0, I, =0. (nongenerator buses) GV — By - =0 (14)



GAN et al. STABILITY-CONSTRAINED OPTIMAL POWER FLOW 537

| Run standard OPF; Run SBSI I
BV;UTH—I + Gvyn-l-l _ I;L-I-l -0 I

= — No
(n =1,2, -, nend; =12 -, ng) (15) I Are stability conTtramts violated?
Yes
wherel is the integration step length, is the integration step _[ Solve load flow; execute SBSI | Stop
counter, anchend is the number of integration steps [28]. The [
stability constraints can thus be expressed as follows: Linearize OPF constraints (2) - (7):
ng Linearize stability constraints (12) - (21)
n Linearize objective function (1)
Z Hy 65 [
k=1
5? T Tng < 100° ISolve the LP problem, update solutionl
> - |
k=1 —olAre KT condition satisfied? |
(n=1,2,---,nend i=1,2, -, ng) (16) YeS\L
Note that we must set up the equations needed for computing Stop

initial values of rotor angle, and equations for computing pa-
rameters of the swing equations. It is trivial to show that: ~ Fig- 1. Overall procedure for stability constrained OPF.

wH=0 (17) A. An Algorithm

A model algorithm that has been tested on several power sys-
tems is outlined in Fig. 1. We developed the model algorithm
E;V; sin(6} — 6;) + P,X, =0 (18) based on the successive linear programming method [22] with
two additions: incorporation of stability constraints and a new
constraint relaxation technique (the constraint relaxation tech-
y L , nique described in [22] is also implemented in our code).
Ej — EiV; cos(8; — 0i) — QuiXg; =0 In what follows we explain the procedure described in Fig. 1.
(i=1,2,---,ng) (19) Since stability constraints are typically not binding, it is only
prudent to begin by solving a standard OPF to start and to check
to see if the solution of the standard OPF respects stability con-
Pr; straints. If the solution does, this solution is also the final solu-

Gload,i = V2 (20) tion of stability constrained OPF. If the solution does not respect
‘ stability constraints, then a complete stability constrained OPF
must be solved.
Bioag i = Qui The KT condition in Fig. 1 stands for the Kuhn-Tucker op-
’ 1% timality condition associated witthe algebraic NP problem
(i=1,2---,nb) (21) Inside the main loop, load flow and dynamic swing equations

should be solved simultaneously. Based on our computational
Where Gioqa,; @and Bioqq, 1 represent the real and imaginaryexperience, this seems to be overly cautious. So in our proto-
part of load impedance, andb is the number of buses. Intype code, we solve load flow and swing equations sequentially.
summary, we obtain the followirgjgebraic nonlinear program Qur experience also indicates that the integration method and

(NP) problem the step-size used in SBSI and that in the algebraic NP problem
. should be consistent. Otherwise, the algorithm may not con-
Min  f(Fy) verge.
S.T. (2)~7) Linearizing the objective function and constraints is trivial.
(12)—(21) (22) Techniques for reducing CPU demand are thus discussed in the

next section.
This standard nonlinear programming problem can be solved

using existing numerical methods. Indeed, the idea describedin Computational Complexity

th.is section is s_urprisingly simplle. In subsequent sectioqs, WeThe algebraic NP problem (22) contains a very large number
will develop a linear programming (LP) based computationgk constraints. We offer some observations that could lead to
procedure to solve this algebraic NP problem. practical solutions. We start our discussion by making a com-
parison between steady-state security constrained OPF and dy-
IV. COMPUTATIONAL ISSUES namic-security constrained OPF. As an example assume:
In this section, we outline the overall procedure of our method —There are 10 contingency constraints
and discuss some of the computational complexities associated-The integration step size is 0.1 second
with it. —The integration period is 2 seconds
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—There are 2 network switches (the point in time where the A Rotor Angle

fault is applied and cleared)

Note that each integration step imposes one set of constraint:
those are, equations (12)—(16), so each contingency imposes ___
set of 22 constraints (2/0422 constraints). Thus for this sta-
bility-constrained OPF, roughly 220 constraints need to be ap
pended to standard OPF (l) to (7). For steady-state security cor
strained OPF, 10 constraints would need to be appended to sta
dard OPF (I) to (7). This analysis is however overly simplistic >
because of the following reasons. 0.4 Integration Time

First, the number of binding constraints for dynamic security
is typically smaller than that for steady-state security. In perhapg. 2. Constraint relaxation for the stability constrained OPF.
any power system, the number of binding stability constraints is
normally very small, say in the order of 5 or less. V. AN EXTENSION

Second, the data structure of nonlinear programming proble . . . . .

(22) fulfills the requirement of successful application of the cu .r-nrhe integration-based method described in preceding sec-

tomized LP-based OPF algorithm reported in [22]. The maj lﬁ.rss alf? c(;ffersb':he bavs\}s O.f an analytical t|00| .fotrh(.)ther ts.ta-
computational burden in the LP-based OPF algorithm is to tity-related prob’ems. e give some examples in this section.

peatedly solve the so-called primal and dual equatigns= b Similar to standard OPF or steady-state security constrained

andBT\ = f. To solve the primal equations (the technique fqu(';' ;[_he gbjectlve fgnctmn ;)ftthe stability clonstramed”OPF can |
dual equations is similar), writBz = b as follows: e defined as operating cost, transmission loss, as well as specia

objectives like the one given below:

100degrees

Bii Bia| | b1 .
|:B21 B22:| |:$2:| = |:b2:| (23) Min Z(sz — Pg?z)Q
Where sub-matriceB8;; andB; . correspond to linear load flow S.T. (2)~7)
equations linearized from (2)—(3). They are constant during the (12)~(21)
search of optimal basis. The solution of the primal equations is
given by: whereP;J represents the desired operating point (typically the
. previous one). The objective of this OPF is to find a secure
x; = By (b — Biaw2) (24)  operating point that is close to the desired operating point.

Such a problem is known as preventive control or generation
rescheduling [12], [16], [17].
[Baz — (Bay - BY) - Bia] - s = by — (Bay - BLY) - by (25) Another example is to estimate the loadability of power sys-
tems subject to stability constraint [25]. The objective function
Since matrixB11 is constant during LP iteration, its factors arend load flow constraints of this problem is defined as:
computed only once in the beginning of the process, and stored

sparsely for the next iterations. During each LP iteration, one Max A

only need solve dense linear equations (25)fgrand perform ST P,—AP,—P(V,0)=0
forward/backward substitutions to compute From iteration Qy— XL —Q(V,0) =0
to iteration, if the size 0B, is very small compared with that (4)~(7), (12)~(21)

of basis matrixB, the above algorithm is extremely efficient.

We point out that the data structure of nonlinear programminghere scalar\ denotes a parameter associated with load in-
problem (22) meets this assumption, in addition, it is almostease.

band-wise, and is very sparse. Total Transfer Capability (TTC) or stability limit of tie line

Third, for most stability studies, we can apply the concan possibly be computed by solving:
straint relaxation technique explained below. Suppose the

maximum rotor angle at each integration stefhat is Max Interface Flow

max(6;,4 = 1,---, ng), reaches maximum point at 0.4 S.T. (2)«7)

second, then the constraints associated with those integration (2)~(21)

steps after (say) 0.6 second can be excluded from LP problem

since they are not binding (Fig. 2). Note that once TTC is obtained, it is trivial to compute Avail-

Note that a full SBSI should always be performed to ensuable Transfer Capability (ATC) [24]. The interface flow can be
that no stability constraint is violated. In other words, if angf either point-to-point type or area-to-area type.
rotor angle violates the constraint after 0.6 second, these rotoOne of the advantages of our method is that it has little limita-
angle constraints should be adaptively incorporated into the LiBn on component modeling. Load can be flexibly expressed as
problem. Our method significantly reduces the size of LP proany combination of constant impedance, constant current, and
lems. The results of simulation studies are provided in subsmnstant power. Generators can be modeled using a single-axis
guent text to further illustrate the significance of this techniquenodel, a two-axis model, or even a more detailed model [1].
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Fig. 3. Dynamic response of 162-bus system at three operating points.
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in Fig. 2 has been implemented in our MATLAB code. It was
found that the dynamics of system between 0.0 second to 0.6
second needs to be incorporated into LP problem, the dynamics
of system beyond 0.6 does not contain a binding constraint
thus is not included into the LP problem. As a result, the CPU
saving is enormous.

VII. CONCLUSIONS

The objective of monitoring and ultimately controlling the
stability of a power system is desirable. While the technology
for stability simulation is rather stable now, little theoretical
work has been done for computing stability limits precisely.

There is, however, an increasing need of solutions for this
challenging problem. In this paper, we have developed a basis
for one approach to this problem. The method naturally inherits
the advantages SBSI has such as, it has little limitations on com-
ponent modeling, it is robust, and it provides all system swing
information. We demonstrated that, using this general method-
ology, for the first time the stability limits of power systems can
be precisely and automatically estimated. We are hoping that the
methodology can be further developed into a practical tool. This

300
250
—&—Maximu
200 . m Angle
150 J —@—Cost
100 -
50
0llllllllllllllllll
Teen~oe - oone
lteration Counter
Fig. 4. Iteration process of stability constrained OPF.

[
Network changes such as three-phase-ground faults or the re-
moval of transmission lines can also be modeled in a straight-{2]
forward way. 3
(4]

VI. NUMERICAL EXAMPLES

The integration-based method was implemented using thé®!
MATPOWER package [26], a MATLAB-based power system
analysis toolbox that is freely available for download from the [6]
site at http://www.pserc.cornell.edu/matpower/. The prototype
code has been tested on a 25-machine 162-bus system, 10—mm
chine 39-bus system, and a 3-machine 9-bus system. The results
of the 162-bus system are presented here. 6]

A three-phase-to-ground fault is applied to bus 26, the fault is
cleared 0.2 second later coupled with the removal of line 26-25.
The integration is executed for 1.6 seconds. The power flow (PF)°!
dispatch set-points were used as starting points to solve Olﬂ:O]
and SOPF (though the results of OPF should be used as starting
points to solve SOPF). 1)

Fig. 3 illustrates the maximum rotor angles after the contin-
gency when the operating point of the system is given by stg42]
bility-constrained OPF (SOPF), PF, and OPF, respectively. It
can be seen that the system does not survive after the contip
gency at operating points given by PF or OPF, it does at oper-
ating point given by SOPF.

The iteration process of the stability constrained OPF i§14]
shown in Fig. 4. The constraint relaxation technique illustrated

will require that it be efficiently implemented.

ACKNOWLEDGMENT

T We would like to thank Dr. Z. Yan and C. Sanchez-Murillo
for their valuable help during the course of the study reported in
the paper.

REFERENCES

1] P. W. Sauer and M. A. PaiPower System Dynamics and Sta-

bility. Upper Saddle River, NJ: Prentice-Hall, 1998.
P. Kundur,Power System Stability and ContrdicGraw-Hill, 1994.

] B. Stott, “Power system dynamic response calculationsroteedings

of the IEEE vol. 67, 1979, pp. 219-241.

E. Vashediand Y. Mansowt al,, “A general purpose method for on-line
dynamic security assessmenEEE Trans. on Power Systemwl. 13,
no. 1, pp. 243-249, 1998.

A. B. R. Kumar and V. Brandwajet al., “Integrated framework for dy-
namic security analysis/EEE Trans. on Power Systenwsl. 13, no. 3,
pp. 816-821, 1998.

K. W. Chan and R. W. Dunet al, “On-line dynamic-security contin-
gency screening and rankingEE Proceedings Generation Transmis-
sion and Distributionvol. 144, no. 2, pp. 132-138, 1997.

K. Demaree and T. Athagt al, “An on-line dynamic security analysis
system implementationfEEE Trans. on Power Systeml. 9, no. 4,
pp. 1716-1722, 1994.

H. D. Chiang, “Direct stability analysis of electric power systems using
energy functions: Theory, application, and perspectiPegteedings of
the IEEE vol. 83, no. 11, pp. 1497-1529, Nov. 1995.

M. Pavella and P. G. MurthyJransient Stability of Power Systems:
Theory and Practice New York, NY: John Wiley & Sons, Inc., 1994.
A. A. Fouad and V. VittalPower System Transient Stability Analysis
Using the Transient Energy Function MethodEnglewood Cliffs:
Prentice-Hall, 1991.

M. A. Pai,Energy Function Analysis for Power System Stabikiywer
Academic Publishers, 1989.

A. A. Fouad and J. Tong, “Stability constrained optimal rescheduling
of generation,1IEEE Trans. Power Systemsl. 8, no. 1, pp. 105-112,
1993.

] J. Sterling and M. A. Pat al, “A method of secure and optimal oper-

ation of a power system for dynamic contingenciddgctric Machine
and Power Systemsol. 19, pp. 639-655, 1991.

K. S. Chandrashekhar and D. J. Hill, “Dynamic security dispatch: Basic
formulation,” IEEE Trans. Power Apparatus and Systerd. 102, no.

7, pp. 2145-2154, July 1983.



540

(15]

[16]

(17]

(18]

(19]

(20]
(21]

[22]

(23]

(24]

(25]

(26]

(27]

IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. 15, NO. 2, MAY 2000

V. Miranda and J. N. Fidalget al, “Real time preventive actions for [28] F. Alvarado, “Parallel solution of transient problems by trapezeidal in-

transient stability enhancement with a hybrid neural-optimization ap- tegration,”IEEE Trans. on Power Apparatus & Systemsl. 98, no. 3,
proach,”|EEE Trans. on Power Systewol. 10, no. 2, pp. 1029-1035, pp. 1080-1090, May/June 1979.

1995. [29] M. La Scala and M. Trovatet al., “On-line dynamic preventive control:

W. Li and A. Bose, “A coherency based rescheduling method for dy- An algorithm for transient security dispatcHEEE Trans. on Power
namic security,” inrProceedings of PICAL997, pp. 254-259. Systemsvol. 13, no. 2, pp. 601-610, 1998.

D. Gan and Z. Qet al, “Methodology and computer package for gen- [30] Y. Xue, T. Van Cutsem, and M. Ribbens-Pavella, “Real-time analytic
eration reschedulingJEE Proceedings—Generation Transmission and sensitivity method for transient security assessment and preventive con-
Distribution, vol. 144, no. 3, pp. 301-307, May 1997. trol,” IEE Proc, pt. C, vol. 135, no. 2, 1998.

R. J. Kaye and F. F. Wu, “Dynamic security regions of power systems,”
IEEE Trans. Circuits and Systemsl. 29, Sept. 1982.

J. Carpentier, “Toward a secure and optimal automatic operation of
power systems,” inEEE PICA Conference Proceedingslontreal,

Canada, 1987, pp. 2-37. Degiang Gan (David)is a post-doctoral research associate at PSERC, School
B. Stott ’and O.’ Alsaet al, “Security analysis and optimizatiorfro- of Engineering, Cornell University. His research interests are power system sta-
ceedings of IEEEvol. 75, no. 12, pp. 1623-1644, 1987. bility and optimization.

I. A. Momoh and R. J. Koesslest al, “Challenges to optimal power
flow,” IEEE Trans Power Systemsol. 12, no. 1, pp. 444-455, 1997.
0. Alsac and J. Brighet al., “Further developments in LP-based optimal

power flow,” IEEE Trans. Power Systemel. 5, no. 3, pp. 697711, Ropert J. Thomascurrently holds the position of Professor of Electrical Engi-
1990. . o neering at Cornell University. His current research interests are broadly in the
R. J. Thomas and R. D. Zimmerma al, “An internet-based plat-  5reas related to the restructuring of the electric power business. He is the current
form for testing generation scheduling auctions,"Hawaii Interna-  chajr of the IEEE-USA Energy Policy Committee. He is a member of Tau Beta
tional Conference on System Sciendg¢awaii, January 1998. Pi, Eta Kappa Nu, Sigma Xi, ASEE and a Fellow of the IEEE. He is the cur-

S. C. Savulescu and L. G. Leffler, “Computation of parallel flows angent pirector of PSerc, the NSF /UCRC Power Systems Engineering Research
the total and available tansfer cpability,997 PICA Tutorial Consortium.

D. Gan and Z. Quet al, “Loadability of generation-transmission sys-

tems with unified steady-state and dynamic security constraint&4tim

IEEE/PES Transmission and Distribution Conference and Exposition

Los Angles, CA, September 1996, pp. 537-542.

R. Zimmerman and D. Gan, MATPOWER: A MATLAB Power SystemRay D. Zimmerman received a Ph.D. in electrical engineering from Cornell
Simulation Package. University in 199S. He is currently a research associate at Cornell in electrical
M. llic and F. Galianat al,, “Transmission capacity in power networks,” engineering and experimental economics. His interests include restructuring of
International Journal of Electrical Power & Energy Systewd. 20, no.  the electric utility industry and software tools for engineering research and ed-
2, pp. 99-110, 1998. ucation.



