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Stability diagram for the forced Kuramoto model
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We analyze the periodically forced Kuramoto model. This system consists of an infinite population
of phase oscillators with random intrinsic frequencies, global sinusoidal coupling, and external
sinusoidal forcing. It represents an idealization of many phenomena in physics, chemistry, and
biology in which mutual synchronization competes with forced synchronization. In other words, the
oscillators in the population try to synchronize with one another while also trying to lock onto an
external drive. Previous work on the forced Kuramoto model uncovered two main types of attrac-
tors, called forced entrainment and mutual entrainment, but the details of the bifurcations between
them were unclear. Here we present a complete bifurcation analysis of the model for a special case
in which the infinite-dimensional dynamics collapse to a two-dimensional system. Exact results are
obtained for the locations of Hopf, saddle-node, and Takens—Bogdanov bifurcations. The resulting
stability diagram bears a striking resemblance to that for the weakly nonlinear forced van der Pol

oscillator. © 2008 American Institute of Physics. [DOI: 10.1063/1.3049136]

The study of synchronization is a classic topic in nonlin-
ear science. Sometimes the concern is with mutual syn-
chronization, as in Huygens’s 1665 discovery of the sym-
pathy of pendulum clocks. In other situations, one is
more interested in forced synchronization, as in the injec-
tion locking of a laser or the entrainment of circadian
rhythms by the daily light-dark cycle. Here we consider a
simple mathematical model in which both types of syn-
chronization are present simultaneously, creating a con-
flict between them. What happens when a network of
dissimilar but mutually coupled oscillators is also driven
by an external periodic force? For a natural generaliza-
tion of the Kuramoto model, the interaction of forcing,
coupling, and randomness leads to a rich set of collective
states and bifurcations. We explain all of these phenom-
ena analytically, using an ansatz recently introduced by
Ott and Antonsen.

I. INTRODUCTION

In 1975 Kuramoto proposed an elegant model for an
enormous population of coupled biological oscillators.'?
Each oscillator was described solely by its phase, with am-
plitude variations neglected; the oscillators were coupled all-
to-all, with equal strength; the interaction between them was
purely sinusoidal, with no higher harmonics; and their intrin-
sic frequencies were randomly distributed across the popula-
tion according to a symmetric bell-shaped distribution. All of
these simplifying assumptions helped Kuramoto make head-
way on what otherwise would have been a hopelessly intrac-
table many-body, nonlinear dynamical system. By means of
an ingenious self-consistency argument, he was able to show
analytically that the system could undergo a phase transition
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to mutual synchronization, once the coupling between the
oscillators exceeded a certain threshold.

Over the past three decades, many researchers have shed
light on the mathematical aspects of collective synchroniza-
tion by studying Kuramoto’s model and its close relatives.”
In a somewhat surprising view of its simplicity, the model
has also been shown to be relevant to a variety of physical
systems.s’6 Examples range from electrochemical
oscillators™® and Josephson junction arrays9 to coupled
metronomes,lo collective atomic recoil lasing,ll and neutrino
flavor oscillations.'?

One way to extend the model is to allow for the effects
of external forcing. This generalization is theoretically natu-
ral, but it is also motivated in part by experimentally ob-
served phenomena.8 For example, consider the way that the
daily cycle of light and darkness helps to entrain our sleep,
body temperature, and other circadian rhythms to the world
around us.>™"° Like all mammals, each of us has a circadian
pacemaker, a network of thousands of specialized clock cells
located in the region of the hypothalamus known as the su-
prachiasmatic nuclei, just above where the optic nerves criss-
cross as they make their way back to the brain. These cells
have been shown experimentally to be intrinsically
oscillatory16 and their distribution of natural frequencies has
been measured.!” The pacemaker cells are also known to be
mutually coupled, though their precise connectivity remains
unclear. Thus, qualitatively at least, one could try to model
the pacemaker cell network with the Kuramoto model. Now
consider how this network might respond to an imposed
cycle of light and dark (information of this sort is known to
be conveyed from the eyes to the pacemaker through a spe-
cialized neural pathway). If the light-dark cycle is 24 h long,
we expect the electrical thythms of many individual pace-
maker cells to successfully entrain to it. But what if we alter
the period or strength of the external forcing, as has been
done in countless experiments on mice, hamsters, primates,
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and human volunteers?"® Or what happens if the experiment
is conducted on mutant organismsl&19 whose intrinsic peri-
ods are a few hours longer or shorter than normal, or which
may be intrinsically arrhythmic, having almost no free-
running circadian rhythm at all?

Questions like this can be addressed, in mathematically
idealized form, within the framework of the periodically
forced Kuramoto model.”** Its governing equations are

given by
N
dv; K . .
— w2, sin(¥; — ;) + F sin(ot - 9), (1)
dt Nig
for i=1,...,N. Here 1; is the phase of oscillator i, w; is its

natural frequency, K is the coupling strength, F is the forcing
strength, o is the forcing frequency, and N> 1 is the number
of oscillators. The natural frequencies are randomly distrib-
uted with a density g(w), assumed unimodal and symmetric
about its mean value w.

This system is capable of rich dynamics because of its
interplay among randomness, coupling, and forcing. The ran-
domness comes from the variance of the natural frequencies.
This effect tends to desynchronize the oscillators and scatter
their phases. The coupling, on the other hand, tends to align
the oscillators to the same phase, although it does not favor
any particular frequency for the collective oscillation. In con-
trast, the forcing does favor a specific frequency, namely that
of the external drive. Depending on the relative magnitudes
of these competing effects, we expect to see various kinds of
cooperative behavior and transitions between them.

Before continuing, it proves useful to simplify the gov-
erning equations in two ways. First, if we view the dynamics
in a frame corotating with the drive, the explicit time depen-
dence in Eq. (1) disappears. To achieve this, let

Then Eq. (1) yields

N

do. K

— =(w;— o) +—2, sin(f,- 6,) — Fsin 6,, 3

g = (@rm0)+ 2 sin(6;- 6) ) )
for i=1,...,N. Second, as Kuramoto originally pointed out,

it is helpful to introduce a complex order parameter z, given
by

N
I
() =52 e )
Nj=i

Then the sum in Eq. (3) reduces to Im(Kze™'%), an identity
which will prove useful later.

The order parameter also has a nice physical interpreta-
tion. Its amplitude |z| quantifies the phase coherence of the
population: an incoherent state has z=0; a perfectly coherent
state has |z| =1. Furthermore, the argument of z can be inter-
preted as the average phase of all the oscillators. So in a
sense, the single complex number z(¢) serves as a proxy for
the state of the population as a whole.

Sakaguchi20 was the first to study the periodically forced
Kuramoto model. He derived a self-consistent equation for
steady-state values of |z|, under the assumption that z(f) was
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entrained by the external force [meaning that z(z) appeared
motionless in the rotating frame]. In numerical simulations
of Eq. (3), however, Sakaguchi found that this state of
“forced entrainment” was not always attained. For some val-
ues of the parameters, the system could settle instead into a
state of “mutual entrainment.” In this case a macroscopic
fraction of the system self-synchronized at a different fre-
quency from that of the drive, indicating that this subpopu-
lation had broken away and established its own collective
rhythm. (For circadian rhythms, this would mean that the
animal’s internal clock was drifting relative to the outside
world.) Sakaguchi’s numerics further indicated how forced
entrainment could be lost and give way to mutual entrain-
ment. Such transitions were found to occur via two different
mechanisms, corresponding to a pair of distinct bifurcation
curves in parameter space. These curves appeared to join at a
point, but Sakaguchi was unable to resolve the details of the
crossover region numerically.

More recently, Antonsen et al.”! gave an improved ana-
Iytical treatment of the model. Their linear stability analysis
and numerical simulations also revealed an intriguing set of
bifurcation curves, but the way the various curves join to-
gether still remained unclear. The overall layout of the sta-
bility diagram suggested that an underlying two-dimensional
system was controlling the dynamics—a remarkable finding,
given that model (3) is essentially infinite-dimensional
(recall N>1).

This tantalizing clue led Ott and Antonsen to an impor-
tant discovery.22 They found that the Kuramoto model pos-
sesses an invariant manifold, a special family of states for
which the macroscopic dynamics becomes low-dimensional.
In particular they showed that on this invariant manifold, the
order parameter for the forced Kuramoto model (3) exactly
satisfies a two-dimensional dynamical system, for the special
case where the frequency distribution g(w) is Lorentzian and
the initial state satisfies certain strong analyticity properties
with respect to .

In this paper we analyze the two-dimensional system
derived from the analysis of Ott and Antonsen.”” Our results
give the first complete picture of the bifurcation structure for
the forced Kuramoto model. We obtain explicit formulas for
the system’s saddle-node and Hopf bifurcation curves, as
well as the codimension-2 Takens—Bogdanov point from
which they emanate. Bifurcation theory predicts that a curve
of homoclinic bifurcations should also emerge from the
Takens—Bogdanov point; we compute this homoclinic curve
numerically.

The rest of the paper is organized as follows: Section II
reviews the approach of Ott and Antonsen,” leading up to
their derivation of the reduced equations for the order param-
eter dynamics. Section III presents new results about the bi-
furcations in this system and resolves the issue of how all the
transition curves fit together. The final section discusses the
implications of the results, their relation to prior work, the
limitations of the approach used here, and some of the ques-
tions that remain.

Downloaded 26 Apr 2010 to 157.92.44.71. Redistribution subject to AIP license or copyright; see http://chaos.aip.org/chaos/copyright.jsp



043128-3 Forced Kuramoto model

Il. DERIVATION OF THE REDUCED EQUATIONS

The analysis of Eq. (3) is carried out in the continuum
limit N— . Then the state of the system is described by a
density function f(6, w,t). Here f is defined such that at time
t, the fraction of oscillators with phases between 6 and 6
+d0 and natural frequencies between w and w+dw is given
by f(0,w,t)dfdw. Thus

o0 2
f f f(6,w,1)dOdw =1 (5)
—» J 0
and
21
fw,0,0)d0=g(w), (6)
0

by definition of g(w).
The evolution of f is given by the continuity equation

af

—+— v)=0, 7

)= ™
which expresses the conservation of oscillators of frequency
w. Here v(6,w,1) is the velocity field on the circle corre-
sponding to Eq. (3) as N— o,

o 21T
v(0,w,t)=(w—(r)+KJ J sin(6’' - 0)f(0',w’ 1)
- J()

Xd0'dw' — F sin 6. (8)

This expression can be written more compactly in terms of
the complex order parameter z, which in the continuum limit
becomes

o 21
(1) = f f e"f(6,w,0)dbdw. 9)
—o0 J 0

Using the identity mentioned in the Introduction, we note
that the double integral in Eq. (8) simplifies to Im(Kze™*%).
Hence the continuity equation becomes

af o

o 00(f{(w U)+_[(K“F)e_’0 (Kz+F)*e ’H]})=0,

(10)

where the asterisk denotes complex conjugation.
Normally one would try to solve Eq. (10) by expanding
f as a Fourier series in 6,

FOwp) =8 )[1+Ef,,(wz)em9+cc] (11)

n=1

where c.c. denotes complex conjugate. Substitution of Eq.
(11) into Egs. (9) and (10) would generate an infinite set of
coupled nonlinear ordinary differential equations for the am-
plitudes f,(w, 7). Unfortunately the dynamics of this infinite-
dimensional system would likely be difficult to analyze
further.

It was at this point that Ott and Antonsen” noticed
something wonderful. They restricted attention to the special
family of densities f for which
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fulw,0) =[a(w,n)]", (12)

for all n=1. In other words, they assumed that all the am-
plitudes f, are nth powers of the same function a(w,1).
Amazingly, this ansatz satisfies the amplitude equations for
all n, so long as a evolves according to

da

E=%(KZ+F)*—i(w—a')a—%(KZ+F)C¥2 (13)

and z satisfies
z(1) =f a*(w,0)g(w)dw. (14)

Then, by further assuming that g(w) is a Lorentzian,

A
(- wy)? +A%]’

and that a(w,t) satisfies certain analyticity conditions in the
complex w-plane, Ott and Antonsen”” evaluated Eq. (14) by
contour integration and thereby derived the following exact
evolution equation for the order parameter z:

dz

Z_l[(KZ+F) (Kz+ F)*22]-[A+i(0-wy)]z. (16)

g(w)= (15)

The conditions required were that a(w,f) can be analytically
continued from the real w-axis into the lower half of the
complex w-plane for all =0; that |a(w,f)|—0 as Im(w)
——o0; and that |a(w,0)|<1 for real w.

lll. ANALYSIS OF THE REDUCED EQUATIONS
A. Scaling the equations

We turn now to the analysis of the two-dimensional sys-
tem (16). The first step is to reduce the number of parameters
by nondimensionalizing the system. Let 7=At, }:"=F/A, K
=K/A, 6=0/A, and ®y=wy/A. Then the form of Eq. (16)
stays the same except that A no longer appears (in effect, A
has been set to 1 without loss of generality) and all the other
parameters now have hats over them. For ease of notation we
drop the hats in what follows, remembering that all the pa-
rameters are now dimensionless. Also, let

Q=0-wy (17)

denote the (dimensionless) detuning between the drive fre-
quency and the population’s mean natural frequency. Then if
we introduce polar coordinates

z=pe'? (18)

and separate Eq. (16) into real and imaginary parts, we ob-
tain the dimensionless evolution equations for p and ¢,

K F
p'="p(1=p")=p+ (1= pcos &, (19)

¢’:—{Q+E<p+l>sin qﬁ}, (20)
2 p

where the prime denotes differentiation with respect to di-
mensionless time.
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FIG. 1. (Color online) Stability diagram for the forced Kuramoto model. Bifurcation curves are shown with respect to the strength F and detuning ) of the
external forcing, both of which have been nondimensionalized by the width A of the distribution of the oscillators’ natural frequencies. The dimensionless
coupling strength is fixed at K=5. (a) Regions A-E correspond to qualitatively different phase portraits; see text and Fig. 2 for explanations. Four types of
bifurcations occur: supercritical Hopf bifurcation; homoclinic bifurcation; and two types of saddle-node bifurcations. The saddle-node bifurcations on the
upper branch, and also those on the lower branch between the cusp and the saddle-node-loop point, are purely local. In contrast, those on the portion of the
lower branch extending from the origin to the saddle-node-loop point have global consequences; they are saddle-node infinite-period bifurcations, or
SNIPERs, which create or destroy limit cycles. The filled circle marks a codimension-2 Takens—Bogdanov point, at which the Hopf, homoclinic, and upper
saddle-node curve intersect tangentially. (b) Enlargement of the crossover region, just to the right of the Takens—-Bogdanov point, where all four bifurcation
curves run nearly parallel to one another. Three of them (Hopf, SNIPER, and the lower branch of saddle-node bifurcations) meet at a codimension-2
saddle-node-loop point, marked by a filled diamond. (c) Enlargement of the region near the codimension-2 cusp point (filled square), where the upper and
lower branches of saddle-node bifurcations meet tangentially. The two branches are almost indistinguishable in this image. (d) Schematic version of the

stability diagram, intended to show how the bifurcation curves connect in the confusing crossover region. Tangential intersections have been opened up for
clarity.

B. Stability diagram and phase portraits bifurcation curves labeled saddle-node, Hopf, homoclinic,

Our next goal is to obtain the stability diagram for Egs. and SNIPER. In the places where two or more of these

(19) and (20). Before delving into the details, which can
become intricate at times, we jump to the final result. Figure
1 shows the stability diagram for the representative case
where K=5. Here the various stability regions labeled A-E
correspond to the phase portraits shown in Fig. 2.

We realize that these figures appear complicated at first
glance, so let us begin by offering a few general remarks
about them. Figure 1 is divided into five regions, A-E, by the

curves nearly coincide, Fig. 1(a) becomes especially confus-
ing. To clarify what is going on in such regions, Figs. 1(b)
and 1(c) zoom in near two codimension-2 points of interest
(to be discussed in detail later). Since even these figures can
be hard to interpret, we have tried to make everything as
clear as possible by presenting a schematic Fig. 1(d). Unlike
Figs. 1(a)-1(c), which are numerically accurate, Fig. 1(d) is
only topologically correct. We have distorted some of stabil-
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(a) Region A

1
\
[

I

(c) Region C (d) Region D

(e) Region E

FIG. 2. Phase portraits for the two-dimensional dynamics of the complex
order parameter z, or equivalently, for the variables p, ¢ regarded as polar
coordinates. Open dots, unstable fixed points. Closed dots, stable fixed
points. Asterisk, origin of the z-plane. Dashed curves, stable and unstable
manifolds of the saddle point. The panels are not all shown at the same
scale; the regions shown in (b) and (c) are small and have been blown up
here for clarity.

ity regions and pulled certain curves apart to make the layout
of the diagram transparent, and to highlight the three differ-
ent codimension-2 points that will later be seen to organize
the entire diagram.

A similar but incomplete version of Fig. 1 was obtained
previously by Antonsen et al.;?' see Fig. 3 in their paper.
Those authors generated their results based on direct simula-
tions of Eq. (3) for N=1000 oscillators. They also compared
their numerics to analytical results they derived for the exis-
tence and stability of equilibrium points for Eq. (3), which
correspond to entrained states in the original frame. Our ap-
proach, in contrast, is to analyze the reduced system Eqgs.
(19) and (20). We do not present numerical results for the
full system Eq. (3) because in every case we have checked,
our results match those reported already by Antonsen et al.”!
except in cases where the previous methods were inconclu-
sive.

C. Saddle-node and SNIPER bifurcations

It is algebraically awkward to solve for the fixed points
of Egs. (19) and (20) in terms of the parameters. Fortunately,
we do not need to solve for them. Since we are mainly in-
terested in the bifurcation curves, we can make headway
more easily by imposing an appropriate bifurcation condition
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and then solving for the parameters in terms of the fixed
point, rather than the other way around. This is a standard
trick in bifurcation theory, and it allows us to derive the
bifurcation curves in closed form, either explicitly or as para-
metric equations.

For example, at a saddle-node bifurcation, one of the
eigenvalues equals 0 and hence the determinant of the Jaco-
bian vanishes there. (The same would be true at transcritical
or pitchfork bifurcations, but given the absence of the con-
straints or symmetries associated with these types of bifur-
cations, there is no reason to expect either of them to occur
here.)

Hence to find the locus of saddle-node bifurcations, we
solve p'=0, ¢'=0, and 6=0 simultaneously, where & de-
notes the determinant of the Jacobian. The trick is to regard
the unknown values of the variables p and ¢ on equal foot-
ing with the parameters K, (), and F. Then the resulting
system of three equations in five unknowns can be solved
explicitly to yield a parametrization of the saddle-node bifur-
cation surface. Various parametrizations are possible. One
convenient choice is to express the parameters in terms of the
fixed-point values of p and ¢. We find that the saddle-node
surface is then given by

_ 2(p*+2p*cos2¢+ 1)
(1= p)*(1 +p*cos 2¢)’

21

_ (PepPsin2g
2= 21+ pPeos 20) 22)

~ 4p*(p* + 1)cos ¢
F=- (1-pH)*(1+p?cos2¢)’ .

where we allow p and ¢ to sweep over their full ranges
Osp=l,-nwTs¢d=m

This parametrization provides some interesting informa-
tion. For instance, it shows that K increases monotonically
with p, for each fixed value of ¢. Hence K=2 everywhere
on the saddle-node surface, with the minimum value K=2
being attained when p=0 and hence F=0, or in other words,
when there is no forcing. This result makes sense. In the
absence of forcing, the system is just the traditional Kura-
moto model with a Lorentzian g(w), and K=2A (or in di-
mensionless terms, K=2) is the well-known formula for the
critical coupling at the onset of mutual synchronization.l’2

To compare our results with those obtained numerically
by Antonsen et al.*' it is more illuminating to slice through
the saddle-node surface at a fixed value of K>2 and then
plot the resulting saddle-node curves in the (), F) plane. To
find these curves we solve p’'=0, ¢'=0, and 6=0 for (),
sin ¢, and cos ¢, and then use sin® ¢+cos” ¢=1 to solve for
F, now regarding K and p as parameters. The result is the
following parametrization of the saddle-node curve:
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(p*+ D**VK(p* - DIK(p* = 1)* = 4] - 4(p* + 1)
Qsn = 2 2 >
2(p"=1)
(24)
V2 K2 (02 - 1) + 2K (p* — 4p* +3) - 8 (3)

N (P> = 1)

Figure 1 plots this saddle-node curve for the case K=5,
as previously studied by Antonsen et al.*' We compute the
curve for all values 0<p<1, disregarding any values that
yield nonreal results for () or F.

The two branches of the saddle-node curve intersect tan-
gentially at a codimension-2 cusp point, as highlighted in
Fig. 1(c) and marked schematically in Fig. 1(d) by the solid
square. For K=5, the parameter values at the cusp are
() =3.5445 and F~=~3.4164.

Along with local saddle-node bifurcations, the lower
branch of the saddle-node curve (where F=()) also includes
a large section consisting of saddle-node infinite-period
(SNIPER) bifurcations. These have important global impli-
cations, because they create or destroy limit cycles in the
phase portrait of Egs. (19) and (20).
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D. Hopf bifurcation

Next we calculate the locus of parameter values at which
Hopf bifurcations occur. We impose the fixed point condi-
tions ¢’ =0, p'=0 as before, but now require that the Jaco-
bian has zero trace and positive determinant—the latter two
conditions are equivalent to requiring that the eigenvalues be
pure imaginary.

Solving simultaneously for ¢'=0, p’=0, and trace=0,
we find

) (K*-4)Q
Sin ¢= - (26)
FVK-2K\K+2
(K— 2)3/2
Cos p=— —F——, (27)
¢ 2F\VK+2
K-2
= . 28
P=\x12 (28)

Because p depends only on K, we can go a bit further
than we did in the saddle-node case. Using sin® ¢+cos’ ¢
=1 as before, F' can now be obtained explicitly in terms of K
and (),

F Hopf =

2K K+2

For the special case K=35 studied by Antonsen et al.”! Eq.
(29) becomes

1 3
Fropr= 7= \/ 51225 + 19602 (30)
10 V7
Figure 1 plots the graph of Fy,(€2). Notice how straight it
is, and that it nearly lines up with the lower branch of the
saddle-node curve.

E. Takens-Bogdanov point

As mentioned above, for Eq. (29) to truly signify a Hopf
bifurcation, the Jacobian determinant must be positive at the
corresponding parameter values ({1, F). This will be the case
if ) and F are sufficiently large. Specifically, their values
must exceed those at the Takens—Bogdanov point

(K -2)K>

= 31
™ 4(k+2) (31)
. —1(1{ 2)\/K3—2K2+4K—8 2)
TB™y K+2

obtained by solving four simultaneous equations, ¢'=0, p’
=0, trace=0, and determinant=0.

The Takens—Boganov point is marked with a filled circle
in Figs. 1(a) and 1(d). In addition to serving as the endpoint

1 \/(K— [K* - 4K + 4(0% + DK + 160%K + 160?]

(29)

of the Hopf curve, it splits the upper branch of the saddle-
node curve into two sections of different dynamical charac-
ter. On the lower section (below the Takens—Boganov point),
an unstable node collides with a saddle along the saddle-
node bifurcation curve; this can be seen by comparing re-
gions D and A, as shown in Figs. 2(d) and 2(a). The opposite
situation occurs on the upper section of the saddle-node
curve, above the Takens—Boganov point. Here a stable node
collides with a saddle, corresponding to the transition be-
tween regions B and A; see Figs. 2(b) and 2(a).

F. Homoclinic bifurcation

The theory of the Takens—Bogdanov bifurcation implies
that a curve of homoclinic bifurcations must also emerge
from the codimension-2 point, tangential to the saddle-node
and Hopf curves. For the case K=5 shown in Fig. 1, Qg
=% and FTB=%\/§. The curve shown in the diagram was
computed numerically. It is almost indistinguishable from the
Hopf curve and thus produces a very small region between
them, as shown in Fig. 1(b).

A striking feature of the homoclinic curve is that after
moving parallel to the Hopf curve for a while, it makes a
sharp backward turn and then joins onto the lower branch of
the saddle-node/SNIPER curve, meeting that curve tangen-
tially at a codimension-2 “saddle-node-loop” point23’24
marked by a filled diamond in Figs. 1(b) and 1(d).
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G. Phase portraits and bifurcation scenarios

As we have seen, the bifurcation curves in Fig. 1 parti-
tion the stability diagram into five regions, labeled A-E. We
now give a fuller treatment of the dynamics associated with
each region and the transitions from one to another.

1. Region A: Forced entrainment

Here the order parameter z approaches a stable fixed
point for all initial conditions, as shown in Fig. 2(a). To
interpret what this means, recall that all our analysis has
assumed a frame corotating with the drive. Hence this stable
fixed point represents a state in which the order parameter is
moving periodically while staying phase-locked to the drive.
Therefore, back in the original frame, a macroscopic fraction
of the oscillator population must also be moving in rigid
synchrony, locked to the same frequency as the drive signal.

2. Region B: Bistability between two states
of forced entrainment

Now suppose we weaken the forcing. Imagine moving
down along a vertical line in Fig. 1(b), decreasing F while
holding () fixed. As we do so, we first pass from region A
into the extremely narrow region B by crossing through the
upper branch of the saddle-node curve (24). At this bifurca-
tion, a stable node is born out of the vacuum, along with a
saddle point. Meanwhile, the stable fixed point that we en-
countered in region A still exists; it lies in the lower right
part of Fig. 2(b).

Thus region B depicts a form of bistability. Depending
on the initial conditions, the system chooses one of two pos-
sible states of forced entrainment, differing in their phase
coherence (the magnitude of z) and their phase relationship
to the drive signal (the argument of z).

3. Region C: Bistability between forced entrainment
and phase trapping

Continuing our vertical descent through Fig. 1(b), we
next cross from B into C by passing through the curve of
Hopf bifurcations, Eq. (29). The stable fixed point created in
region B now loses stability and gives birth to a tiny attract-
ing limit cycle [Fig. 2(c)]. On this cycle the order parameter
still runs at the same average frequency as the drive but its
relative phase and amplitude now wobble slightly. Because
these variations remain trapped within tight limits, one says
the system is phase trapped (as opposed to phase locked) to
the drive. Back in the original nonrotating frame, the macro-
scopic dynamics for this state would be quasiperiodic with
two frequencies. This is not the only attractor, of course; the
state of forced entrainment seen earlier in A and B persists,
so we still have bistability, but now between phase trapping
and forced entrainment.

4. Region D: Forced entrainment

Passing from region C to D carries us across a curve of
homoclinic bifurcations. As we approach this curve from
above, the tiny limit cycle in Fig. 2(c) expands. At the bifur-
cation it touches the saddle point and forms a homoclinic
orbit. Beyond the bifurcation the phase portrait looks like
that shown in Fig. 2(d). An invariant loop has been created,
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in which the saddle and the original stable node are now
connected by both branches of the saddle’s unstable mani-
fold. The stable node is the unique attractor. Hence the sys-
tem again falls into a state of forced entrainment.

5. Region E: Mutual entrainment

Forced entrainment is finally lost when we pass from
region D to E. When crossing the lower branch of the saddle-
node curve, we need to be careful to specify exactly where
the crossing occurs. Specifically, do we cross to the left or
right of the codimension-2 saddle-node-loop point [filled dia-
mond in Fig. 1(b)] at which the homoclinic curve meets the
saddle-node curve?

Suppose first that we cross below and to the left of the
saddle-node-loop point. Then in Fig. 2(d) the saddle and
node would slide toward each other along the invariant loop,
coalesce, and disappear, leaving a stable limit cycle in their
wake. Thus, this saddle-node bifurcation is actually a
SNIPER (saddle-node infinite-period) bifurcation.

The limit cycle created by the bifurcation is globally
attracting. Hence the order parameter always settles into pe-
riodic motion in the rotating frame. But unlike the limit cycle
of Fig. 2(b) this cycle winds around the origin of the z-plane,
marked by an asterisk in Fig. 2(d). This is an important dis-
tinction, because it implies that the phase of z now increases
monotonically relative to that of the drive. Consequently the
order parameter z(z) oscillates at a different average fre-
quency from the drive signal, implying that a macroscopic
fraction of the oscillator population has broken loose from
the drive. In other words, the system has spontaneously mu-
tually entrained itself, at least in part. This is therefore one
mechanism by which forced entrainment can give way to
mutual entrainment.

But there are other possible mechanisms as well. For
example, consider Fig. 1(b) again, and now direct your at-
tention to the upper right corner. By moving down along the
right side of the picture, we can cross directly from C to E,
without ever going through D. This happens when we cross
through the portion of the lower saddle-node curve lying
above and to the right of the saddle-node-loop point. In this
case the bifurcation is not a SNIPER; it is just an ordinary
saddle-node bifurcation. To visualize this scenario, imagine
sliding the saddle in the middle of Fig. 2(c) to the right along
its unstable manifold until it collides with the node and an-
nihilates it. During this process the limit cycle in Fig. 2(c)
grows. And so the phase portrait now resembles the one
shown in Fig. 2(e).

A third scenario is much simpler. Suppose (1>, so
that we are well to the right of the cusp in Figs. 1(c) and 1(d).
Then as we decrease F, we move directly from A to E.
Forced entrainment gives way to mutual entrainment through
a supercritical Hopf bifurcation.
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IV. DISCUSSION
A. Stability diagram

The main result of the paper is the stability diagram
shown in Fig. 1. We have focused on the analytical deriva-
tion of several of the curves in this picture and tried to clarify
how they fit together and what they imply about the system’s
overall dynamics. Having immersed ourselves in the details,
it is worthwhile to step back and try to understand the
broader lessons that this picture holds.

Figure 1 essentially divides into two big regions. One
represents forced entrainment, wherein a macroscopic frac-
tion of the population is phase-locked to the drive. The rest
of the population consists of oscillators belonging to the in-
finite tails of the frequency distribution; these remain un-
locked. Thus it would be more accurate to speak of “partial
forced entrainment,” though we hope the intended meaning
of the shorter name is clear.

The other main region represents (partial) mutual en-
trainment. Now there are three qualitatively different groups
of oscillators: (1) the unlocked oscillators in the tails; (2) the
oscillators entrained by the forcing; and (3) a self-organizing
group of oscillators that entrain one another at a frequency
different from that of the drive. The existence of this third
group causes the order parameter to wobble or drift periodi-
cally relative to the drive, as manifested by a stable limit
cycle in the phase portraits [Figs. 2(c) and 2(e)].

B. Comparison to the Adler equation

The boundary between forced and mutual entrainment is
complicated when viewed at a fine scale, as shown in Fig.
1(b). But from a bird’s-eye view, it looks very much like the
straight line F'=(). Here is why: this is the result one would
expect from the Adler equation

¢' =—Q —Fsin ¢, (33)

which has been used to model the entrainment dynamics of
phase-locked loops,25 lasers,zﬁ’27 and ﬁreﬂies,28 among many
other systems. The two-dimensional systems (19) and (20)
reduce to Adler’s equation as K—, in the sense that p
approaches 1 on a fast time scale, while ¢ obeys Eq. (33) on
a slow time scale.

The intuitive explanation is that in this limit, the cou-
pling between oscillators is so strong that the population acts
like one giant oscillator, with nearly all the microscopic os-
cillators at the same phase. Hence the order parameter am-
plitude remains close to p=1 at all times, so the system be-
haves as if it had a very strongly attracting limit cycle. This
explains why the dynamics of the forced Kuramoto model
mimic the Adler equation in this limit.

For a more analytical route to the same conclusion, look
at the large-K behavior of the Takens—Bogdanov point,
which essentially lies on the dividing line behind the two big
regions. The formulas (31) and (32) imply that

Fs 1-8K™* (34)

Qrp
as K—oo, Thus F=() for large and even moderate values
of K.
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C. Comparison to forced van der Pol equation

For weaker coupling, but still large enough that the sys-
tem can partially self-synchronize (2<K <), the popula-
tion again acts like a single limit cycle oscillator, but now
with a limit cycle that is only weakly attracting. As before,
the complex order parameter plays the role of this effective
limit-cycle oscillator.

So when forcing is applied, we expect the overall dy-
namics to be like those of a forced, weakly nonlinear oscil-
lator. And indeed, the stability diagram bears a striking re-
semblance to that of a forced van der Pol oscillator, in the
limit of weak nonlinearity, weak detuning, and weak forcing.
As in the problem studied here, the stability diagram for this
well-studied system29 is also organized around a Takens—
Bogdanov bifurcation and a saddle-node-loop bifurcation.

Likewise, some of the regions in the van der Pol diagram
are unusually thin and small. This helps to explain why they
were overlooked for decades, until the theory of the Takens—
Bogdanov bifurcation was developed and guided later re-
searchers to the missing transitions that, on topological
grounds, had to be there.

One always expects small regions in systems with
Takens—Bogdanov bifurcations because, according to normal
form theory, the saddle-node, Hopf, and homoclinic curves
have to intersect fangentially at the Takens—Bogdanov point.
But here, as in the van der Pol problem, the regions are even
smaller still, because they must also hug the line F= (), for
the reasons given above.

D. Caveats

It is important to understand what has—and has not—
been shown by the analysis presented in this paper. Follow-
ing Ott and Antonsen,”” we made a number of very particular
choices in the course of reducing an infinite-dimensional
problem to a two-dimensional one. We chose a special fam-
ily of initial states [see Eq. (12)] and showed that they
formed an invariant manifold. In other words, if the condi-
tion (12) is satisfied initially, it is automatically satisfied for
all time. Then we chose a special distribution of natural fre-
quencies [see Eq. (15)], and required further that the initial
state satisfies certain strong analyticity properties with re-
spect to its dependence on these frequencies. Taken together,
these choices then implied that the system’s order parameter
evolves according to the two-dimensional dynamical system
(16).

If the conclusions that followed were sensitive to these
choices, we would not have accomplished much. But there is
reason to believe that the results are robust, and largely in-
dependent of these choices. The strongest evidence is nu-
merical. Every time we have run simulations of the forced
Kuramoto model (1) for hundreds or thousands of oscillators,
we have seen all the attractors and bifurcations predicted by
the analysis, where they are supposed to be. Ott and
Antonsen” found similar agreement when they studied other
variants of the Kuramoto model.

This suggests that the flow on the invariant manifold
faithfully captures the macroscopic dynamics of the full sys-
tem, at least in some sense. Unfortunately, we do not know

Downloaded 26 Apr 2010 to 157.92.44.71. Redistribution subject to AIP license or copyright; see http://chaos.aip.org/chaos/copyright.jsp



043128-9 Forced Kuramoto model

how to make this statement precise. The issue is probably
subtle. We do not believe, for example, that the invariant
manifold is everywhere transversely attracting—it certainly
is not in other problems we have studied. For example, ap-
plying the method of Ott and Antonsen’ to the Kuramoto
model with a bimodal frequency distribution, we found that
the invariant manifold in that case could be transversely re-
pelling at certain points.3 0

Nor are we sure whether all the attractors for the full
system lie within the invariant manifold. If they did, that
would explain why this manifold controls the system’s long-
term macroscopic dynamics. But we have no proof of this
weaker statement either.

Now regarding the choice of a Lorentzian frequency dis-
tribution; this was crucial to the analysis, but not, we suspect,
to the results. Sakaguchi® used a Gaussian g(w) and found
the same attractors and bifurcations as we did. Our own
simulations for the Gaussian case (unpublished) show that
the stability diagram is different in numerical details, of
course, but its topology is unaffected.

On the other hand, the algebraic form of the forced
Kuramoto model, with its purely sinusoidal coupling and
driving, probably is crucial. The ansatz (12) no longer works
if the model contains higher harmonics. Indeed, the bifurca-
tion behavior of the classical (unforced) Kuramoto model is
known to be altered when generic periodic functions are used
in place of a pure sine function in the coupling.3 132 50 we
expect new phenomena to arise in the forced Kuramoto
model as well, when one departs from pure sinusoids in the
driving and coupling terms.
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