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Abstract—Decentralized inverter control is essential in dis-
tributed generation (DG) microgrids for low deploymen-
t/operation cost and high reliability. However, decentralized
inverter control suffers from a limited system stability mainly
because of the lack of communications among different inverters.
In this paper, we investigate stability enhancement of the droop
based decentralized inverter control in microgrids. Specifically,
we propose a power sharing based control strategy which
incorporates the information of the total real and reactive power
generation of all DG units. The information is acquired by
a wireless network (such as a WiFi, ZigBee, and/or cellular
communication network) in a decentralized manner. Based on
the desired power sharing of each DG unit and the acquired
information of total generation, additional control terms are
added to the traditional droop controller. We evaluate the
performance of the proposed control strategy based on small-
signal stability analysis. As timely communication may not be
established for a microgrid with low-cost wireless communication
devices, two kinds of analytical models are developed with respect
to negligible and nonnegligible communication delays, respective-
ly. Extensive numerical results are presented to demonstrate the
system stability under the proposed control strategy with respect
to different communication delays.

Index Terms—Delay, droop control, inverter, microgrid, smart
grid, stability, wireless network.

I. INTRODUCTION

Distributed generation (DG) of electricity based on renew-
able energy sources such as wind and solar is gaining more
and more interests all over the world because of ever-growing
concerns on energy cost, energy security, and environmental
issues. Although DG has a great potential for economic and
environmental benefits, how to establish efficient and reliable
control over a large number of DG units is one of the primal
problems to be solved in the near future. One promising
solution to this problem is the microgrid, which interconnects
a group of DG units and loads at a distribution voltage level
in a local area such as an university or a residential com-
munity [1] [2]. Microgrids are established based on localized
control and can operate in either a grid-connected mode or an
islanded mode, which significantly reduces the complexity of
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DG unit control. In order to avoid high capital expenditure and
low reliability in microgrid operation, decentralized control is
indispensable [3].

In this paper, we investigate one of the critical control
problems in microgrids, i.e., the droop based decentralized
inverter control. The main objective is to achieve efficient real
and reactive power sharing while maintaining the microgrid
frequency and voltage [4]. Featured by a decentralized control
strategy without a communication network infrastructure, the
traditional droop control strategy emulates the droop charac-
teristics of synchronous generators based on local estimates
on real and reactive power generation. However, in a typical
microgrid application where the ratio of line resistance to
line reactance is high, the coupling between real and reactive
power control deteriorates the system stability [5]. Several
methods can be used to improve the stability of traditional
droop control in microgrids. For instance, an adaptive transient
droop function can be added to damp the oscillatory modes
of the power sharing controller [4], while the transient droop
gains can be adaptively scheduled based on a small-signal
analysis with respect to the loading trajectory of each DG
unit. The virtual impedance method can be used to decouple
the real and reactive power control [6] [7], especially for the
transformer coupled DG units which already have significant
output inductance [8]. In order to avoid the complexity in
impedance design, the virtual frequency and voltage frame
based droop control strategy can be used [9]. The frequency
and voltage are transformed to a virtual frame for a completely
decoupled relationship between real and reactive power.

In comparison with the existing approaches which improve
the traditional droop control strategy of individual inverters,
we address the stability enhancement of droop control by
establishing coordination among the inverters based on a
wireless network. The objective of this research is to introduce
limited communication overhead to improve the stability while
maintaining the decentralized structure of the traditional droop
control strategy. A power sharing based control strategy is
proposed based on the information provided by a wireless
network, i.e., the total real and reactive power generation of
all DG units. The information acquisition is completed in a
decentralized manner in accordance with the decentralized
inverter control. By evaluating the differences between the
desired and actual real and reactive power sharing of each DG
unit, additional control terms are incorporated in the traditional
droop controller to improve the system stability. Specifically,
a proportional term is incorporated in the frequency droop
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control to damp the oscillation in real power sharing without
affecting the original droop gain. On the other hand, an
integral term is incorporated in the voltage droop control to
correct the inaccurate reactive power sharing based on the
traditional droop control. As timely communication may not be
established for a microgrid with a low-cost wireless network
infrastructure, the communication delay may adversely affect
the performance of microgrid control [2] [10]. Therefore, we
extend our previously proposed power sharing based control
strategy [1] by considering the impact of communication delay.
Analytical models are established to evaluation the stability of
microgrids under our proposed control strategy with different
communication delay values. To facilitate the analysis, we de-
compose the small-signal model of the microgrid with respect
to the traditional droop control terms and the power sharing
based control terms, respectively, and use an approximation
algorithm to calculate the modes of the small-signal model.
Numerical results indicate that our proposed control strategy
can improve system stability as compared with the traditional
droop control strategy when the communication delay is small.

The remainder of this paper is organized as follows. Sec-
tion II describes the system model. Section III presents the pro-
posed power sharing based control strategy. The performance
analysis with respect to negligible and nonnegligible commu-
nication delays is presented in Section IV and Section V,
respectively. Numerical results are presented in Section VI.
Section VII concludes this research work.

II. SYSTEM MODEL

Consider an islanded microgrid with parallel-connected
inverters, as shown in Fig. 1. In the microgrid, there are G
inverters (corresponding to the DG units), H loads, N nodes
(or connection points), and L power transmission lines. Each
line in the microgrid interconnects a pair of two nodes, while
each node is connected to an inverter and/or a load. Without
loss of generality, we order the elements in the microgrid
such that the sets of inverters, loads, nodes, and lines are
given by {1, 2, · · · , G}, {1, 2, · · · ,H}, {1, 2, · · · , N}, and
{1, 2, · · · , L}, respectively. A wireless network is established
to provide wireless communication links among the inverters.
Each inverter is equipped with a wireless communication
device which can communicate with a certain set of inverters.
The wireless network is considered to be strongly connected,
i.e., there exists a communication (possibly multi-hop) path
between any pair of two inverters.

The droop based decentralized inverter control strategy is
considered [4] [5]. As shown in Fig. 2, the controller of
each individual inverter consists of three parts, i.e., the power
controller, voltage controller, and current controller. In this
work, we consider the stability of power controller, while
the voltage and current controllers are based on traditional
proportional-integral (PI) controllers. The D-Q reference frame
transformation is considered, where the d-axis and q-axis of
the reference frame of each inverter are rotating at the refer-
ence frequency [11]. Based on the traditional droop control
strategy, the reference frequency and output d-axis voltage of
inverter g (g ∈ {1, 2, · · · , G}) are determined by the power
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controller and are given by

ω
(g)
R−dr = ω0 −K

(g)
P−drP

(g) (1)

v
(g)
R−dr,od = v0,od −K

(g)
Q−drQ

(g) (2)

v
(g)
R−dr,oq = 0 (3)

where ω0 and v0,od are the nominal set points of frequency and
d-axis output voltage, respectively, while K

(g)
P−dr and K

(g)
Q−dr

are the frequency and voltage droop gains with respect to cer-
tain ranges of frequency and voltage magnitude, [ω(g)

min, ω
(g)
max]

and [v
(g)
min,od, v

(g)
max,od], respectively, given by

K
(g)
P−dr =

ω
(g)
max − ω

(g)
min

P
(g)
max

(4)

K
(g)
Q−dr =

v
(g)
max,od − v

(g)
min,od

Q
(g)
max

. (5)

In (1)-(3), we use the subscript “−dr” to denote the values
determined based on the traditional droop control strategy.
Since no communication network is available for traditional
droop control, ω

(g)
R−dr, v

(g)
R−dr,od, and v

(g)
R−dr,oq are equal to

ω
(g)
R , v(g)R,od, and v

(g)
R,oq in Fig. 2.

The inputs of the power controller, i.e., the real power (P (g))
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and reactive power (Q(g)), are calculated based on the low-
pass filtered (with cutoff frequency ωc) values of p(g) and q(g),
respectively, given by

p(g) = v
(g)
od i

(g)
od + v(g)oq i(g)oq (6)

q(g) = v
(g)
od i(g)oq − v(g)oq i

(g)
od . (7)

The output ω(g)
R of the power controller is used by the pulse-

width modulation (PWM) inverter as reference frequency,
while the reference voltage of the PWM inverter needs to be
regulated by the following voltage and current controllers.

Based on the references provided by the power controller,
v
(g)
R,od and v

(g)
R,oq , the output of the voltage controller is given by

i
(g)
R,id = Kpv[v

(g)
R,od − v

(g)
od ] +Kiv

∫
[v

(g)
R,od − v

(g)
od ]dt

− w0Cfv
(g)
oq + Fi

(g)
od (8)

i
(g)
R,iq = Kpv[v

(g)
R,oq − v(g)oq ] +Kiv

∫
[v

(g)
R,oq − v(g)oq ]dt

+ w0Cfv
(g)
od + Fi(g)oq (9)

where Kpv and Kiv are the proportional and integral gains
of the voltage controller, respectively, while Cf and F are the
capacitance of the LC filter and feedforward gain, respectively.
On the other hand, based on the references provided by the
voltage controller, i

(g)
R,id and i

(g)
R,iq, the output of the current

controller is given by

v
(g)
R,id = Kpi[i

(g)
R,id − i

(g)
id ] +Kii

∫
[i
(g)
R,id − i

(g)
id ]dt

− w0LfI
(g)
Iq (10)

v
(g)
R,iq = Kpi[i

(g)
R,iq − i

(g)
iq ] +Kii

∫
[i
(g)
R,iq − i

(g)
iq ]dt

+ w0Lfv
(g)
oq (11)

where Kpi and Kii are the proportional and integral gains of
the current controller, respectively, while Lf is the inductance
of the LC filter.

The rationale behind the traditional droop control strategy
is that the microgrid frequency and voltage can be considered
as two virtual communication links among the inverters.
However, this kind of virtual communication is effective only
when the transmission lines are mainly inductive, based on
which the control of real and reactive power generation can be
decoupled [9]. For a typical microgrid configuration where the
line resistance is significant as compared with line inductance,
the real and reactive power control is coupled such that the
traditional droop control (with respect to (1)-(3)) deteriorates
the system stability.

III. THE POWER SHARING BASED CONTROL STRATEGY

In order to improve the system stability under decentralized
inverter control, we propose a power sharing based control
strategy which utilizes the information with respect to the
total real power generation (Ptot =

∑G
i=1 P

(i)) and reactive
power generation (Qtot =

∑G
i=1 Q

(i)) of all DG units, as
shown in Fig. 2. The grey control blocks correspond to the
modified blocks as compared with the traditional droop control

strategy. Auxiliary control terms are added to the traditional
droop controller, which correspond to the differences between
desired and actual sharing of real and reactive power of each
DG unit. The information is acquired by the wireless network
in a decentralized manner.

A. Controller Design
According to the power sharing based control strategy, the

reference frequency and voltages of inverter g are, respectively,
given by

ω
(g)
R = ω

(g)
R−dr +K

(g)
P−sh[α

(g)
P Ptot − P (g)] (12)

v
(g)
R,od = v

(g)
R−dr,od +K

(g)
Q−sh

∫
[α

(g)
Q Qtot −Q(g)]dt (13)

v
(g)
R,oq = 0 (14)

where K
(g)
P−sh and K

(g)
Q−sh are the control gains with respect

to the real and reactive power sharing, respectively, while α
(g)
P

and α
(g)
Q are the desired sharing of real and reactive power by

DG unit g, respectively. Obviously, we have
∑G

g=1 α
(g)
P = 1

and
∑G

g=1 α
(g)
Q = 1.

The rationale behind the controller is to use the actual
sharing of real and reactive power to fine tune the reference
frequency and voltage of each inverter. With a larger differ-
ence, the frequency (or voltage) reference of an individual
inverter is adjusted more significantly, and vice versa. The
adjustment is stopped when the desired sharing is achieved.
Note that an integral term is used for the voltage reference
since the reactive power sharing of a tradition droop controller
is inaccurate for microgrid applications [12]. It is worth
mentioning that our proposed control strategy reduces to the
traditional droop control strategy by letting K

(g)
P−sh = 0 and

K
(g)
Q−sh = 0.

B. Decentralized Information Acquisition
The information acquisition is carried out based on the

wireless network in a decentralized manner. Here, we consider
a multiagent coordination based decentralized information
acquisition scheme which can be applied to wireless networks1

such as WiFi, ZigBee, and cellular communication networks
[10] [15]. The communication is fully decentralized such
that each inverter only needs to communicate with its direct
neighbors to calculate the total generation of all DG units in
the microgrid (i.e., Ptot and Qtot). The convergence of the
information acquisition is guaranteed based on the average
consensus theory [16] [17] [18]. We omit the details of the
communication protocol design here because of the space
limitation. However, in achieving convergence among the
multiagent coordination results with certain accuracy, we need
to take into account that a communication delay τ may exist
as shown in Fig. 2, which corresponds to the period between
the information (i.e., P (i) and Q(i) for i ∈ {1, 2, · · · , G})
measurement and the control decision making2.

1An extension of the multiagent coordination scheme to wireline (or power
line) communication networks is straightforward [13] [14].

2The clock synchronization in microgrids can also be done in a decentral-
ized manner [18], which is out of the scope of this paper.
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The delay τ depends on the wireless network. If a long-
range low-delay wireless network such as a cellular com-
munication network is available, the communication delay is
negligible. The reference frequency and voltage provided by
the proposed control strategy are given by (12)-(14). On the
other hand, for most of the microgrids where operation cost
is one of the major concerns, relying on a high-performance
network infrastructure is impractical [4]. Alternatively, low-
cost wireless communication devices such as WiFi and ZigBee
devices can be used to establish the network infrastructure [3].
For these types of low-cost wireless networks, the communi-
cation delay is nonnegligible3 (τ > 0) in obtaining accurate
information acquired by each inverter. The reference frequency
and voltage are given by

ω
(g)
R = K

(g)
P−sh[α

(g)
P Ptot(t− τ)− P (g)(t− τ)]

+ ω
(g)
R−dr(t) (15)

v
(g)
R,od = K

(g)
Q−sh

∫
[α

(g)
Q Qtot(t− τ)−Q(g)(t− τ)]dt

+ v
(g)
R−dr,od(t) (16)

v
(g)
R,oq = 0 (17)

where ω
(g)
R−dr(t) and v

(g)
R−dr,od(t) are given by (1) and (2),

respectively, at time t. Since the communication delay may ad-
versely affect the system stability under our proposed control
strategy, we will establish analytical models in the following
two sections for performance evaluation with respect to neg-
ligible and nonnegligible communication delays, respectively.

IV. STABILITY ANALYSIS FOR NEGLIGIBLE
COMMUNICATION DELAY

In this section, we present a small-signal model for the
performance evaluation of our proposed control strategy. The
small-signal model is obtained by linearizing the system state
equations at certain operation point. The model can effectively
characterize the system stability subject to small disturbances
such as load changes (in contrast to large disturbances such
as fault and loss of generation) [19], and is widely used
to evaluate the stability of decentralized inverter control. In
comparison with the small-signal models of traditional droop
control strategy, new system states are included in the power
controller model since an auxiliary integral term is used for
voltage reference calculation. Moreover, in order to capture the
effect of introducing a wireless network, the coupling relation
among the inverters is established.

In the following analysis, we first establish the model of
individual inverter by incorporating new system states and
power sharing information. The model is further decomposed
into two components in the analysis of combined inverters
and microgrid, corresponding to the traditional droop control
term (with new system states) and power sharing control term,
respectively. The purpose of the decomposition is to separate
the model based on the information obtained from the wireless

3The delay can be potentially reduced by selectively introducing additional
long-range communication links such as cellular communication links, at an
extra monetary cost [10].

network from that based on the local information of each
inverter, and to facilitate the stability analysis for nonnegligible
communication delay, to be discussed in Section V.

A. Model of Individual Inverter

In this subsection, the small-signal model for a single invert-
er is devised. Our focus is on a model for the power controller,
while the models of voltage controller, current controller, LC
filter, coupling inductance, and output on common reference
frame follow the models of traditional droop controller [4] [5].

1) Power Controller: Our proposed power controller incor-
porates the total real and reactive power generation informa-
tion of all DG units (i.e., Ptot and Qtot). The small-signal
state equations of the power controller are given by

∆δ̇(g) =
[
−K

(g)
P−dr +K

(g)
P−shα

(g)
P −K

(g)
P−sh

]
∆P (g)

+

G∑
i=1
i̸=g

[
K

(g)
P−shα

(g)
P ∆P (i)

]
−∆ωcom (18)

∆Ṗ (g) = −ωc∆P (g) + ωcI
(g)
od ∆v

(g)
od + ωcI

(g)
oq ∆v(g)oq

+ ωcV
(g)
od ∆i

(g)
od + ωcV

(g)
oq ∆i(g)oq (19)

∆Q̇(g) = −ωc∆Q(g) + ωcI
(g)
oq ∆v

(g)
od − ωcI

(g)
od ∆v(g)oq

− ωcV
(g)
oq ∆i

(g)
od + ωcV

(g)
od ∆i(g)oq (20)

where I
(g)
od , I(g)oq , V (g)

od , and V
(g)
oq are the initial values of the

inverter output current and voltage, respectively.
Denote S

(g)
Q as integrator state of the power controller,

which is a new system state we introduced for each inverter
in comparison with the model of traditional droop controller.
Then, the small-signal model of the integrator is given by

∆Ṡ
(g)
Q = α

(g)
Q

G∑
i=1

∆Q(i) −∆Q(g)

=
[
α
(g)
Q − 1

]
∆Q(g) + α

(g)
Q

G∑
i=1
i ̸=g

∆Q(i). (21)

The small-signal model with respect to the output reference
voltage of the power controller is given by

∆v
(g)
R,od = −K

(g)
Q−dr∆Q(g) +K

(g)
Q−sh∆S

(g)
Q (22)

∆v
(g)
R,oq = 0. (23)

For the inverter, inverter g, whose reference frame is selected
as the common reference frame, there is one more small-signal
model with respect to the common reference frequency. Since
∆ωcom = ∆ω

(g)
R for the specific inverter, we have

∆ωcom =
[
−K

(g)
P−dr +K

(g)
P−shα

(g)
P −K

(g)
P−sh

]
∆P (g)

+
G∑
i=1
i ̸=g

[
K

(g)
P−shα

(g)
P ∆P (i)

]
. (24)

2) Voltage Controller, Current Controller, LC Filter, Cou-
pling Inductance, and Output on Common Reference Frame:
Since traditional PI controllers are used for both voltage and
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current controllers, additional states [S(g)
V,d S

(g)
V,q] and [S

(g)
I,d S

(g)
I,d ]

are defined for the integrators of the voltage and current
controllers, respectively. Moreover, in order to connect each
inverter to the system, the output current and voltage should be
converted with respect to the common reference frame. Let the
output current of inverter g on the common reference frame
be i

(g)
oDQ = [i

(g)
oD i

(g)
oQ]

T , and denote the bus voltage of node n

on the common reference frame as v
(n)
oDQ = [v

(n)
bD v

(n)
bQ ]T . The

small-signal models are given in [5].

3) Small-Signal Model of Individual Inverter: For inverter
g, denote the state space of the small-signal model as ∆x(g),
which includes the state spaces of the power controller,
voltage controller, current controller, LCL filter, and coupling
inductance, given by a 14-element vector

∆x(g) =
[
∆δ(g) ∆P (g) ∆Q(g) ∆S

(g)
Q ∆S

(g)
V,d ∆S

(g)
V,q

∆S
(g)
I,d ∆S

(g)
I,q ∆i

(g)
id ∆i

(g)
iq ∆v

(g)
od ∆v(g)oq

∆i
(g)
od ∆i(g)oq

]T
. (25)

In addition to state ∆x(g), the small-signal model of inverter
g has inputs ∆P (i) (i ∈ {1, 2, · · · , G}, i ̸= g), ∆Q(i)

(i ∈ {1, 2, · · · , G}, i ̸= g), ∆v
(n)
bDQ =

[
∆v

(n)
bD ,∆v

(n)
bQ

]T
, and

∆ωcom. Then, the small-signal model of inverter g is given by

∆ẋ(g) = A
(g)
1 ∆x(g) +B

(g)
1 ∆v

(n)
bDQ +B(g)

com∆ωcom

+

G∑
i=1

B
(g)
P,i∆x(i) +

G∑
i=1

B
(g)
Q,i∆x(i) (26)

where matrix A
(g)
1 is defined with respect to the state variables,

given by

A
(g)
1 =

[
A

(g)
11 A

(g)
12

]
14×14

(27)

and A
(g)
11 and A

(g)
12 are given on the next page. The matrices

B
(g)
1 , B(g)

com, B(g)
P,i , and B

(g)
Q,i are defined with respect to the

inputs. We have

B
(g)
1 =



0 0
...

...
0 0

−
cos

(
δ
(g)
0

)
Lc

−
sin

(
δ
(g)
0

)
Lc

sin
(
δ
(g)
0

)
Lc

−
cos

(
δ
(g)
0

)
Lc


14×2

(28)

B(g)
com = [−1 0 · · · 0]T1×14. (29)

Letting B
(g)
Q,i = [b

(g)
Q,i(j, k)]14×14, we have

b
(g)
Q,i=g(j, k) =

{
α
(g)
Q − 1, if j = 4 and k = 3

0, otherwise
(30)

b
(g)
Q,i ̸=g(j, k) =

{
α
(g)
Q , if j = 4 and k = 3

0, otherwise.
(31)

Denote B
(g)
P,i as [b

(g)
P,i(j, k)]14×14. We have

b
(g)
P,i=g(j, k)

=



K
(g)
P−shα

(g)
P −K

(g)
P−sh, if j = 1, k = 2

I
(g)
iq [K

(g)
P−shα

(g)
P −K

(g)
P−sh], if j = 9, k = 2

−I
(g)
id [K

(g)
P−shα

(g)
P −K

(g)
P−sh], if j = 10, k = 2

V
(g)
oq [K

(g)
P−shα

(g)
P −K

(g)
P−sh], if j = 11, k = 2

−V
(g)
od [K

(g)
P−shα

(g)
P −K

(g)
P−sh], if j = 12, k = 2

I
(g)
oq [K

(g)
P−shα

(g)
P −K

(g)
P−sh], if j = 13, k = 2

−I
(g)
od [K

(g)
P−shα

(g)
P −K

(g)
P−sh], if j = 14, k = 2

0, otherwise

(32)

b
(g)
P,i ̸=g(j, k) =



K
(g)
P−shα

(g)
P , if j = 1, k = 2

I
(g)
iq K

(g)
P−shα

(g)
P , if j = 9, k = 2

−I
(g)
id K

(g)
P−shα

(g)
P , if j = 10, k = 2

V
(g)
oq K

(g)
P−shα

(g)
P , if j = 11, k = 2

−V
(g)
od K

(g)
P−shα

(g)
P , if j = 12, k = 2

I
(g)
oq K

(g)
P−shα

(g)
P , if j = 13, k = 2

−I
(g)
od K

(g)
P−shα

(g)
P , if j = 14, k = 2

0, otherwise.

(33)

By converting the output current of inverter g to the common
reference frame, we have

∆i
(g)
oDQ = [C

(g)
1 ]T∆x(g)

C
(g)
1 =



[
−I

(g)
od sin

(
δ
(g)
0

) [
−I

(g)
od sin

(
δ
(g)
0

)
−I(g)oq cos

(
δ
(g)
0

)]
−I(g)oq cos

(
δ
(g)
0

)]
0 0
...

...
0 0

cos
(
δ
(g)
0

)
− sin

(
δ
(g)
0

)
sin

(
δ
(g)
0

)
cos

(
δ
(g)
0

)


14×2.

(34)

Without loss of generality, select the reference frame of
inverter 1 as the common reference frame. Taking account of
(24), the small-signal model of the common reference frame
is given by

∆ωcom = Ccom,0∆x(1) +

G∑
i=1

Ccom,i∆x(i) (35)

Ccom,i =


−K

(1)
P−dre

T
2 , if i = 0[

K
(1)
P−shα

(1)
P −K

(1)
P−sh

]
eT2 , if i = 1

K
(1)
P−shα

(1)
P eT2 , otherwise

(36)

where eg is the gth unit vector (of size 14), with the gth
element being 1 and all other elements being zero.

B. Combined Inverter Model

Since the information of total generation (Ptot and Qtot)
is used by each individual inverter, the correlation among
different inverters should be considered in the combined
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inverter model. The states of all inverters are given by

∆x = [∆x(1) ∆x(2) · · · ∆x(G)]T . (37)

Denote the states of all bus voltage and generator output
current as ∆vbDQ and ∆ioDQ, respectively, given by

∆vbDQ = [∆v
(1)
bDQ ∆v

(2)
bDQ · · · ∆v

(N)
bDQ]

T

∆ioDQ = [∆i
(1)
oDQ ∆i

(2)
oDQ · · · ∆i

(G)
oDQ]

T . (38)

Then, the small-signal model of all inverters is given by

∆ẋ = A1∆x+B1M
′
1∆vbDQ (39)

∆ioDQ = C1∆x (40)
∆ωcom = Ccom∆x. (41)

In (39), matrix A1 can be decomposed into two components
A1−dr and A1−sh (A1 = A1−dr + A1−sh), corresponding
to the traditional droop control term and power sharing based
control term, respectively, where

A1−dr =



[
A(1) +B(1)

comCcom,0

]
0 · · · 0[

B(2)
comCcom,0

]
A(2) · · · 0

...
...

. . .
...[

B(G)
comCcom,0

]
0 · · · A(G)

 (42)

and the value of A1−sh is given at the bottom of this page.
Similarly, Ccom in (41) can be decomposed into two compo-
nents Ccom−dr and Ccom−sh (Ccom = Ccom−dr+Ccom−sh).

A
(g)
11 =



0 −K
(g)
P−dr 0 0 0 0

0 −ωc 0 0 0 0
0 0 −ωc 0 0 0
0 0 0 0 0 0
0 0 −K

(g)
Q−dr K

(g)
Q−sh 0 0

0 0 0 0 0 0
0 0 −KpvK

(g)
Q−dr KpvK

(g)
Q−sh Kiv 0

0 0 0 0 0 Kiv

0 −K
(g)
P−drI

(g)
iq

−K
(g)
Q−drKpvKpi

Lf

K
(g)
Q−shKpvKpi

Lf

KpiKiv

Lf
0

0 K
(g)
P−drI

(g)
id 0 0 0

KpiKiv

Lf

0 −K
(g)
P−drV

(g)
oq 0 0 0 0

0 K
(g)
P−drV

(g)
od 0 0 0 0

−
−V

(n)
bD sin

(
δ
(g)
0

)
+ V

(n)
bQ cos

(
δ
(g)
0

)
Lc

−K
(g)
P−drI

(g)
oq 0 0 0 0

−
−V

(n)
bD cos

(
δ
(g)
0

)
− V

(n)
bQ sin

(
δ
(g)
0

)
Lc

K
(g)
P−drI

(g)
od 0 0 0 0


14×6

A
(g)
12 =



0 0 0 0 0 0 0 0
0 0 0 0 ωcI

(g)
od ωcI

(g)
oq ωcV

(g)
od ωcV

(g)
oq

0 0 0 0 ωcI
(g)
oq −ωcI

(g)
od −ωcV

(g)
oq ωcV

(g)
od

0 0 0 0 0 0 0 0
0 0 0 0 −1 0 0 0
0 0 0 0 0 −1 0 0
0 0 −1 0 −Kpv −ω0Cf F 0

Kii

Lf
0 0 −1 ω0Cf −Kpv 0 F

−
Rf +Kpi

Lf
ωsys − ω0 −

1 +KpiKpv

Lf

−ω0CfKpi

Lf

FKpi

Lf
0

0
Kii

Lf
ω0 − ωsys −

Rf +Kpi

Lf

ω0CfKpi

Lf
−
1 +KpiKpv

Lf
0

FKpi

Lf

0 0
1

Cf
0 0 ωsys −

1

Cf
0

0 0 0
1

Cf
−ωsys 0 0 −

1

Cf

0 0 0 0
1

Lc
0 −

Rc

Lc
ωsys

0 0 0 0 0
1

Lc
−ωsys −

Rc

Lc


14×8

A1−sh =



[
B

(1)
comCcom,1 +B

(1)
P,1 +B

(1)
Q,1

] [
B

(1)
comCcom,2 +B

(1)
P,2 +B

(1)
Q,2

]
· · ·

[
B

(1)
comCcom,G +B

(1)
P,G +B

(1)
Q,G

][
B

(2)
comCcom,1 +B

(2)
P,1 +B

(2)
Q,1

] [
B

(2)
comCcom,2 +B

(2)
P,2 +B

(2)
Q,2

]
· · ·

[
B

(2)
comCcom,G +B

(2)
P,G +B

(2)
Q,G

]
...

...
. . .

...[
B

(G)
comCcom,1 +B

(G)
P,1 +B

(G)
Q,1

] [
B

(G)
comCcom,2 +B

(G)
P,2 +B

(G)
Q,2

]
· · ·

[
B

(G)
comCcom,G +B

(G)
P,G +B

(G)
Q,G

]
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Based on (35) and (36), we have

Ccom−sh = [Ccom,0 0 · · · 0]1×14G (43)
Ccom−dr = [Ccom,1 Ccom,2 · · · Ccom,G]1×14G. (44)

In (39), M′
1 = [m′

1(i, j)]2G×2N is a matrix which maps the
nodes to the inverters. If inverter g is connected to node n, we
have m′

1(2g− 1, 2n− 1) = m′
1(2g, 2n) = 1, and 0 otherwise.

The matrices B1 and C1 are given by

B1 =


B

(1)
1 0 · · · 0

0 B
(2)
1 · · · 0

...
...

. . .
...

0 0 · · · B
(G)
1

 (45)

C1 =


[C

(1)
1 ]T 0 · · · 0

0 [C
(2)
1 ]T · · · 0

...
...

. . .
...

0 0 · · · [C
(G)
1 ]T

 . (46)

C. Network Model

The network model specifies how the lines and loads are
connected to the nodes in the microgrid. We consider the
standard model in this work [5]. Denote the state variable for
all lines by

∆i2DQ = [∆i
(1)
2DQ ∆i

(2)
2DQ · · · ∆i

(L)
2DQ]

T (47)

where ∆i
(l)
2DQ = [∆i

(l)
2D ∆i

(l)
2Q]

T is the state variable of line l.
Then, the small-signal model of the network is given by

∆i̇2DQ = A2∆i2DQ +B2v∆vbDQ +B2ω∆ωcom (48)

where the matrices A2, B2v , and B2ω are defined for the
output current, bus voltage, and common reference frame,
respectively, given at the bottom of this page. The matrix
B

(l)
2v = [b

(l)
2v (i, j)]2×2N , which is incorporated in B2v, is given

by

b
(l)
2v (i, j) =



1/L
(l)
line, if (i, j) = (1, 2n1 − 1)

or (2, 2n1)

−1/L
(l)
line, if (i, j) = (1, 2n2 − 1)

or (2, 2n2)

0, otherwise

(49)

where n1 and n2 are indices (in {1, 2, · · · , N}) of the two
nodes which are connected by line l, respectively.

Similarly, we can define the load model. Denote the states

of the (RL) loads in the microgrid as

∆i3DQ = [∆i
(1)
3DQ ∆i

(2)
3DQ · · · ∆i

(H)
3DQ]

T (50)

where ∆i
(h)
3 = [∆i

(h)
3D ∆i

(h)
3Q ]T is the state of the small-signal

model of load h. Then, the small-signal model of all loads in
the microgrid is given by

∆i̇3DQ = A3∆i3DQ +B3v∆vbDQ +B3ω∆ωcom (51)

where matrices A3, B3v , and B3ω are given at the bottom of
this page. The matrix B

(h)
3v = [b

(h)
3v (i, j)]2×2N in B3v is given

by

b
(h)
3v (i, j) =


1/L

(h)
load, if (i, j) = (1, 2n− 1)

or (2, 2n)
0, otherwise

(52)

where n is the index of the node connecting to load h.
Let RN be a sufficiently large (virtual) resistance which

connects each node to the ground. Then, the relations among
the node voltages can be represented by the currents of the
inverters, loads, and transmission lines, given by

∆vbDQ = RN (M1ioDQ +M2i2DQ +M3i3DQ) (53)

where M1 = [m1(i, j)]2N×2G is a matrix which maps the
inverters to the nodes. If inverter g is connected to node
n, we have m1(2n − 1, 2g − 1) = m1(2n, 2g) = 1 and 0
otherwise. Similarly, denoting M2 = [m2(i, j)]2N×2L and
M3 = [m3(i, j)]2N×2H for the lines and loads, we have
m2(2n−1, 2l−1) = m2(2n, 2l) = 1 and m2(2n−1, 2l−1) =
m2(2n, 2l) = −1 if line l is entering and leaving the node n,
respectively, while m3(2n − 1, 2h − 1) = m3(2n, 2h) = −1
if the load h is connected to node n, and 0 otherwise.

D. Microgrid Model

The small-signal model of the entire microgrid is given by

˙ ∆x
∆i2DQ

∆i3DQ

 = Agrid

 ∆x
∆i2DQ

∆i3DQ

 (54)

where Agrid can be decomposed into two components
Agrid−dr and Agrid−sh (Agrid = Agrid−dr+Agrid−sh) with
respect to the traditional droop control term and power sharing
based control term, respectively, given at the bottom of the
next page, while RN is a 2N × 2N diagonal matrix with all
diagonal elements equal to RN . Obviously, the size of Agrid

is (14G+ 2L+ 2H)× (14G+ 2L+ 2H).

A2 =


A

(1)
2 0 · · · 0

0 A
(2)
2 · · · 0

...
...

. . .
...

0 0 · · · A
(L)
2

 B2v =


B

(1)
2v

B
(2)
2v
...

B
(L)
2v

 B2ω =


B

(1)
2ω

B
(2)
2ω
...

B
(L)
2ω

 A
(l)
2 =

[
−R

(l)
line/L

(l)
line ωsys

−ωsys −R
(l)
line/L

(l)
line

]
B

(l)
2ω =

[
I
(l)
2Q

−I
(l)
2D

]

A3 =


A

(1)
3 0 · · · 0

0 A
(2)
3 · · · 0

...
...

. . .
...

0 0 · · · A
(D)
3

 B3v =


B

(1)
3v

B
(2)
3v
...

B
(D)
3v

 B3ω =


B

(1)
3ω

B
(2)
3ω
...

B
(D)
3ω

 A
(h)
3 =

[
−R

(h)
load/L

(h)
load ωsys

−ωsys −R
(h)
load/L

(h)
load

]
B

(h)
3ω =

[
I
(h)
3Q

−I
(h)
3D

]
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E. System Stability Evaluation

The system stability is reflected by the eigenvalues of matrix
Agrid, which are determined by the characteristic equation
detΨ(λ) = 0. The characteristic matrix Ψ(λ) is given by

Ψ(λ) = λI0 −Agrid (55)

where I0 is a (14G+2L+2H)× (14G+2L+2H) identity
matrix. The eigenvalues are often referred to as modes, which
reveal different frequency components in the system and the
corresponding damping. If the real part of a mode is larger
than zero, the system becomes unstable, and vice versa. The
modes with smaller real parts are better damped in comparison
to the modes with larger real parts.

V. STABILITY ANALYSIS FOR NONNEGLIGIBLE
COMMUNICATION DELAY

With communication delay τ , the small-signal model of the
microgrid is given by

˙ ∆x(t)
∆i2DQ(t)
∆i3DQ(t)

 = Agrid−dr

 ∆x(t)
∆i2DQ(t)
∆i3DQ(t)


+Agrid−sh

 ∆x(t− τ)
∆i2DQ(t− τ)
∆i3DQ(t− τ)

 . (56)

Note that the matrices Agrid−dr and Agrid−sh are readily
obtained based on the decomposed model in the previous
section. The system stability with respect to different modes is
evaluated by solving the characteristic equation detΩ(λ, τ) =
0 based on the characteristic matrix, given by

Ω(λ, τ) = λI0 −Agrid−dr −Agrid−she
−λτ . (57)

It is worth mentioning that, as the communication delay τ
approaches zero, we have the following property with respect
to the characteristic matrix (57):

lim
τ→0

Ω(λ, τ) = lim
τ→0

[
λI0 −Agrid−dr −Agrid−she

−λτ
]

= λI0 −Agrid−dr −Agrid−sh

= λI0 −Agrid

= Ψ(λ). (58)

In other words, the stability analysis reduces to the negligible
communication delay case as τ → 0.

However, in comparison with the negligible communication
delay case, the characteristic equation for the nonnegligible
communication delay case has infinite number of roots since
it is transcendental. Therefore, only a reduced set of roots can
be obtained based on approximation. We adopt the method
proposed in [20] based on the calculation of the eigenvalues

of the following matrix

Φ =

[
Θ̂⊗ I0

Agrid−sh 0 · · · 0 Agrid−dr

]
(59)

where ⊗ represents the Kroneckers product. Matrix Θ̂ con-
sists of the first M rows of matrix Θ = −2DM/τ , where
DM = [dM (i, j)](M+1)×(M+1) is the Chebyshev’s differenti-
ation matrix of order M , given by

dM (i, j) =


di(−1)i+j

dj(βi−1−βj−1)
, if i ̸= j

− 1
2

βi−1

1−β2
i−1

, if i = j ̸= 1,M + 1

2N2+1
6 , if i = j = 1

− 2N2+1
6 , if i = j = M + 1

(60)

with d1 = dM+1 = 2 and d2 = · · · = dM = 1, and βk

(k ∈ 0, 1, · · · ,M ) given by

βk = cos

(
kπ

M

)
. (61)

The value of M corresponds to the number of nodes for
Chebyshev’s discretization which determines the computation-
al precision and complexity.

VI. NUMERICAL RESULTS

We use the droop control test system proposed in [5]
as an example for performance evaluation. The microgrid
consists of three generators, two lines, and two loads. The
three generators have the same capacities and configurations.
The desired sharing of the real and reactive power among
the three generators are the same, i.e., α

(g)
P = α

(g)
Q = 1

3
for g ∈ {1, 2, 3}. With traditional droop control strategy (or
equivalently, the real power sharing gain K

(g)
P−sh = 0 and the

reactive power sharing gain K
(g)
Q−sh = 0), the trace of the low-

frequency modes which are sensitive to frequency and voltage
droop gains is shown in Fig. 3. We can see that the low-
frequency modes move towards two different directions as the
frequency droop gain (K(g)

P−dr) increases from 1 × 10−5 to
1.2 × 10−4. Although some modes move towards the stable
region with negative real parts, the other modes which are
close to the imaginary axis move significantly towards the
unstable region with positive real parts. On the other hand,
the low-frequency modes move slightly towards the stable
region as the voltage droop gain (K(g)

Q−dr) increases. Although
increasing the voltage droop gain can potentially improve
microgrid stability, the low-frequency modes are generally less
sensitive to the voltage droop gain than that to the frequency
droop gain [5], which makes the stability enhancement less
effective. Moreover, a change in the voltage droop gain may
affect the sharing of reactive power among the DG units,
which is not desired in microgrid operation. On the other hand,
the information exchange based on a wireless network can

Agrid−dr =

 [
A1−dr +B1M

′
1RNM1C1

] [
B1M

′
1RNM2

] [
B1M

′
1RNM3

]
[B2vRNM1C1 +B2ωCcom−dr] [A2 +B2vRNM2] [B2vRNM3]
[B3vRNM1C1 +B3ωCcom−dr] [B3vRNM2] [A3 +B3vRNM3]

 Agrid−sh =

 [A1−sh] 0 · · · 0

[B2ωCcom−sh]
...

. . .
...

[B3ωCcom−sh] 0 · · · 0
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Fig. 3: Trace of low-frequency modes versus frequency and
voltage droop gains for traditional droop control strategy.
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Fig. 4: Trace of low-frequency modes versus real power
sharing gain.

potentially improve the microgrid stability. In the following
performance evaluation, we use the modes marked by squares
and circles in Fig. 3 (which correspond to frequency droop
gains 1×10−4 and 5×10−5, respectively) as reference points.

Fig. 4 demonstrates the impact of real power sharing gain.
The reactive power sharing gain is zero. The frequency and
voltage droop gains of the reference points with respect to the
traditional droop control strategy are given by 5×10−5 and 6×
10−4, respectively, while the corresponding modes are marked
by circles in Fig. 3. Similar to the change in frequency droop
gain, the low-frequency modes move towards two different
directions as the real power sharing gain increases (from 0 to
6.7× 10−5). Since some of the modes which are close to the
imaginary axis move slightly towards the unstable region, the
stability improvement by adjusting the real power sharing gain
is not obvious, mainly because the real power sharing based
on traditional droop control is already accurate in microgrid
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Fig. 5: Trace of low-frequency modes versus reactive power
sharing gain.
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Fig. 6: Impact of communication delay on the locations of
different modes.

operation [9].
Next, we fix the real power sharing gain to zero (the

corresponding modes are marked by squares in Fig. 3) and
investigate the impact of reactive power sharing gain. Note
that the original microgrid is unstable since the modes marked
by squares in Fig. 3 are in the unstable region. The impact of
reactive power sharing gain is shown in Fig. 5. We observe
that the low-frequency modes which are in the unstable region
move towards the stable region as the reactive power sharing
gain increases (from 0 to 0.1) such that the microgrid can be
stabilized. The reason is that, the information provided by the
wireless network can correct the reactive power sharing error
based on an additional integral control term [12]. According
to traditional droop control strategy, the inverters at different
locations of microgrid share different amount of reactive power
as the load changes significantly, due to the fact that the line
impedance is not negligible. This is also known as one of the



10

major limitations of traditional droop control in microgrid [5].
On the other hand, by sharing the reactive power among the
DG units evenly, the temporary overloading of DG units can
be avoided and the microgrid stability can be improved based
on our proposed control strategy.

From Fig. 4 and Fig. 5, we see that the proposed control
strategy can improve system stability (especially by adjusting
the reactive power sharing gain) given that the communication
delay is negligible. To investigate how the communication
delay can affect the system stability, the trace of the modes
when communication delay increases from 0 to 50 ms is shown
in Fig. 6. We choose M = 2 for the Chebyshev’s discretiza-
tion [20]. The frequency droop gain, voltage droop gain, real
power sharing gain, and reactive power sharing gain are set to
1×10−4, 1×10−4, 0, and 1×10−2, respectively. The reference
points with respect to the performance without communication
delay are marked by diamonds in Fig. 5 and Fig. 6, respective-
ly. We only show the low-frequency modes which are close
to the imaginary axis since these modes dominate the system
stability as the communication delay changes. We can see that
the low-frequency modes move towards the unstable region
as the communication delay increases. The system becomes
unstable again when the communication delay is large (i.e.,
more than 20 ms for the microgrid under consideration). How
to mitigate the negative effect of communication delay to
further improve system stability needs further study.

VII. CONCLUSIONS

In this paper, we investigate the stability enhancement of
decentralized inverter control in distributed generation mi-
crogrids. A wireless network is established to acquire the
information of total real and reactive power generation of all
DG units. A power sharing based control strategy is proposed,
which introduces additional terms to the traditional droop
control strategy to capture the differences between the desired
and actual real and reactive power generation. An analytical
model is developed to evaluate the small-signal stability of
the microgrid under our proposed control strategy. Numerical
results indicate that, our proposed control strategy can improve
the system stability when the communication delay is small.

Future work includes the communication delay reduction
based on communication protocol design, and the voltage
stability improvement while maintaining an accurate reactive
power sharing among the DG units. Moreover, how to improve
microgrid stability under packet losses in multiagent coordi-
nation over an unreliable wireless channel [21] is critical but
needs further investigation.
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