
0018-9286 (c) 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TAC.2015.2398885, IEEE Transactions on Automatic Control

1

Stability of discrete-time systems with time-varying delays via
a novel summation inequality

Alexandre Seuret, Frédéric Gouaisbaut and Emilia Fridman

Abstract—This paper is concerned with the stability analysis of discrete
linear systems with time-varying delays. The novelty of the paper comes
from the consideration of a new inequality which is less conservative than
the celebrated Jensen inequality employed in the context of discrete-
time delay systems. This inequality is a discrete-time counterpart of
the Wirtinger-based integral inequality that was recently employed for
the improved analysis of continuous-tine systems with delays. However,
differently from the continuous-time case, the proof of the new inequality
is not based on the Wirtinger inequality. The method is also combined
with an efficient representation of the improved reciprocally convex
combination inequality in order to reduce the conservatism induced by
the LMIs optimization setup. The effectiveness of the proposed result is
illustrated by some classical examples from the literature.

Index Terms—Summation inequalities, stability analysis, discrete-time-
delay systems, time-varying delay.

I. INTRODUCTION

The phenomenon of delays arises in many practical situations like
in biology, economy or mechanical engineering (see for instance
[5]) and references therein) and its introduction in the model can
lead to stability problems. This is the reason why a huge number
of results is devoted to the development of criteria dedicated to the
stability analysis of linear time-delay systems. When the delay is
time-varying, two different methodologies have been employed. In
the first framework, we aim at transforming the original system into
a closed loop between a nominal LTI system and a system depending
on the delay. This last element is embedded into an uncertainty and
the use of classical tools like Small Gain Theorem [16], IQCs [10],
[9] or Quadratic Separation [1] allows to conclude on stability.

Another technique is based on the construction of Lyapunov-
Krasovskii functionals (see for instance [3], [4]). A first method for
continuous-time delay systems is based on the so-called Complete
functionals, [11], where the Lyapunov-Krasovskii functional deriva-
tive is well given and then the functional is constructed, provides
necessary and sufficient stability conditions for linear systems with
constant delays but hardly extendable to time-varying delays. A
second popular approach relies on the a priori construction of a
Lyapunov-Krasovskii functional. In this case, the design of such Lya-
punov functionals is still an open problem and it is generally based
on a number of steps, which somehow bring some conservatism. The
first step is concerned with the choice of the Lyapunov-Krasovskii
functionals. Some Lyapunov functionals are based on double or triple
integral/summation terms, extended state functionals ([1], [12]), or
discretization of the state ([5], [18]). Naturally, this selection entails
an important conservatism. Once the increment of the Lyapunov
functional calculated, the second step comes from the inequalities
to be used to derive a tractable numerical optimization problem (see
[6], [17], [24], [26]). In this spirit, and in the continuous-time case,
all the cross terms of the derivative of V are bounded using some
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integral inequalities like the Jensen [5], the Wirtinger [20], [23] or
the Bessel inequalities [21].

The objective of the paper is to derive simple but efficient stability
conditions discrete-time time-varying delay systems. More specifi-
cally, unlike many papers in the literature, we aim at studying how
to reduce the conservatism of the last stage of the procedure by
the development of a less conservative summation inequality. To do
so, this contribution extends [20], where integral inequalities have
been provided for the stability analysis of continuous-time systems
with delays, in order to provide a new summation inequality and an
associated stability analysis for discrete-time systems with interval
time-varying delays. More precisely, by an extensive understanding
of the integral inequality from [20], we provide a new summation
inequality, which is less conservative than the Jensen inequality. It
is also worth mentioning that the resulting integral and summation
inequalities have similar interpretations. Guided by this inequality,
suitable Lyapunov- Krasovskii functionals are proposed. Finally the
theoretical results are tested on an academic example and on a
networked control system example.

The paper is organized as follows. Section II introduces the new
summation inequality and a preliminary result on reciprocally convex
inequality that will be employed. Section III presents the main results
of the paper on stability of nominal and uncertain systems with time-
varying delays. Section IV illustrates our results with some examples
extracted from the literature.

Notations: Throughout the paper, Z denotes the set of integers, Rn
the n-dimensional Euclidean space with vector norm | · |, Rn×m the
set of all n×m real matrices. For any symmetric matrix P ∈ Rn×n,
the notation P � 0 (or P ≺ 0) means that P is positive (or negative)
definite. The set S+

n refers to the set of symmetric positive definite
matrices. For any matrices A, B in Rn×n, the notation diag(A,B)
denotes the block diagonal matrix [A 0

0 B ]. For any square matrix,
He(A) stands for A+AT .

II. A NOVEL SUMMATION INEQUALITIES FOR DISCRETE-TIME

DELAY SYSTEMS

A. Problem formulation

Consider a linear discrete system with time-varying delay of the
form:{

x(k + 1) = Ax(k) +Adx(k − h(k)), ∀k ≥ 0,
x(k) = φ(k), ∀k ∈ [−h2, 0],

(1)

where x(k) ∈ Rn is the state vector, φ is the initial condition and A,
Ad ∈ Rn×n are constant matrices. The delay h is a positive integer
which is assumed to be time-varying but satisfies, for some integers
h2 ≥ h1 ≥ 1,

h(k) ∈ [h1, h2] , ∀t ≥ 0. (2)

Diverse types of functionals have been provided to assess stability
of such class of systems. It has been shown in [4] that one of the
most relevant terms has the following form

VZ(xk) =

0∑
j=−h+1

k∑
i=k+j

yT (i)Zy(i), (3)
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where h is a positive integer, Z is a positive definite matrix, k is
an integer representing the time variable, xk is the sequence of the
state defined by xk(i) = x(k − i), for all i = −h,−h + 1, . . . , 0
and where y(i) = x(i) − x(i − 1), for all integer i. Computing the
forward difference leads to

∆VZ(xk) := VZ(xk+1)− VZ(xk)

= hyT (k + 1)Zy(k + 1)−
k∑

i=k−h+1

yT (i)Zy(i).

(4)
The main problem related to the equation (4) arises when including

this negative term in order to derive LMI conditions. Thus, the trick
is to apply the Jensen inequality, which unavoidably introduces some
conservatism. In this paper, we aim at presenting a new summation
inequality, which encompasses the Jensen inequality, to derive less
conservative stability conditions for discrete linear systems with
time-varying delays. To this aim, we take advantage of the integral
inequality provided in [20] to derive a new summation inequality.

B. A new summation inequality

In this section, a novel summation is provided following the idea
of [20] where a new integral inequality has been developed thanks
to an extensive use of one version of the Wirtinger inequalities. This
lemma is recalled here.

Lemma 1: [20] For a given symmetric positive definite matrix R ∈
S+
n , any differentiable function x in [−h, 0] → Rn, the following

inequality holds:

∫ 0

−h ẋ
T (θ)Rẋ(θ)dθ ≥ 1

h

[
Ω0

Ω1

]T [
R 0

0 3R

] [
Ω0

Ω1

]
, (5)

where
Ω0 = x(0)− x(−h),

Ω1 = x(0) + x(−h)− 2
h

∫ 0

−h x(θ)dθ.

The adaptation of this integral inequality into the discrete-time
framework does not seem to be an easy task. Therefore, we present
an alternative and simpler proof, which helps us deriving a novel sum-
mation inequality. We will also show that this summation inequality
encompasses the Jensen inequality. The new proof of Lemma 1 is
detailed in the following.

Proof : For any differentiable function x in [−h, 0] → Rn,
consider the function z given by

z(θ) = ẋ(θ)− 1

h
Ω0 − 3

(h+ 2θ)

h2
Ω1, ∀θ ∈ [−h, 0].

Reinjecting the definition of z in
∫ 0

−h z
T (θ)Rz(θ)dθ and devel-

oping the integral yields∫ 0

−h z
T (θ)Rz(θ)dθ =

∫ 0

−h ẋ
T (θ)Rẋ(θ)dθ

+ 1
h2

∫ 0

−h 1dθΩT0 RΩ0

+ 9
h4

∫ 0

−h(h+ 2θ)2dθΩT1 RΩ1

− 2
h

∫ 0

−h ẋ
T (θ)dθRΩ0

− 6
h2

∫ 0

−h(h+ 2θ)ẋT (θ)dθRΩ1

− 6
h3

∫ 0

−h(h+ 2θ)dθΩT0 RΩ1.

(6)

Basic integral calculus and an integration by parts ensure that∫ 0

−h 1dθ = h,∫ 0

−h(h+ 2θ)dθ = 0,∫ 0

−h(h+ 2θ)2dθ = 1
3
h3,∫ 0

−h ẋ(θ)dθ = Ω0,∫ 0

−h(h+ 2θ)ẋT (θ)dθ = 2hΩ1.

(7)

It thus follows that∫ 0

−h z
T (θ)Rz(θ)dθ =

∫ 0

−h ẋ
T (θ)Rẋ(θ)dθ

− 1
h

(
ΩT0 RΩ0 + 3ΩT1 RΩ1

)
.

(8)

Since R � 0, the left hand side of (8) is positive definite, which
concludes the proof. ♦

The proof of Lemma 1 relies on the construction of the function
z, the vectors Ω0 and Ω1 and the two polynomials 1, (h + 2θ).
In order to understand this construction, z can be interpreted as
the approximation error function of the continuous function ẋ by a
first order polynomial function in θ. This approximation is evaluated
through the norm associated with the inner product

∫ 0

−h φ(θ)ψ(θ)dθ,
for any continuous functions φ, ψ. In light of the consideration of the
inner product, the three first equations in (7) can be interpreted as the
orthogonality of the polynomials 1 and (h+2θ) and the evaluation of
their norms. Finally, the two last equations of (7) show that Ω0 and
2hΩ1 are the projections of the vector ẋ onto these two polynomials.

It follows from this discussion, that inequality (5) is already
optimized in the sense of that specific inner product. Moreover it
also shows that, if the function ẋ is a polynomial of degree 1, then
the inequality becomes an equality. More details on the construction
of generalized functions z are fully described in [21], [22].

Hence the idea is to translate the construction of the function z,
the construction of the two vectors and of two polynomials but in
the discrete-time framework. This summarizes the contribution of the
following lemma.

Lemma 2: For a given symmetric positive definite matrix Z ∈ S+
n ,

any sequence of discrete-time variable x in [−h, 0]∩Z→ Rn, where
h ≥ 1, the following inequality holds:

0∑
i=−h+1

yT (i)Zy(i) ≥ 1
h

[
Θ0

Θ1

]T [ Z 0

0 3
(
h+1
h−1

)
Z

][
Θ0

Θ1

]
,

(9)
where y(i) = x(i)− x(i− 1) and

Θ0 = x(0)− x(−h),

Θ1 = x(0) + x(−h)− 2
h+1

0∑
i=−h

x(i).

Proof : The proof is split into two cases. If h = 1, it is easy to
see that Θ1 = 0 so that equation (9) holds. Assume now that h > 1.
For any sequence x in [−h, 0]∩Z→ Rn, define the signal z given,

z(i) = y(i)− 1

h
Θ0 − 3

(h− 1 + 2i)

h(h− 1)
Θ1, i = −h+ 1, . . . , 1, 0,

where Θ0 and Θ1 are defined in the statements of the lemma. The
new vector z has been built following the ideas given in the proof of

Lemma 1. Developing
0∑

i=−h+1

zT (i)Zz(i) using the definition of z,

we get
0∑

i=−h+1

zT (i)Zz(i) =
0∑

i=−h+1

yT (i)Zy(i)

+ 1
h2

(
0∑

i=−h+1

1

)
ΘT

0 ZΘ0

+ 9
h2(h−1)2

(
0∑

i=−h+1

(h− 1 + 2i)2

)
ΘT

1 ZΘ1

− 2
h

ΘT
0 Z

(
0∑

i=−h+1

y(i)

)

− 6
h(h−1)

ΘT
1 Z

(
0∑

i=−h+1

(h− 1 + 2i)y(i)

)

+ 6
h2(h−1)

(
0∑

i=−h+1

(h− 1 + 2i)

)
ΘT

0 ZΘ1.

(10)
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Then some elementary calculus ensure that

0∑
i=−h+1

1 = h,

0∑
i=−h+1

(h− 1 + 2i) = 0,

0∑
i=−h+1

(h− 1 + 2i)2 = h(h2−1)
3

,

0∑
i=−h+1

y(i) = Θ0,

0∑
i=−h+1

(h− 1 + 2i)y(i) = (h+ 1)Θ1.

Re-injecting them into (10) yields

0∑
i=−h+1

zT (i)Zz(i) =
0∑

i=−h+1

yT (i)Zy(i)

− 1
h

(
ΘT

0 ZΘ0 − 3
(
h+1
h−1

)
ΘT

1 ZΘ1

)
.

(11)
The proof is concluded by noting that the left-hand side of the

previous equality is positive definite. ♦

The proofs of the lemmas for continuous and discrete-time are
based on the same idea and the two inequalities are closely related.
The only difference relies on the term h+1

h−1
≥ 1, which is consistent

with the selection Θ1 = 0 when h = 1. Moreover, the previous proof
shows that this inequality becomes an equality if h = 2.

In some application with time-varying delays, the factor h+1
h−1

might
be difficult to handle. Thus the following corollary is provided in
order to make disappear this factor from the inequality.

Corollary 3: For a given symmetric positive definite matrix Z ∈
S+
n , any sequence of discrete-time variable x in [−h, 0] ∩ Z→ Rn,

where h ≥ 1, the following inequality holds:

0∑
i=−h+1

yT (i)Zy(i) ≥ 1
h

[
Θ0

Θ1

]T [
Z 0
0 3Z

] [
Θ0

Θ1

]
, (12)

where y(i), Θ0, and Θ1 are defined in Lemma 2.
Proof : For any h > 1, the inequality h+1

h−1
≥ 1 holds. Reinjecting

this inequality into equation (9) leads to the result. This equation
still holds when h = 1 because Θ1 = 0. Consequenlty, the previous
equality holds for all h ≥ 1. ♦

Remark 1: The inequality provided in Corollary 3 (and also in
Lemma 2) implies

0∑
i=−h+1

yT (i)Zy(i) ≥ 1
h

ΘT
0 ZΘ0,

which is exactly the Jensen summation inequality. Therefore, Corol-
lary 3 (and also in Lemma 2) is less conservative than the celebrated
Jensen inequality since a positive quantity is added in the right-hand
side of the inequalities.

Remark 2: The right-hand sides of the inequalities provided in
Lemma 1 for continuous-time and Corollary 3 for discrete-time are
exactly of the same form. In both cases, the vectors Ω0 and Θ0

represent the average evolution of the variable x over the delay
interval while Ω1 and Θ1 are proportional to the difference between
the mean value of x and its average over the delay interval.

C. Reformulated reciprocally convex combination inequality

In order to derive efficient stability conditions, the previous results
will be combined with the convex inequality from [17] which is
recalled and reformulated in the following lemma.

Lemma 4: [17] Let n,m be two positive integers, and two
matrices R1 in S+

n and R2 in S+
m. The improved reciprocally convex

combination guarantees that, if there exists a matrix X in Rn×m

such that
[
R1 X

XT R2

]
� 0, then the following inequality holds for any

scalar α in the interval (0, 1)[
1
α
R1 0

0 1
1−αR2

]
�
[
R1 X

X R2

]
. (13)

Proof : By Schur complement,
[
R1 X

XT R2

]
� 0 is equivalent to

R1 − XR−1
2 XT � 0. Multiplying by the positive scalar 1−α

α
and

re-employing Schur complement, we obtain:

0 �
[

1−α
α
R1 −X

−X α
1−αR2

]
=

[
1
α
R1 0

0 1
α−1

R2

]
−
[
R1 X

X R2

]
,

which is equivalent to (13). ♦

In the remainder of the paper, stability conditions for discrete-time
systems with a time-varying delay are derived based on the previous
summation inequality lemma.

III. STABILITY OF DISCRETE-TIME SYSTEMS WITH

TIME-VARYING DELAYS

A. Stability result

Based on the summation inequalities, the following stability theo-
rem is provided.

Theorem 5: Assume that there exist matrices P in S2n
+ , Q1, Q2,

Z1, Z2 in Sn+,and a matrix X in R2n×2n such that

Ψ � 0, Φ(h1) ≺ 0, Φ(h2) ≺ 0, (14)

where

Φ(h) = FT1

P +

 h2
1Z1 + h2

12Z2 0 0
0 0 0
0 0 0

F1

−FT2 PF2 + He(ΓT (h)PF12) + Q̂−ΠTΨΠ,

Ψ =

 Z̃1(h1) 0 0

0 Z̃2 X

0 XT Z̃2

 ,
Q̂ = diag(Q1,−Q1 +Q2, 0,−Q2, 0, 0, 0),

Z̃1(h1) = diag(Z1, 3γ(h1)Z1), Z̃2 = diag(Z2, 3Z2),

and

F1 =

 A− I 0 Ad 0 0 0 0
0 −I 0 0 I 0 0

0 0 −I −I 0 I I

 ,
F2 =

 0 0 0 0 0 0 0
−I 0 0 0 I 0 0

0 −I −I 0 0 I I

 ,
Γ(h) =

 I 0 0 0 0 0 0
0 0 0 0 h1I 0 0

0 0 0 0 0 (h− h1)I (h2 − h)I

 ,
Π =

 M 02n×2n

02n×n M 02n×n
02n×2n M

 ,
M =

[
I −I 0 0 0
I I 0 0 −2I

]
,

(15)
and where h12 = h2 − h1, F12 = F1 − F2, γ(h1) = 1 if h1 = 1
and γ(h1) = (h1 + 1)/(h1 − 1) if h1 > 1. Then system (1) is
asymptotically stable for any time-varying delay h(k) ∈ [h1, h2].
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Proof : Consider the Lyapunov-Krasovskii functional given by

V (xk) = V1(xk) + V2(xk) + V3(xk), (16)

where

V1(xk) =

 x(k)∑k−1
i=k−h1

x(i)∑k−h1−1
i=k−h2

x(i)

T P
 x(k)∑k−1

i=k−h1
x(i)∑k−h1−1

i=k−h2 x(i)

 ,
V2(xk) =

k−1∑
i=k−h1

xT (i)Q1x(i) +
k−h1−1∑
i=k−h2

xT (i)Q2x(i),

V3(xk) = h1

0∑
i=−h1+1

k∑
j=k+i

yT (j)Z1y(j)

+h12

h1∑
i=−h2+1

k∑
j=k+i

yT (j)Z2y(j),

where h12 = h2 − h1 and y(i) = x(i) − x(i − 1). Note that the
proposed functionals is the exact transcription to the discrete-time
case of the functional employed in [23] for continuous-time delay
systems. This functional is positive definite since P � 0, Q1 � 0,
Q2 � 0, Z1 � 0 and Z2 � 0. For simplicity, the delay h(k) will
be denoted as h. In the next developments, we aim at expressing an
upper bound of ∆V (xk) thanks to the augmented vector

ζ(k) =



x(k)
x(k − h1)
x(k − h)
x(k − h2)
ν1(k)
ν2(k)
ν3(k)


,

where

ν1(k) = 1
h1+1

k∑
i=k−h1

x(i),

ν2(k) = 1
h−h1+1

k−h1∑
i=k−h

x(i),

ν3(k) = 1
h2−h+1

k−h∑
i=k−h2

x(i).

Therefore we aim at expressing ∆V1 using the augmented vector
ζ(k) by noting that

x(k)
k−1∑

i=k−h1

x(i)

k−h1−1∑
i=k−h2

x(i)

 =

 0
−x(k) + ν1(k)

ν2(k) + ν3(k) − x(k − h1) − x(k − h)



+

 x(k)

h1ν1(k)

(h− h1)ν2(k) + (h2 − h)ν3(k)


= (F2 + Γ(h))ζ(k),

and
x(k + 1)
k∑

i=k−h1+1

x(i)

k−h1∑
i=k−h2+1

x(i)

 =

 (A− I)x(k) +Adx(k − h)
−x(k − h1) + ν1(k)

ν2(k) + ν3(k) − x(k − h) − x(k − h2)



+

 x(k)
h1ν1(k)

(h− h1)ν2(k) + (h2 − h)ν3(k)


= (F1 + Γ(h))ζ(k).

Note that the previous equalities still hold when h = h1 and h =
h2. It holds

∆V1(xk) = ζT (k)
[
(F1 + Γ(h))TP (F1 + Γ(h))
−(F2 + Γ(h))TP (F2 + Γ(h))

]
ζ(k)

= ζT (k)
[
FT1 PF1 − FT2 PF2

+He(ΓT (h)P (F1 − F2))
]
ζ(k).

On the second hand, the computation of ∆V2(xk) and ∆V3 yields

∆V2(xk) = xT (k)Q1x(k)− xT (k − h1)(Q1 −Q2)x(k − h1)
−xT (k − h2)Q2x(k − h2)

= ζT (k)Q̃ζ(k).

and
∆V3(xk) = yT (k)T (h2

1Z1 + h2
12Z2)y(k)

−h1

k∑
i=k−h1+1

yT (i)Z1y(i)

−h12

k−h1∑
i=k−h2+1

yT (i)Z2y(i).

The last sum is split into two parts: a first one gathering the terms
between k − h1 and k − h + 1 and the second between k − h and
k−h2 +1. We are now in the situation to apply Lemma 2 to the first
term and Corollary 3 to the two last terms. Thanks to the definitions
of the matrices F1 and Π, it yields

∆V3(xk) ≤ ζT (k)

FT1
 h2

1Z1 + h2
12Z2 0 0

0 0 0
0 0 0

F1

−ΠT

 Z̃1 0 0

0 h12
h−h1

Z̃2 0

0 0 h12
h2−h

Z̃2

Π

 ζ(k).

This inequality is still valid when h is equal to h1 or h2 using
a similar argument as in [14]. It consists in noting that h12/(h −
h1)(x(k − h) − x(k − h1))TZ2(x(k − h) − x(k − h1)) is zero
when h = h1. A similar argument holds when h = h2. Finally the
convexity argument of Lemma 4 ensures that, if there exists a matrix
X ∈ R2n×2n such that Ψ � 0, then the following upper bound of
∆Vd3 is obtained

∆V3(xk) ≤ ζT (k)

FT1
 h2

1Z1 + h2
12Z2 0 0

0 0 0
0 0 0

F1

−ΠTΨΠ
]
ζ(k).

Re-injecting the expressions of ∆V1 and ∆V2 and the upper bound
of ∆V3 into the expression of ∆V leads to

∆V (xk) ≤ ζT (k)Φ(h)ζ(k).

Since the matrix Φ(h) is affine with respect to the delay h, Φ(h)
is definite negative if and only if Φ(h1) and Φ(h2) are negative
definite, which concludes the proof. ♦

Remark 3: Theorem 5 is the discrete-time version of the result
showed in [23] for continuous-time systems with interval time-
varying delays.

B. Robust stability of discrete-time systems with time-varying delays

Consider an uncertain linear discrete-time delay system of the
form:{
x(k + 1) =

∑M
i=0 λi(k) {Aix(k) +Adix(k − h(k))} , ∀k ≥ 0,

x(k) = φ(k), ∀k ∈ [−h2, 0],
(17)
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h1 1 3 5 7 11 13 N of variables

[4] 10 10 11 12 13 13 2.5n2 + 2.5n

[27] 12 13 14 15 17 19 9n2 + 3n

[7] 17 17 17 18 20 22 13n2 + 5n

[25] 17 17 18 18 20 23 8n2 + 3n

[9] 17 18 19 21 25 25 n2

2
(h2 + 1)2 + n

2
(h2 + 2)

[13] 22 22 22 22 23 24 27n2 + 9n

Th.5 20 21 21 22 23 24 10.5n2 + 3.5n
TABLE I

ADMISSIBLE UPPER BOUND h2 FOR VARIOUS h1 FOR THE SYSTEM
DESCRIBED IN EXAMPLE (20).

where x(k) ∈ Rn is the state vector, φ is the initial condition and
Ai, Adi ∈ Rn×n are constant and given matrices. The time-varying
coefficients λi belong to the unit simplex and satisfy

∀i = 0, . . . ,M, λi(k) ≥ 0,

M∑
i=0

λi(k) = 1. (18)

The delay function is assumed to verify the same constraints as in
(2). The following theorem provides an extension of Theorem 5 to
the case of uncertain systems

Theorem 6: Assume that there exist matrices P in S2n
+ , Q1, Q2,

Z1, Z2 in Sn+,and a matrix X in R2n×2n such that Ψ � 0 and

∀i = 1 . . .M, Φi(h1) ≺ 0, Φi(h2) ≺ 0, (19)

where

Φi(h) = FT1i

P +

 h2
1Z1 + h2

12Z2 0 0
0 0 0
0 0 0

F1i

−FT2 PF2 + He(ΓT (h)PF12i) + Q̂−ΠTΨΠ,

where the matrices Ψ, Γ(h), Π, Q̂, Z̃1, Z̃2, F2 and the parameters
h12, γ(h) are given in the statement of Theorem 5 and where

F1i =

 Ai − I 0 Adi 0 0 0 0

0 −I 0 0 I 0 0

0 0 −I −I 0 I I

 ,
F12i = F1i − F2.

Then system (17) is robustly asymptotically stable for any time-
varying delay h(k) ∈ [h1, h2].

Proof : The proof follows straightforwardly by use of Schur
complement, which ensures the convexity of the LMI condition (14)
with respect to the system matrices A and Ad. ♦

IV. EXAMPLES

A. Stability example

Consider the following discrete-time linear time-delay system (1):

x(k + 1) =

[
0.8 0.0

0.05 0.9

]
x(k) +

[
−0.1 0.0

−0.2 −0.1

]
x(k − h(k)).

(20)
A detailed comparison to various theorems from the literature

is provided in Table I. It is worth mentioning that the benefits
of employing the new summation inequalities from Lemma 2 and
Corollary 3 are twofold. It indeed requires less decision variables
than in the existing conditions [13] while leading to the same result.

T1 = 0.1 T2 0.11 0.15 0.2 0.3 0.5 0.64

h1 = 1 h2 9 6 4 3 1 1
TABLE II

ADMISSIBLE UPPER BOUND h2 FOR VARIOUS T2 WITH T1 = 0.1 AND
h1 = 1 FOR SYSTEM DESCRIBED IN EXAMPLE (22).

T1 = 0.1 T2 0.11 0.15 0.2 0.202

h1 = 5 h2 9 6 5 5
TABLE III

ADMISSIBLE UPPER BOUND h2 FOR VARIOUS T2 WITH T1 = 0.1 AND
h1 = 5 FOR SYSTEM DESCRIBED IN EXAMPLE (22).

B. Robust stability : Application to networked control systems

Consider the linear sampled-data system borrowed from [28] given,
for all t in [tk, tk+1) by

ẋ(t) =

[
0 1
0 −0.1

]
x(t)+

[
0 0

−0.375 −1.15

]
x(tk−h(k)), (21)

where {tk}k≥0 represents a strictly increasing sequence of time
instants for which there exist positive scalars 0 < T1 < T2 such
that

Tk := tk+1 − tk ∈ [T1, T2], ∀k ≥ 0.

This class of examples differs notably from the problem addressed
in [15], [2], where the control input is computed with x(tk − τ),
where τ is a positive scalar representing a continuous-time delay.
Here, the sampling instants and the delayed samples employed to
generate the sampled input coincide. This time-delay example has
been already studied in [19] but only in the case of constant delay
h. The discretization of the sampled-data system leads to

x(k + 1) = A(Tk)x(k) +Ad(Tk)x(tk−h(k)), ∀k ≥ 0, (22)

where

A(Tk) := e

[
0 1
0 −0.1

]
Tk =

[
1 10(1 − λ(Tk))
0 λ(Tk)

]
,

and

Ad(Tk) =
∫ Tk

0
e

[
0 1
0 −0.1

]
s [ 0 0
−0.375 −1.15

]
ds

=

[
32.5(1 − λ(Tk)) − 3.75Tk 115(1 − λ(Tk)) − 11.5Tk

3.75(λ(Tk) − 1) 11.5(λ(Tk) − 1)

]
,

with the notation λ(Tk) = e−Tk/10. Using the convexity property of
the exponential function, we show that

(Tk, λ(Tk)) ∈ Co{(Tm, λ(Tm)), (TM , λ(TM )),
(Tm, λ(TM )(1 + (TM − Tm)/10))},

where the notation Co refers to the convex of hull the considered
vertices. The vertex (Tm, λ(TM )(1 + (TM − Tm)/10)) has been
computed thanks to the tangent line of the exponential function T →
λ(T ) = e−T/10 at T = TM . Then, a polytopic modeling of the
discrete-time system can be defined and the system (22) becomes
suitable for the application of Theorem 6. The results are given in
Table II where a tradeoff appears between the allowable uncertainty in
the sampling period and the allowable variations in the delay function.

When the delay is constant and h1 = h2 = 1 and h1 = h2 = 5,
an eigenvalue analysis shows that the maximal acceptable constant
sampling period Tm = TM = T for which the system remains
asymptotically stable is T = 0.76 and T = 0.21, respectively.
Note that as we have mentioned earlier in the paper, the summation
inequality is not conservative when h1 = h2 = 1. Hence, the
conservatism in this case comes from the approximation the uncertain
system (22). This conservatism may be reduced by employing more
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advanced approximation methods provided for instance in [8]. This
illustrates that the stability analysis provided in this paper is not
conservative.

V. CONCLUSIONS

In this paper, a new summation inequality is presented and is
shown to be relevant for the stability analysis of discrete-time systems
with interval time-varying delays. This inequality has been derived
from an appropriate interpretation of the Wirtinger-based integral
inequality and is proved to be less conservative than the usual Jensen
inequality. Combined with the reciprocal convexity lemma, two
stability theorems have been provided, which are less conservative or
less computationally demanding than the usual Lyapunov-Krasovskii
approaches together with the Jensen inequality.
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