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Abstract: In this paper, we investigate the pth moment exponential stability of impulsive stochastic
delay systems with Markovian switched delay effects. The model we consider here is rather different
from the models in the existing literature. In particular, the delay is a Markov chain, which is quite
different from the traditional deterministic delay. By using the Markov chain theory, stochastic
analysis theory, Razumikhin technology and the Lyaponov method, we derive a criterion of pth
moment exponential stability for the suggested system. Finally, an example is provided to illustrate
the effectiveness of the obtained result.
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1. Introduction

Stochastic systems with Markovian switching is an important class of stochastic hybrid
systems. In the real world, they are widely used in many fields such as automatic control,
aircraft and air traffic control and electrics. So, the research on stochastic systems with
Markovian switching has attracted an increasing amount of attention. Just as studying
the stability for stochastic systems is important, the stability for stochastic systems with
Markovian switching is also a significant issue. In the past several decades, a large number
of works on this topic have been reported in the literature. For example, Mao in [1] consid-
ered the stability of stochastic differential equations with Markovian switching. Later, he
generalized the above result to stochastic functional differential equations [2] and stochastic
delay interval systems [3]. Recently, Ref. [4] considered the mean-square stability for a class
of singular stochastic systems with Markovian switching. Ref. [5] derived the stability in
distribution of stochastic differential delay equations with Markovian switching based on
the pure probability method. By using the multiple Lyapunov functions method, Ref. [6]
considered the asymptotic stability of stochastic differential equations with Markovian
switching , which generalized the result in [7]. Ref. [8] applied a mode-dependent param-
eter approach to give a sufficient condition for the finite-time stability of Itô’s stochastic
systems with Markovian switching. Refs. [9–14] considered the stability and the related
questions for the Markovian jump linear systems by using different approaches. In [15,16],
the authors obtained some properties for stochastic systems with Markovian switching,
and then they also applied these properties to study the networked control systems with
delays. Ref. [17] established the exponential-m stability for stochastic switched systems.
Refs. [18–21] considered the stability for stochastic systems with semi-Markovian switching.
Ref. [22] obtained the pth moment exponential stability for stochastic pantograph systems
with Markovian switching, which is an important class of stochastic hybrid systems with
unbounded delays. In addition, the “dwell time” method has been used to investigate
switching systems. In [23], Hespanha and Morse proved that a switched system is exponen-
tially stable if all the subsystems are exponentially stable and its average dwell time is large
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enough. From then on, a large number of stability criteria have been reported by using
“dwell time” method. For example, Ref. [24] studied the stochastic stability of continuous-
time systems with random switching signals by using the Lyapunov approach, the LMI
(i.e., linear matrix inequalities, see [25]) technique and the “dwell time” method. Ref. [26]
used the “dwell time” and the non-convolution type multiple Lyapunov functionals to
derive the almost sure exponential stability for switched delay systems with nonlinear
stochastic perturbations. Ref. [27] applied the average dwell time approach to obtain
the stability results for neutral stochastic switching delay systems. By using the average
dwell time method and Lyapunov–Krasovskii functional theory, an H∞ control problem for
network-based stochastic systems with two additive delays was studied in [28,29]. The are
also some other methods used in the stability analysis for switching systems. For example,
Wu et al. in [30] applied Itô’s formula and Dynkin’s formula to investigate the stability
on stochastic systems with state-dependent switching. Ref. [31] obtained some stability
results for slowly switched systems by using the multiple discontinuous Lyapunov function
approach. By using the comparison principle and the multiple Lyapunov functions method,
Ref. [32] studied the stability of deterministic and stochastic switched systems. For other
results with respect to the stability of stochastic differential equations with Markovian
switching, please refer to Refs. [33–36] and references therein. For a survey of stability for
stochastic hybrid systems, please refer to [37].

In most of the existing works, the switching signals are deterministic functions. How-
ever, in the real world, the delay switching is not usually determined. In other words, the
delay switching may be random. Therefore, it is interesting and challenging to investigate
the stability of randomly switched delay systems. To the best of our knowledge, there
have been only a few results on this issue. For example, Ref. [38] studied the moment
exponential stability of random delay systems with two-time-scale Markovian switching
and the main tool based on the theory of two-time-scale Markov chains. However, the
noise disturbance in [38] was ignored.

In addition, impulsive stochastic systems are also important systems in control engi-
neering. There is also some important literature in the stability for impulsive stochastic
systems. For example, Refs. [39,40] considered the exponential stability for impulsive
stochastic delay differential systems. Ref. [41] established the exponential stability for
neutral impulsive stochastic delay differential systems. Ref. [42] designed the impulsive
controller for stochastic recurrent neural networks. Ref. [43] studied the stability for impul-
sive stochastic differential equations driven by G-Brownian motion. For the other stability
analysis for impulsive stochastic systems, please refer to [44–46] and references therein.

Inspired by the above discussion, we can see that there is still no result for the pth
moment exponential stability for impulsive stochastic functional differential equations
with Markovian switched delay effects. Thus, in this paper, we will focus on this question.
The systems combine the characteristics of the continuous-time systems and discrete-time
systems, which leads the stability analysis for such systems being more complicated than in
the case of the pure continuous-time systems or discrete-time systems. By applying Markov
chain theory, stochastic analysis theory and the Razumikhin technique, we establish a
criterion of pth moment exponential stability. Finally, an example is provided to verify the
efficiency of the obtained result.

The rest of the paper is organized as follows. In Section 2, we introduce the model
and some preliminaries. The main result and its proof will be presented in Section 3. An
illustrative example is provided in Section 4. Conclusions are drawn in Section 5.

Notation 1. Throughout this paper, we use the following notations. Let (Ω,F , {Ft}t≥0,P) be a
complete probability space with a natural filtration {Ft}t≥0 satisfying the usual condition (i.e., it is right
continuous, and F0 contains all P-null sets). For r > 0, the symbol PC([−r, 0],Rn) denotes the family
of piecewise right continuous function ϕ from [−r, 0] to Rn with the norm ‖ϕ‖ = sup−r≤u≤0 |ϕ(u)|.
We use PLp

F0
([−r, 0],Rn) to denote the family of all F0-measurable, PC([−r, 0],Rn)-valued random

variables satisfying sup−r≤u≤0 E|ϕ(u)|p < ∞. We use E[·] to denote the correspondent expectation
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operator with respect to the probability measure P. Let Bt = B(t) = (B1(t), B2(t), · · · , Bm(t))T be
an m-dimensional Brownian motion defined on a complete probability space.

2. Preliminaries

Let τ(t) be a right-continuous Markov chain on the probability space (Ω,F ,P) taking
values in a finite state space S = {r1, r2, · · · , rm} with generator Q = (qij)m×m given by:

P(τ(t + ∆t) = rj|τ(t) = ri) =

{
qij∆t + o(∆t) i f i 6= j

1 + qii∆t + o(∆t) i f i = j

where ∆t > 0. Here, qij ≥ 0 is the transition rate from ri to rj if ri 6= rj, while qii =
−∑j 6=i qij = −qi. Define ξ0 = 0, ξk = inf{t > ξk−1; τ(t) 6= τ(ξk−1)} and r(n) = τ(ξn).
From Markov chain theory, we know that {r(n), n ∈ Z} is a Markov chain (called the
embedded chain of τ(t)). Its transition probability is r(1)ij = (1− δij)

qij
qi

, where δij = 1
if i = j, and δij = 0 if i 6= j. We use R = (Rij) to denote the transition probability
matrix of embedded chain {r(n), n ∈ Z}. In this paper, we assume that the Markov
chain {τ(t), t ≥ 0} is independent of the Brownian motion {B(t), t ≥ 0}. For the sake of
simplicity, we denote qi

.
= qri . We denote λ = max{qi, i ∈ S}, v = maxi{1−

qi
λ , i ∈ S} and

q = maxi,j qij.

Assumption 1. In this paper, we always assume that v, qandλ satisfy v ≤ q
λ .

We will consider the following impulsive stochastic delay differential equation with
Markovian switched delay effects:

dx(t) = f (t, x(t− τ(t)), x(t))dt + g(t, x(t− τ(t)), x(t))dBt, t 6= tk,

x(tk) = Ik(t−k − τ(t−k ), x(t−k − τ(t−k ))), k = 1, 2, · · · , t = tk,

x0 = ϕ,

(1)

where ϕ = {ϕ(u) : u ∈ [−r, 0]} ∈ PLp
F0
([−r, 0],Rn), f : R+ × Rn × Rn → Rn and

g : R+ × Rn × Rn → Rn×m are all Borel measurable. r = max{r1, r2, · · · , rm}. x(t−k )
and x(t+k ) denote the left and right limits at tk, respectively. Here, the impulse instants
{tk}∞

k=1 are all deterministic. ∆x(tk) = x(tk)− x(t−k ), i.e., x(t) is right-continuous at the
impulse moment. We assume f , g and Ik satisfy the Lips conditions and the linear growth
condition (see also [44]) in order to guarantee the existence and uniqueness of solutions
x(t) for system (1). We also assume that f (t, 0, 0) = 0, g(t, 0, 0) = 0 and Ik(t, 0) = 0 for all
k = 1, 2, · · · , which implies that the trivial solution of system (1) exists.

Now, we will provide a real example to show the usefulness of the model (1).

Example 1 (Electronic control systems). On the road, if the vehicle flow reaches A, the red light
is on. If the vehicle flow is below A, the green light is on. We define a two states of Markov chains
{τ(t), t ≥ 0} with generator:

Q =

[
q11 q12
q21 q22

]
,

{the vehicle f low exceed A} = {the red light is on} = {τ(t) = r1}. {the vehicle f low
notexceed A} = {the green light is on} = {τ(t) = r2}. The red light or green light sign
will transfer to the electronic control system. For different sign lights, the sign transport delay is
different. Moreover, the electronic control system is perturbed by noise, and the impulsive sign
emerge in some determined instants. If the red light (or green light) is on, the electronic control
system can be described by the following two systems, respectively:{

dx(t) = f (t, x(t), x(t− ri))dt + g(t, x(t), x(t− ri))dBt,

x(tk) = Ik(t−k − ri, x(t−k − ri)), k = 1, 2, · · · , t = tk,
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where i = 1, 2. However, the vehicle flow is random, so the electronic control system randomly
switched during above two systems, and the switching law is governed by the Markov chain τ(t).
In other words, we can describe the electronic control system by Equation (1). A natural question is
how to consider its stability.

Definition 1. The trivial solution of system (1) is said to be pth moment exponentially stable if
there is a pair of positive constants C and β, such that:

E|x(t)|p ≤ CE‖ϕ‖pe−βt on t ≥ 0

for all ϕ ∈ PLp
F0
([−r, 0],Rn).

Remark 1. When p = 2, it is said to be mean square exponentially stable.

In order to use Lyapunov’s method, we need the following definition.

Definition 2. The function V = V(t, x) : R+×Rn → R+ belongs to class Ψ if it is continuously
differentiable once in t and twice in x.

Now, we define an operator LV from R+ ×Rn ×Rn to R by:

LV(t, x(t− ri), x(t)) = Vt(t, x(t)) + Vx(t, x(t)) f (t, x(t− ri), x(t)) +
1
2

trace[gT(t)Vxx(t, x(t))g(t)],

where g(t) = g(t, x(t− ri), x(t)), Vt(t, x(t)) = ∂V(t,x(t))
∂t , Vx(t, x(t)) =

(
∂V(t,x(t))

∂x1
, ∂V(t,x(t))

∂x2
,

· · · , ∂V(t,x(t))
∂xn

)
and Vxx(t, x(t)) =

(
∂2V(t,x(t))

∂xi∂xj

)
n×n

.

Before stating our main result in this paper, we need the following two lemmas, which
are useful in the proof of the main result. The first lemma can be found in any monograph
on Markov chain theory (see e.g., [47]).

Lemma 1. The transition probability Pij(t) of the Markov chain {τ(t), t ≥ 0} can be calculated by:

Pij(t) =
∞

∑
n=0

P̃(n)
ij

(λt)n

n!
e−λt, (2)

where P̃(n)
ij is the i,jth component of the nth power of the matrix P̃, which is defined as follows:

P̃ij =

{
1− qi

λ , i f j = i,
qi
λ Rij, i f j 6= i.

Lemma 2. The transition probability Pij(t) has the following estimate:

Pij(t) ≤ δije−λt +
∞

∑
n=1

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λt)n

n!
e−λt.

Proof. First, when k = 1, from Assumption 1, we know that P̃(1)
ij ≤

q
λ . Next, we will prove

that for any ri and rj and k ≥ 2, P̃(k)
ij ≤

q
λ (

q
λ (m− 1) + k

k−1 v)k−1. If k = 2, the conclusion is
obvious. We assume that the conclusion holds for k = n− 1. Then, we have:
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P̃(n)
ij = ∑

s
P̃(n−1)

is P̃(1)
sj

≤ q
λ

v
( q

λ
(m− 1) +

n− 1
n− 2

v
)n−2

+ (m− 1)
( q

λ

)2( q
λ
(m− 1) +

n− 1
n− 2

v
)n−2

=
q
λ

( q
λ
(m− 1) +

n− 1
n− 2

v
)n−2( q

λ
(m− 1) + v

)
=

q
λ

( q
λ
(m− 1) +

n− 1
n− 2

v
)n−1 q

λ (m− 1) + v
q
λ (m− 1) + n−1

n−2 v

≤ q
λ

( q
λ
(m− 1) +

n− 1
n− 2

v
)n−1

≤ q
λ

( q
λ
(m− 1) +

n
n− 1

v
)n−1

.

Substituting the above inequality into (2), we obtain:

Pij(t) =
∞

∑
n=0

P̃(n)
ij

(λt)n

n!
e−λt

=P̃(0)
ij e−λt +

∞

∑
n=1

P̃(n)
ij

(λt)n

n!
e−λt

≤δije−λt +

[
q
λ
+

∞

∑
n=2

q
λ

( q
λ
(m− 1) +

n
n− 1

v
)n−1

]
(λt)n

n!
e−λt

≤δije−λt +
∞

∑
n=1

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λt)n

n!
e−λt.

3. Main Results

In this section, we will use the Markov chain theory, stochastic analysis theory and
Lyapunov’s method to obtain a criterion for pth moment exponential stability of system (1).

Theorem 1. Let q, m, v, λ, γ, c, c1, c2, p, θ, ρ, β, M ≥ c2
c1

e(γ+λ−2vλ−θ−q(m−1))r ≥ 1 be all positive
numbers. If there exists a function V ∈ Ψ such that the following conditions hold:

(1) For all x ∈ Rn:
c1|x|p ≤ V(t, x) ≤ c2|x|p,

(2) For all k ∈ N:

EV(tk, x(tk)) ≤ ρEV(t−k − τ(t−k ), x(t−k − τ(t−k ))),

(3) For all k ∈ N and t ∈ [tk−1, tk):

max
i∈S

[
e−λδELV(t, x(t− ri), x(t)) +

m

∑
j=1

e(q(m−1)+2vλ)η − 1
m− 1 + 2vλ

q
e−λδELV(t, x(t− rj), x(t))

]
≤ cEV(t, x(t))

if EV(t + u, x(t + u)) ≤ βEV(t, x(t)) for all u ∈ [−r, 0] and β ≥ Me(γ+λ−2vλ−θ−q(m−1))r,
where η = maxk{tk − tk−1} < ∞ and δ = mink{tk − tk−1} > 0.

(4) θ + q(m− 1) + 2vλ− λ− γ < 0,

(5) ρ supi e−(θ+q(m−1)+2vλ−λ−γ)ri ≤ ρ
∑m

i=1 e−(θ+q(m−1)+2vλ−λ−γ)ri

m−1+ 2vλ
q

≤ e(λ−q(m−1)−2vλ)η ,

(6) log c1
c2
+ [c + λ + γ− 2vλ− θ − q(m− 1)]η < [λ + γ− 2vλ− θ − q(m− 1)]r.
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Then, system (1) is p-moment exponentially stable.

Proof. First, we assume that E‖ϕ‖p 6= 0. We will prove that for any k and t ∈ [tk, tk+1):

EV(t, x(t)) ≤ c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t. (3)

Now, we will check that (3) holds for k = 0. If (3) is not true, then there exists t ∈ [0, t1),
s.t. EV(t, x(t)) > c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t. Let:

t∗ = inf{t ∈ [0, t1) : EV(t, x(t)) > c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t}

and

t∗∗ = sup{t ∈ [−r, t∗] : EV(t, x(t)) ≤ c1E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)(t+r)}.

Then, for any t ∈ [t∗∗, t∗] and u ∈ [−r, 0]:

e(γ+λ−2vλ−θ−q(m−1))(t+u)EV(t + u, x(t + u))

≤c2E‖ϕ‖p

≤c1Me−(γ+λ−2vλ−θ−q(m−1))rE‖ϕ‖p

=Me(γ+λ−2vλ−θ−q(m−1))t∗∗EV(t∗∗, x(t∗∗))

≤Me(γ+λ−2vλ−θ−q(m−1))tEV(t, x(t)),

which implies that for all u ∈ [−r, 0]:

EV(t + u, x(t + u)) ≤ Me(γ+λ−2vλ−θ−q(m−1))rEV(t, x(t)) ≤ βEV(t, x(t)).

By condition (3), we obtain:

ELV(t, x(t− τ(t)), x(t))

=
m

∑
j=1

P(τ(t) = rj)ELV(t, x(t− rj), x(t))

=
m

∑
i=1

m

∑
j=1

P(τ(0) = ri)Pij(t)ELV(t, x(t− rj), x(t))

≤
m

∑
i=1

m

∑
j=1

P(τ(0) = ri)

(
δije−λt +

∞

∑
n=1

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λt)n

n!
e−λt

)
ELV(t, x(t− rj), x(t))

=
m

∑
i=1

P(τ(0) = ri)

[
e−λtELV(t, x(t− ri), x(t)) +

m

∑
j=1

e(q(m−1)+2vλ)t − 1
m− 1 + 2vλ

q
e−λtELV(t, x(t− rj), x(t))

]

≤
m

∑
i=1

P(τ(0) = ri)

[
e−λδELV(t, x(t− ri), x(t)) +

m

∑
j=1

e(q(m−1)+2vλ)η − 1
m− 1 + 2vλ

q
e−λδELV(t, x(t− rj), x(t))

]
≤cEV(t, x(t)).
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Using Itô’s formula and the standard stopping time technique, we derive:

EV(t∗, x(t∗))

≤EV(t∗∗, x(t∗∗))ec(t∗−t∗∗)

=e−(γ+λ−2vλ−θ−q(m−1))rc1E‖ϕ‖pect∗ e−(γ+λ−2vλ−θ−q(m−1)+c)t∗∗

≤e−(γ+λ−2vλ−θ−q(m−1))rc1E‖ϕ‖pe(c+γ+λ−2vλ−θ−q(m−1))t∗ e(θ+q(m−1)+2vλ−λ−γ)t∗

≤e(c+γ+λ−2vλ−θ−q(m−1))ηe−(γ+λ−2vλ−θ−q(m−1))rc1E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t∗

=e(c+γ+λ−2vλ−θ−q(m−1))ηe−(γ+λ−2vλ−θ−q(m−1))r c1

c2
EV(t∗, x(t∗)).

Noting that E‖ϕ‖p 6= 0, so EV(t∗, x(t∗)) 6= 0. This implies

1 ≤ c1

c2
e(c+γ+λ−2vλ−θ−q(m−1))ηe−(γ+λ−2vλ−θ−q(m−1))r,

which contradict condition (6). So, (3) holds for k = 0.
Assume that (3) holds for k ≤ l − 1, k ∈ N. We will use the mathematical inductive

method to prove that (3) holds for k = l. To this end, we divide the proof into two steps.
Firstly, we will prove that it holds for t = tl . From condition (2), we have:

EV(tl , x(tl))

≤ρEV(t−l − τ(t−l ), x(t−l − τ(t−l )))

≤ρ
m

∑
j=1

EV(t−l − rj, x(t−l − rj))P(τ(t−l ) = rj)

≤ρ
m

∑
j=1

c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)(tl−rj)P(τ(t−l ) = rj)

=ρ
m

∑
j=1

c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)e−(θ+q(m−1)+2vλ−λ−γ)rjP(τ(t−l ) = rj).

Using the Markov property in point tl−1, we obtain:

EV(tl , x(tl))

≤ρ
m

∑
j=1

EV(tl − ri, x(tl − rj))P(τ(t−l ) = rj)

≤ρ
m

∑
j=1

c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)e−(θ+q(m−1)+2vλ−λ−γ)rjP(τ(t−l ) = rj)

=ρ
m

∑
j=1

c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)e−(θ+q(m−1)+2vλ−λ−γ)rj

×E(P(τ(t−l ) = rj)|Ftl−1 )

=ρ
m

∑
j=1

c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)e−(θ+q(m−1)+2vλ−λ−γ)rj

×E(Pτ(tl−1)j(tl − tl−1))

=ρ
m

∑
j=1

c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)e−(θ+q(m−1)+2vλ−λ−γ)rj

×
m

∑
i=1

Pij(tl − tl−1)P(τ(tl−1) = ri),
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where the symbol Pτ(tl−1)j(tl− tl−1) in the second equality denotes the transition probability
from state τ(tl−1) to j during time tl − tl−1. Combining Lemma 2 and condition (5),
we have:

m

∑
i=1

P(τ(tl−1) = ri)

( m

∑
j=1

ρc2E‖ϕ‖pe−(θ+q(m−1)+2vλ−λ−γ)rj e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

× e(θ+q(m−1)+2vλ−λ−γ)tl−1 Pij(tl − tl−1)

)

≤
m

∑
i=1

P(τ(tl−1) = ri)

[
ρc2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

× e−(θ+q(m−1)+2vλ−λ−γ)ri e−λ(tl−tl−1) +

(
m

∑
j=1

e−(θ+q(m−1)+2vλ−λ−γ)rj ρc2E‖ϕ‖p

× e(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

×
∞

∑
n=1

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λ(tl − tl−1))
n

n!
e−λ(tl−tl−1)

)]

≤
m

∑
i=1

P(τ(tl−1) = ri)

[
ρc2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

× e−λ(tl−tl−1)
∑m

j=1 e−(θ+q(m−1)+2vλ−λ−γ)rj

m− 1 + 2vλ
q

+

(
ρc2E‖ϕ‖p

m

∑
j=1

e−(θ+q(m−1)+2vλ−λ−γ)rj e(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

×
∞

∑
n=1

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λ(tl − tl−1))
n

n!
e−λ(tl−tl−1)

)]

=
m

∑
i=1

P(τ(tl−1) = ri)

[
ρc2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

×
m

∑
j=1

e−(θ+q(m−1)+2vλ−λ−γ)rj
∞

∑
n=0

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λ(tk − tk−1))
n

n!
e−λ(tk−tk−1)

]

=e(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)ρc2E‖ϕ‖p ∑m
j=1 e−(θ+q(m−1)+2vλ−λ−γ)rj

m− 1 + 2vλ
q

× e(q(m−1)+2vλ−λ)(tl−tl−1)

≤e(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)ρc2E‖ϕ‖p ∑m
j=1 e−(θ+q(m−1)+2vλ−λ−γ)rj

m− 1 + 2vλ
q

× e(q(m−1)+2vλ−λ)η

≤c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl−1 e(θ+q(m−1)+2vλ−λ−γ)(tl−tl−1)

=c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)tl .

This implies that (3) is satisfied for t = tl . Next, we will prove that (3) holds for t ∈ (tl , tl+1).
If (3) is not true, then there exists t ∈ (tl , tl+1), s.t. EV(t, x(t)) > c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t.
Let:

t∗ = inf{t ∈ [tl , tl+1) : EV(t, x(t)) > c2E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t}

and

t∗∗ = sup{t ∈ (tl , t∗] : EV(t, x(t)) ≤ c1E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)(t+r)}.
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Then, for any t ∈ [t∗∗, t∗] and u ∈ [−r, 0], we obtain:

e(γ+λ−2vλ−θ−q(m−1))(t+u)EV(t + u, x(t + u))

≤c2E‖ϕ‖p

<c1Me−(γ+λ−2vλ−θ−q(m−1))rE‖ϕ‖p

=Me(γ+λ−2vλ−θ−q(m−1))t∗∗EV(t∗∗, x(t∗∗))

≤Me(γ+λ−2vλ−θ−q(m−1))tEV(t, x(t)),

which implies that for all u ∈ [−r, 0]:

EV(t + u, x(t + u)) ≤ Me(γ+λ−2vλ−θ−q(m−1))rEV(t, x(t)) ≤ βEV(t, x(t)).

By condition (3), we obtain:

ELV(t, x(t− τ(t)), x(t))

=
m

∑
j=1

P(τ(t) = rj)ELV(t, x(t− rj), x(t))

=
m

∑
i=1

m

∑
j=1

P(τ(tl) = ri)Pij(t− tl)ELV(t, x(t− rj), x(t))

≤
m

∑
i=1

m

∑
j=1

P(τ(tl) = ri)

(
δije−λ(t−tl) +

∞

∑
n=1

q
λ

( q
λ
(m− 1) + 2v

)n−1 (λ(t− tl))
n

n!
e−λ(t−tl)

)
×ELV(t, x(t− rj), x(t))

=
m

∑
i=1

P(τ(tl) = ri)

[
e−λ(t−tl)ELV(t, x(t− ri), x(t)) +

m

∑
j=1

e(q(m−1)+2vλ)(t−tl) − 1
m− 1 + 2vλ

q
e−λ(t−tl)

×ELV(t, x(t− rj), x(t))
]

≤
m

∑
i=1

P(τ(tl) = ri)

[
e−λδELV(t, x(t− ri), x(t)) +

m

∑
j=1

e(q(m−1)+2vλ)η − 1
m− 1 + 2vλ

q
e−λδELV(t, x(t− rj), x(t))

]
≤cEV(t, x(t)).

For any t ∈ [t∗∗, t∗], it follows that:

EV(t∗, x(t∗))

≤EV(t∗∗, x(t∗∗))ec(t∗−t∗∗)

=e−(γ+λ−2vλ−θ−q(m−1))rc1E‖ϕ‖pect∗ e−(γ+λ−2vλ−θ−q(m−1)+c)t∗∗

≤e−(γ+λ−2vλ−θ−q(m−1))rc1E‖ϕ‖pe(c+γ+λ−2vλ−θ−q(m−1))t∗ e(θ+q(m−1)+2vλ−λ−γ)t∗

≤e(c+γ+λ−2vλ−θ−q(m−1))ηe−(γ+λ−2vλ−θ−q(m−1))rc1E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t∗

=e(c+γ+λ−2vλ−θ−q(m−1))ηe−(γ+λ−2vλ−θ−q(m−1))r c1

c2
EV(t∗, x(t∗)).

This is a contradiction to condition (6). So, (3) holds for t ∈ (tl , tl+1). In other words,
we have proved that (3) holds for any k and t ∈ [tk, tk+1). According to condition (1),
we have:

E|x(t)|p ≤ c2

c1
E‖ϕ‖pe(θ+q(m−1)+2vλ−λ−γ)t,

which verifies that system (1) is pth moment exponentially stable.

Remark 2. The model we consider here combines the characteristics of the continuous-time systems
and discrete-time systems. So, the stability analysis of such systems is more complex than the case
of the pure continuous time-systems and discrete-time systems. In the proof of Theorem 1, the key
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step is to estimate the transition probability of Markov chain τ(t). Here, we have applied some
classic results in the Markov chain theory. In order to overcome the difficulties that arise from the
discrete-time systems, we have used the Markov property of τ(t). The technique applied here is new,
and it is different from those methods used in the existing literature.

Remark 3. According to Theorem 1, we can see that if a certain subsystem is unstable, and then
the switched system remains stable. In fact, from the statement of Theorem 1, we can see that if the
parameters (the size of delay, the altitude of impulsive control gain, the impulsive times interval) of
every subsystem are given, we can control the parameters q, v and λ in order to ensure the stability
of the switched system.

4. An Example

In this section, we will consider an example to illustrate the validity of our result.

Example 2. Consider the following 2D stochastic neural network:
dx(t) = [Ax(t) + Bx(t− τ(t))]dt + D f (x(t− τ(t)))dW(t)

∆x(tk) = −0.35x(t−k − τ(t−k )), t = tk, k = 1, 2, · · ·
x0 = ϕ(u) = [0.015,−0.02]T , u ∈ [−0.5, 0],

(4)

where

A =

[
0.02 0

0 0.02

]
, B =

[
−0.015 −0.001
−0.002 −0.025

]
,

D =

[
0.02 0

0 0.03

]
where δ = η = tk − tk−1 = 0.2. f (·) = tanh(·). The Markov process {τ(t), t ≥ 0} takes values
in S = {0.3, 0.5} with generator:

Q =

[
−0.4 0.4
0.3 −0.3

]
.

Now, we assert that system (4) is mean square stable. Obviously, λ = 0.4, q = 0.4, v = 0.25.
Taking V(t, x(t)) = |x(t)|2, then condition (1) of Theorem 1 holds for p = 2, c1 = c2 = 1. Let
γ = 0.4 and θ = 0.1. From a direct computation, it follows that ρ = 0.422. Using Itô’s formula,
we have:

ELV(t, x(t− ri), x(t))

=0.04E|x(t)|2 + 0.025E|x(t)|2 + 0.025E|x(t− ri)|2 + 0.0009E|x(t− ri)|2

≤0.065E|x(t)|2 + (0.026× 1.1)E|x(t)|2

=0.0936E|x(t)|2,

c = 0.0936[e−λδ + m
m−1+ 2vλ

q
(e(q(m−1)+2vλ)δ − 1)e−λδ] = 0.1. Thus, conditions (1)–(3) are

satisfied.
Next, we turn to check that conditions (4)–(6) hold. In fact, θ + q(m − 1) + 2vλ − λ −

γ = −0.1 < 0. supi e−(θ+q(m−1)+2vλ−λ−γ)ri = e0.05 = 1.05 < ∑m
i=1 e−(θ+q(m−1)+2vλ−λ−γ)ri

m−1+ 2vλ
q

=

e0.03+e0.05

1.5 = 1.38, ρ
∑m

i=1 e−(θ+q(m−1)+2vλ−λ−γ)ri

m−1+ 2vλ
q

= 0.422 × e0.03+e0.05

1.5 = 0.422 × 1.38 = 0.59 <

e−0.2×0.2 = 0.96. (c + λ + γ− θ − 2vλ− q(m− 1))δ = 0.04 < (λ + γ− θ − 2vλ− q(m−
1))r = 0.05. That is, all the conditions of Theorem 1 hold. Therefore, from Theorem 1, we see that
the neural network (4) is mean square exponentially stable.
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5. Conclusions

In this paper, we have investigated the pth moment exponential stability of impulsive
stochastic functional differential equations with Markovian switched delay effects. By
using stochastic process theory, stochastic analysis theory, Razumikin technology and the
Lyaponov method, a novel sufficient condition is obtained. Different from the previous
literature, the model that we study is new and more complex. Moreover, an example is
provided to show the efficiency of our result. In addition, it maybe more reasonable that
if the impulse instants {tk}∞

k=1 are random variables, and how to consider the stability is
more challenging. In the future, we will consider this question.
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