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#### Abstract

We present the construction and application of a first order stabilization-free virtual element method to problems in plane elasticity. Well-posedness and error estimates of the discrete problem are established. The method is assessed on a series of well-known benchmark problems from linear elasticity and numerical results are presented that affirm the optimal convergence rate of the virtual element method in the $L^{2}$ norm and the energy seminorm.
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## 1. Introduction

In the past few years there has been considerable interest in the study of extensions of finite element methods to arbitrary polygonal meshes. The Virtual Element Method (VEM) is one such method introduced in $[1,4,6,7]$ for Poisson and other scalar elliptic boundaryvalued problems. In [2, 3, 5] and [22], the approach has been extended to problems in two- and three-dimensional elasticity, respectively. The original VEM relies on a choice of a suitable stabilization operator to preserve the coerciveness of the problem. This has led to many studies on the choice of the stability term for elliptic problems in two dimensions [8, 24] and three dimensions [18], as well as nonlinear elasticity [19, 25, 30]. In Berrone et al. [9], a stabilization-free VEM was introduced for the two-dimensional Poisson equation, which retains optimal order error estimates without a stability term. The main idea in this approach is to modify the standard first order virtual element space to allow for the computation of a higher order polynomial $L^{2}$ projection of the gradient. The degree of the polynomial on each element is chosen so that the discrete problem remains bounded and coercive. A related method for plane elasticity is proposed by D'Altri et al. [20], in which a $k$-th order polynomial space is enhanced with higher order polynomials, and static condensation is then applied. In certain cases, this approach leads to a stabilization-free VEM. The construction of the stabilization-free space can be seen as an extension of the space first defined in [1], while the enhancement of the strain projection resembles assumed strain approaches and the method of incompatible modes that are used in the finite element method [26, 29]. The form of the stabilization term in the virtual element method is similar to that in the hourglass stabilized finite element method [13, 21]. The need for the stabilization term is an

[^0]undesirable attribute of these methods, since it can be problem dependent, is not uniquely defined and is more involved to construct for problems with anisotropic material behavior and geometric or material nonlinearities. The stabilization-free method retains both the flexibility with respect to meshing and the optimal convergence rates of standard VEM, while only using information from the mesh to ensure coercivity. It is therefore of interest to develop stabilization-free virtual element methods [9, 20].

In this paper, we extend the approach proposed in [9] to problems in plane elasticity. In Section 2, we set up the model problem of plane elasticity, and in Sections 3 and 4, we introduce the polynomial approximations and projections used in our constructions. The extension of the work from [9] to the vector-valued case is described in Section 5. In Section 6 , we present the construction and implementation of the projection matrices and the element stiffness matrix. Section 7 contains the theoretical results of well-posedness and error estimates using approximation techniques detailed in [9, 10, 11, 12, 17]. In Section 8, we solve several benchmark elasticity problems: patch test, bending of a cantilever beam, plate with a circular hole under uniaxial tension, and a hollow cylinder under internal pressure. The convex polygonal meshes that are used in the numerical study are generated using PolyMesher [27]. The rates of convergence in the numerical simulations are found to be in agreement with the theoretical a priori error estimates. We close with a summary of our main findings in Section 9.

## 2. Elastostatic Model Problem and Weak Form

We consider an elastic body that occupies the region $\Omega \subset \mathbb{R}^{2}$ with boundary $\partial \Omega$. Assume that the boundary $\partial \Omega$ can be written as the disjoint union of two parts $\Gamma_{D}$ and $\Gamma_{N}$ with prescribed Dirichlet and Neumann conditions on $\Gamma_{D}$ and $\Gamma_{N}$, respectively. The strong form for the elastostatic problem is:

$$
\begin{align*}
& \nabla \cdot \boldsymbol{\sigma}+\boldsymbol{f}=\mathbf{0} \text { in } \Omega, \quad \boldsymbol{\sigma}=\boldsymbol{\sigma}^{T} \text { in } \Omega,  \tag{1a}\\
& \boldsymbol{\varepsilon}(\boldsymbol{u})=\nabla_{s} \boldsymbol{u}=\frac{1}{2}\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right),  \tag{1b}\\
& \boldsymbol{\sigma}(\boldsymbol{u})=\mathbb{C}: \boldsymbol{\varepsilon}(\boldsymbol{u}),  \tag{1c}\\
& \boldsymbol{u}=\overline{\boldsymbol{u}} \text { on } \Gamma_{D},  \tag{1d}\\
& \boldsymbol{\sigma} \cdot \mathbf{n}=\overline{\boldsymbol{t}} \text { on } \Gamma_{N}, \tag{1e}
\end{align*}
$$

where $\boldsymbol{f} \in\left[L^{2}(\Omega)\right]^{2}$ is the body force per unit volume, $\boldsymbol{\sigma}$ is the Cauchy stress tensor, $\boldsymbol{\varepsilon}$ is the small-strain tensor with $\nabla_{s}(\cdot)$ being the symmetric gradient operator, $\boldsymbol{u}$ is the displacement field, $\overline{\boldsymbol{u}}$ and $\overline{\boldsymbol{t}}$ are the imposed essential boundary and traction boundary data, and $\boldsymbol{n}$ is the unit outward normal on the boundary. Linear elastic constitutive material relation ( $\mathbb{C}$ is the material moduli tensor) and small-strain kinematics are assumed.

The associated weak form of the boundary-value problem posed in (1) is to find the displacement field $\boldsymbol{u} \in \boldsymbol{U}$, where $\boldsymbol{U}:=\left\{\boldsymbol{u}: \boldsymbol{u} \in\left[H^{1}(\Omega)\right]^{2}, \boldsymbol{u}=\overline{\boldsymbol{u}}\right.$ on $\left.\Gamma_{D}\right\}$, such that

$$
\begin{equation*}
a(\boldsymbol{u}, \boldsymbol{v})=b(\boldsymbol{v}) \quad \forall \boldsymbol{v} \in \boldsymbol{U}_{0} \tag{2a}
\end{equation*}
$$

where $\boldsymbol{U}_{0}=\left[H_{0}^{1}(\Omega)\right]^{2}$ and

$$
\begin{align*}
a(\boldsymbol{u}, \boldsymbol{v}) & =\int_{\Omega} \boldsymbol{\sigma}(\boldsymbol{u}): \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x}  \tag{2b}\\
b(\boldsymbol{v}) & =\int_{\Omega} \boldsymbol{f} \cdot \boldsymbol{v} d \boldsymbol{x}+\int_{\Gamma_{N}} \overline{\boldsymbol{t}} \cdot \boldsymbol{v} d s \tag{2c}
\end{align*}
$$

In (2), $H^{1}(\Omega)$ is the Hilbert space that consists of square-integrable functions up to order 1 and $H_{0}^{1}(\Omega)$ is the subspace of $H^{1}(\Omega)$ that contains functions that vanish on $\Gamma_{D}$.

## 3. Mathematical Preliminaries

Let $\mathcal{T}^{h}$ be the decomposition of the region $\Omega$ into nonoverlapping polygons. For each polygon $E \in \mathcal{T}^{h}$, we denote its diameter by $h_{E}$ and its centroid by $\boldsymbol{x}_{E}$. Each polygon $E$ consists of $N_{E}$ vertices (nodes) with $N_{E}$ edges. Let $\mathcal{E}_{E}$ be the set of all edges of $E$. We denote the coordinate of each vertex by $\boldsymbol{x}_{i}:=\left(x_{i}, y_{i}\right)$. In the VEM, standard mesh assumptions are placed on $\mathcal{T}^{h}$ (e.g., star-convexity of $E$ ) [4].

### 3.1. Polynomial basis

Over each element $E$, we define $\left[\mathbb{P}_{1}(E)\right]^{2}$ as the space of of two-dimensional vector-valued polynomials of degree less than or equal to 1 . On each $E$, we will also need to choose a basis. In particular, we choose the basis as:

$$
\widehat{\boldsymbol{M}}(E)=\left[\left\{\begin{array}{l}
1  \tag{3a}\\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
1
\end{array}\right\},\left\{\begin{array}{c}
-\eta \\
\xi
\end{array}\right\},\left\{\begin{array}{l}
\eta \\
\xi
\end{array}\right\},\left\{\begin{array}{l}
\xi \\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
\eta
\end{array}\right\}\right],
$$

where

$$
\begin{equation*}
\xi=\frac{x-x_{E}}{h_{E}}, \quad \eta=\frac{y-y_{E}}{h_{E}} . \tag{3b}
\end{equation*}
$$

The $\alpha$-th element of the set $\widehat{\boldsymbol{M}}(E)$ is denoted by $\boldsymbol{m}_{\alpha}$.
We also define the space $\mathbb{P}_{\ell}(E)_{\text {sym }}^{2 \times 2}$ that represents $2 \times 2$ symmetric matrix polynomials of degree less than or equal to $\ell$. Since the matrices are symmetric we can represent them in terms of $3 \times 1$ vectors. On each element $E$, we choose the basis

$$
\widehat{\boldsymbol{M}}^{2 \times 2}(E)=\left[\left\{\begin{array}{l}
1  \tag{4a}\\
0 \\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
1 \\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
0 \\
1
\end{array}\right\},\left\{\begin{array}{l}
\xi \\
0 \\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
\xi \\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
0 \\
\xi
\end{array}\right\}, \ldots\left\{\begin{array}{c}
\eta^{\ell} \\
0 \\
0
\end{array}\right\},\left\{\begin{array}{c}
0 \\
\eta^{\ell} \\
0
\end{array}\right\},\left\{\begin{array}{l}
0 \\
0 \\
\eta^{\ell}
\end{array}\right\}\right] .
$$

We denote the $\alpha$-th vector in this set as $\widehat{\boldsymbol{m}}_{\alpha}$ and define the matrix $\boldsymbol{N}^{p}$ that contains these basis elements as

$$
\boldsymbol{N}^{p}:=\left[\begin{array}{cccccccccc}
1 & 0 & 0 & \xi & 0 & 0 & \ldots & \eta^{\ell} & 0 & 0  \tag{4b}\\
0 & 1 & 0 & 0 & \xi & 0 & \ldots & 0 & \eta^{\ell} & 0 \\
0 & 0 & 1 & 0 & 0 & \xi & \ldots & 0 & 0 & \eta^{\ell}
\end{array}\right] .
$$

### 3.2. Matrix-vector representation

For later computations, it is more convenient to reduce the tensor expressions into equivalent matrix and vector representations. We first note that for plane elasticity we can express the components of the stress and strain tensors as symmetric $2 \times 2$ matrices. However, instead of using symmetric matrices, we adopt Voigt notation to represent the matrices as $3 \times 1$ arrays. In particular, for any symmetric $2 \times 2$ matrix $\boldsymbol{A}$, denote its Voigt representation $\overline{\boldsymbol{A}}$ by:

$$
\boldsymbol{A}=\left[\begin{array}{ll}
a_{11} & a_{12} \\
a_{12} & a_{22}
\end{array}\right], \quad \overline{\boldsymbol{A}}=\left\{\begin{array}{l}
a_{11} \\
a_{22} \\
a_{12}
\end{array}\right\} .
$$

On using Voigt (engineering) notation, we can write the stress and strain in terms of $3 \times 1$ arrays:

$$
\overline{\boldsymbol{\sigma}}=\left\{\begin{array}{l}
\sigma_{11}  \tag{5}\\
\sigma_{22} \\
\sigma_{12}
\end{array}\right\}, \quad \overline{\boldsymbol{\varepsilon}}=\left\{\begin{array}{c}
\varepsilon_{11} \\
\varepsilon_{22} \\
2 \varepsilon_{12}
\end{array}\right\} .
$$

Furthermore, on using these conventions we can also express the strain-displacement relation and the constitutive law in matrix form as:

$$
\begin{equation*}
\overline{\boldsymbol{\sigma}}=\boldsymbol{C} \bar{\varepsilon}, \quad \bar{\varepsilon}=\boldsymbol{S u} \tag{6a}
\end{equation*}
$$

where $\boldsymbol{S}$ is a matrix differential operator that is given by

$$
\boldsymbol{S}=\left[\begin{array}{cc}
\frac{\partial}{\partial x} & 0  \tag{6b}\\
0 & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{array}\right],
$$

and $\boldsymbol{C}$ is the associated matrix representation of the material tensor that is given by

$$
\begin{array}{ll}
\boldsymbol{C} & =\frac{E_{Y}}{\left(1-\nu^{2}\right)}\left[\begin{array}{ccc}
1 & \nu & 0 \\
\nu & 1 & 0 \\
0 & 0 & \frac{1-\nu}{2}
\end{array}\right] \\
\boldsymbol{C}=\frac{E_{Y}}{(1+\nu)(1-2 \nu)}\left[\begin{array}{ccc}
1-\nu & \nu & 0 \\
\nu & 1-\nu & 0 \\
0 & 0 & \frac{1-2 \nu}{2}
\end{array}\right] \quad \text { (plane stress) },
\end{array}
$$

where $E_{Y}$ is the Young's modulus and $\nu$ is the Poisson's ratio of the material.

## 4. Projection operators

We present the derivation of the two projections that are used in the stabilization-free VEM: energy projection of the displacement field and $L^{2}$ projection of the strain field.

### 4.1. Energy projection of the displacement field

Let $E$ be any generic element with $\boldsymbol{H}^{1}(E):=\left[H^{1}(E)\right]^{2}$. We now define the energy projection operator $\boldsymbol{\Pi}_{1, E}^{\varepsilon}: \boldsymbol{H}^{1}(E) \rightarrow\left[\mathbb{P}_{1}(E)\right]^{2}$ by the unique function that satisfies the orthogonality relation:

$$
\begin{equation*}
a^{E}\left(\boldsymbol{m}_{\alpha}, \boldsymbol{v}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right)=0 \quad \forall \boldsymbol{m}_{\alpha} \in \widehat{\boldsymbol{M}}(E) \tag{7}
\end{equation*}
$$

Note that for $\alpha=1,2,3$, which corresponds to the rigid-body modes, we obtain $\boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right)=\mathbf{0}$. So we obtain three trivial equations, $0=0$. To fully define the projection, we need to choose a suitable projection operator $P_{0}: \boldsymbol{H}^{1}(E) \times \boldsymbol{H}^{1}(E) \rightarrow \mathbb{R}$. In particular, we select it as a discrete $L^{2}$ inner product on $E$ :

$$
\begin{equation*}
P_{0}(\boldsymbol{u}, \boldsymbol{v}):=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{u}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{v}\left(\boldsymbol{x}_{j}\right) \tag{8}
\end{equation*}
$$

and require the condition

$$
\begin{equation*}
P_{0}\left(\boldsymbol{m}_{\alpha}, \boldsymbol{v}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right)=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}}\left(\boldsymbol{v}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right)\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right)=0 \quad(\alpha=1,2,3) \tag{9}
\end{equation*}
$$

On writing out the expressions, we have the equivalent system

$$
\begin{gather*}
\int_{E} \boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right): \boldsymbol{\varepsilon}\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right) d \boldsymbol{x}=\int_{E} \boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right): \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x} \quad(\alpha=4,5,6),  \tag{10a}\\
\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right)=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{v}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right) \quad(\alpha=1,2,3) . \tag{10b}
\end{gather*}
$$

We can also rewrite this using the matrix-vector representation. For the right-hand side of (10a), we use (5) to write

$$
\begin{aligned}
\boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right): \boldsymbol{\varepsilon}(\boldsymbol{v})=\overline{\boldsymbol{\varepsilon}(\boldsymbol{v})} \cdot \overline{\boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right)} & =(\overline{\varepsilon(\boldsymbol{v})})^{T} \overline{\boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right)} \\
& =(\boldsymbol{S} \boldsymbol{v})^{T}\left(\boldsymbol{C} \boldsymbol{S m}_{\alpha}\right)
\end{aligned}
$$

Similarly, the left-hand side can be written as

$$
\boldsymbol{\sigma}\left(\boldsymbol{m}_{\alpha}\right): \boldsymbol{\varepsilon}\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right):=\left(\overline{\boldsymbol{\varepsilon}\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right)}\right)^{T}\left(\boldsymbol{C S m}_{\alpha}\right)=\left(\boldsymbol{S} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right)^{T}\left(\boldsymbol{\operatorname { S i m }} \boldsymbol{\alpha}_{\boldsymbol{\alpha}}\right)
$$

Therefore, we can express (10a) in matrix-vector form as:

$$
\begin{equation*}
\int_{E}\left(\boldsymbol{S} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S m}_{\alpha}\right) d \boldsymbol{x}=\int_{E}(\boldsymbol{S} \boldsymbol{v})^{T}\left(\boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}\right) d \boldsymbol{x} \tag{11}
\end{equation*}
$$

4.2. $L^{2}$ projection of the strain field

We define the associated $L^{2}$ projection operator $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}():. \boldsymbol{H}^{1}(E) \rightarrow \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}$ of the strain tensor by the unique operator that satisfies

$$
\begin{equation*}
\left(\varepsilon^{p}, \boldsymbol{\varepsilon}(\boldsymbol{v})-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{E}=0 \quad \forall \varepsilon^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2} \tag{12a}
\end{equation*}
$$

where we use the standard $L^{2}$ inner product:

$$
\begin{equation*}
\left(\varepsilon^{p}, \boldsymbol{\varepsilon}\right)_{E}=\int_{E} \varepsilon^{p}: \boldsymbol{\varepsilon} d \boldsymbol{x} \tag{12b}
\end{equation*}
$$

Writing out the expression in (12a), we have

$$
\begin{equation*}
\int_{E} \varepsilon^{p}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x}=\int_{E} \varepsilon^{p}: \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x} \tag{13}
\end{equation*}
$$

On expanding the right-hand side of (13), and on applying integration by parts and the divergence theorem, we obtain

$$
\begin{aligned}
\int_{E} \boldsymbol{\varepsilon}^{p}: \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x} & =\int_{E} \nabla \cdot\left(\boldsymbol{v} \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x}-\int_{E} \boldsymbol{v} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x} \\
& =\int_{\partial E} \boldsymbol{n} \cdot\left(\boldsymbol{v} \cdot \boldsymbol{\varepsilon}^{p}\right) d s-\int_{E} \boldsymbol{v} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x}
\end{aligned}
$$

Then, (13) becomes

$$
\begin{equation*}
\int_{E} \boldsymbol{\varepsilon}^{p}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x}=\int_{\partial E} \boldsymbol{v} \cdot\left(\varepsilon^{p} \cdot \boldsymbol{n}\right) d s-\int_{E} \boldsymbol{v} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x} \tag{14}
\end{equation*}
$$

On using the matrix-vector representation in (5), the first term on the right-hand side of (14) becomes

$$
\boldsymbol{v} \cdot\left(\varepsilon^{p} \cdot \boldsymbol{n}\right)=\boldsymbol{v}^{T}\left[\begin{array}{ll}
\varepsilon_{11}^{p} & \varepsilon_{12}^{p}  \tag{15a}\\
\varepsilon_{12}^{p} & \varepsilon_{22}^{p}
\end{array}\right]\left\{\begin{array}{l}
n_{1} \\
n_{2}
\end{array}\right\}=\boldsymbol{v}^{T}\left[\begin{array}{ccc}
n_{1} & 0 & n_{2} \\
0 & n_{2} & n_{1}
\end{array}\right]\left\{\begin{array}{c}
\varepsilon_{11}^{p} \\
\varepsilon_{22}^{p} \\
\varepsilon_{12}^{p}
\end{array}\right\}:=\boldsymbol{v}^{T} \boldsymbol{N}^{\partial E} \overline{\boldsymbol{\varepsilon}^{p}}
$$

where $\boldsymbol{N}^{\partial E}$ is the matrix of element normal components, which is defined as

$$
\boldsymbol{N}^{\partial E}:=\left[\begin{array}{ccc}
n_{1} & 0 & n_{2}  \tag{15b}\\
0 & n_{2} & n_{1}
\end{array}\right]
$$

For the second term on the right-hand side of (14), we have

$$
\boldsymbol{v} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right)=\boldsymbol{v}^{T}\left\{\begin{array}{l}
\frac{\partial \varepsilon_{11}^{p}}{\partial x}+\frac{\partial \varepsilon_{12}^{p}}{\partial y}  \tag{16a}\\
\frac{\partial \varepsilon_{12}^{p}}{\partial x}+\frac{\partial \varepsilon_{22}^{p}}{\partial y}
\end{array}\right\}=\boldsymbol{v}^{T}\left[\begin{array}{ccc}
\frac{\partial}{\partial x} & 0 & \frac{\partial}{\partial y} \\
0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{array}\right]\left\{\begin{array}{c}
\varepsilon_{11}^{p} \\
\varepsilon_{22}^{p} \\
\varepsilon_{12}^{p}
\end{array}\right\}:=\boldsymbol{v}^{T} \boldsymbol{\partial} \overline{\varepsilon^{p}},
$$

where $\boldsymbol{\partial}$ is a matrix operator that is defined as

$$
\boldsymbol{\partial}:=\left[\begin{array}{ccc}
\frac{\partial}{\partial x} & 0 & \frac{\partial}{\partial y}  \tag{16b}\\
0 & \frac{\partial}{\partial y} & \frac{\partial}{\partial x}
\end{array}\right] .
$$

Now we can express (14) as

$$
\begin{equation*}
\int_{E} \boldsymbol{\varepsilon}^{p}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x}=\int_{\partial E} \boldsymbol{v}^{T} \boldsymbol{N}^{\partial E} \overline{\boldsymbol{\varepsilon}^{p}} d s+\int_{E} \boldsymbol{v}^{T} \boldsymbol{\partial} \overline{\varepsilon^{p}} d \boldsymbol{x} \tag{17}
\end{equation*}
$$

Since $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})$ is the projection of the strain tensor onto symmetric matrix polynomials, we use (5) to represent it in terms of a vector. In particular, we set

$$
\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})}=\left\{\begin{array}{c}
\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{11} \\
\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{22} \\
2\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})\right)_{12}
\end{array}\right\} .
$$

Now, we can also write

$$
\varepsilon^{p}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})=\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})} \cdot \overline{\varepsilon^{p}}=\left(\overline{\overline{\boldsymbol{\Pi}}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})}\right)^{T} \overline{\varepsilon^{p}}
$$

On using the above relations in (17), we seek the $L^{2}$ projection that satisfies

$$
\begin{equation*}
\int_{E}\left(\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})}\right)^{T} \overline{\boldsymbol{\varepsilon}^{p}} d \boldsymbol{x}=\int_{\partial E} \boldsymbol{v}^{T} \boldsymbol{N}^{\partial E} \overline{\boldsymbol{\varepsilon}^{p}} d s+\int_{E} \boldsymbol{v}^{T} \boldsymbol{\partial} \overline{\bar{\varepsilon}^{p}} d \boldsymbol{x} \quad \forall \boldsymbol{\varepsilon}^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2} \tag{18}
\end{equation*}
$$

## 5. Enlarged Enhanced Virtual Element Space

With the preliminary results in place, we now construct the discrete space for the stabilization-free virtual element method. Let $E$ be any polygonal element from $\mathcal{T}^{h}$, then following [9], we select the smallest value $\ell=\ell(E)$ that satisfies ${ }^{1}$

$$
\begin{equation*}
\frac{3}{2}(\ell+1)(\ell+2)-\operatorname{dim}\left(\mathbb{P}_{\ell}^{\mathrm{ker}}(E)\right) \geq 2 N_{E}-3 \tag{19}
\end{equation*}
$$

where $N_{E}$ is the number of vertices (nodes) of element $E$ and $\mathbb{P}_{\ell}^{\text {ker }}(E)$ is the space defined by

$$
\mathbb{P}_{\ell}^{\mathrm{ker}}(E):=\left\{\boldsymbol{\varepsilon}^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}:\left.\int_{\partial E}\left(\boldsymbol{v}-P_{r}(\boldsymbol{v})\right)\right|_{\partial E} \cdot\left(\boldsymbol{\varepsilon}^{p} \cdot \boldsymbol{n}\right) d s=0 \quad \forall \boldsymbol{v}\right\},
$$

where $P_{r}(\boldsymbol{v})$ is a projection of $\boldsymbol{v}$ onto rigid-body modes with $\boldsymbol{\varepsilon}\left(P_{r}(\boldsymbol{v})\right)=\mathbf{0}$. It can be shown that the dimension of the space $\mathbb{P}_{\ell}^{\text {ker }}(E)$ is bounded from above, and we include this result as a lemma.

[^1]Lemma 1. Let $E$ be any polygonal element and $\ell \in \mathbb{N}$. Then

$$
\begin{equation*}
\operatorname{dim}\left(\mathbb{P}_{\ell}^{k e r}(E)\right) \leq \frac{\ell}{2}(3 \ell+1) \tag{20}
\end{equation*}
$$

Proof. Following [9], we define for each element $E$, the subspace of polynomials

$$
\tilde{\mathbb{H}}_{\ell+1}(E)=\left\{\boldsymbol{p} \in\left[\mathbb{P}_{\ell+1}(E)\right]^{2}: \nabla \cdot \boldsymbol{\sigma}(\boldsymbol{p})=\mathbf{0}\right\}
$$

For a given $\ell$, this space is shown to have dimension $4 \ell+6$ in [14]. We then consider the space $\boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)$, and it can be shown that this space has dimension $4 \ell+3$. Both $\mathbb{P}_{\ell}^{\mathrm{ker}}(E)$ and $\boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)$ are subspaces of $\mathbb{P}_{\ell}(E)_{\text {sym }}^{2 \times 2}$, so the sum $\mathbb{P}_{\ell}^{\text {ker }}(E)+\boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)$ is also a subspace and the dimension is bounded by:

$$
\begin{aligned}
\operatorname{dim}\left(\mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}\right) & \geq \operatorname{dim}\left(\mathbb{P}_{\ell}^{\mathrm{ker}}(E)+\boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)\right) \\
& =\operatorname{dim}\left(\mathbb{P}_{\ell}^{\mathrm{ker}}(E)\right)+\operatorname{dim}\left(\boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)-\operatorname{dim}\left(\mathbb{P}_{\ell}^{\mathrm{ker}}(E) \cap \boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)\right)\right.
\end{aligned}
$$

Now we show that $\mathbb{P}_{\ell}^{\mathrm{ker}}(E) \cap \boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)=\{\mathbf{0}\}$. To this end, let $\boldsymbol{p} \in \tilde{\mathbb{H}}_{\ell+1}(E)$, and assume that $\boldsymbol{\sigma}(\boldsymbol{p}) \in \mathbb{P}_{\ell}^{\text {ker }}(E)$. Then we have for any $\boldsymbol{v} \in \boldsymbol{H}^{1}(E)$,

$$
\int_{E} \nabla \cdot \boldsymbol{\sigma}(\boldsymbol{p}) \cdot\left(\boldsymbol{v}-P_{r}(\boldsymbol{v})\right) d \boldsymbol{x}=0
$$

On applying the divergence theorem and using the definition of $\mathbb{P}_{\ell}^{\text {ker }}(E)$, we can write

$$
\left.\int_{\partial E}\left(\boldsymbol{v}-P_{r}(\boldsymbol{v})\right)\right|_{\partial E} \cdot(\boldsymbol{\sigma}(\boldsymbol{p}) \cdot \boldsymbol{n}) d s-\int_{E} \boldsymbol{\varepsilon}\left(\boldsymbol{v}-P_{r}(\boldsymbol{v})\right): \boldsymbol{\sigma}(\boldsymbol{p}) d \boldsymbol{x}=-\int_{E} \varepsilon(\boldsymbol{v}): \boldsymbol{\sigma}(\boldsymbol{p})=0 .
$$

This is true for all $\boldsymbol{v}$, which implies that $\boldsymbol{\sigma}(\boldsymbol{p})=\mathbf{0}$. Otherwise, suppose this is not true, then following a similar argument from [9], there exists an open set $\omega \subset E$ such that $\boldsymbol{\sigma}(\boldsymbol{p}) \neq \mathbf{0}$ and in particular $\boldsymbol{p} \neq \mathbf{0}$ over $\omega$. Now define a (smooth) bump function by:

$$
\begin{cases}-\nabla \cdot \boldsymbol{\sigma}\left(\boldsymbol{b}_{\omega}\right)=\boldsymbol{p} & \text { in } \omega, \\ \boldsymbol{b}_{\omega}=\mathbf{0} & \text { on } E \backslash \omega .\end{cases}
$$

Then, we consider

$$
0=\left(\boldsymbol{\sigma}(\boldsymbol{p}), \boldsymbol{\varepsilon}\left(\boldsymbol{b}_{\omega}\right)\right)_{E}=\left(\boldsymbol{\sigma}(\boldsymbol{p}), \varepsilon\left(\boldsymbol{b}_{\omega}\right)\right)_{\omega}=\left(\boldsymbol{\varepsilon}(\boldsymbol{p}), \boldsymbol{\sigma}\left(\boldsymbol{b}_{\omega}\right)\right)_{\omega}
$$

On applying the divergence theorem, we obtain

$$
\begin{aligned}
0=\left(\varepsilon(\boldsymbol{p}), \boldsymbol{\sigma}\left(\boldsymbol{b}_{\omega}\right)\right)_{\omega}=\int_{\omega} \boldsymbol{\varepsilon}(\boldsymbol{p}): \boldsymbol{\sigma}\left(\boldsymbol{b}_{\omega}\right) d \boldsymbol{x} & =\int_{\partial \omega}\left(\boldsymbol{\sigma}\left(\boldsymbol{b}_{\omega}\right) \cdot \boldsymbol{n}\right) \cdot \boldsymbol{p} d s-\int_{\omega} \boldsymbol{p} \cdot\left(\nabla \cdot \boldsymbol{\sigma}\left(\boldsymbol{b}_{\omega}\right)\right) d \boldsymbol{x} \\
& =\int_{\omega} \boldsymbol{p} \cdot \boldsymbol{p} d \boldsymbol{x}>0
\end{aligned}
$$

which leads to a contradiction, and therefore $\boldsymbol{\sigma}(\boldsymbol{p})=\mathbf{0}$ holds on $E$. This implies that $\mathbb{P}_{\ell}^{\mathrm{ker}}(E) \cap \boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)=\{\mathbf{0}\}$. Now it follows that

$$
\begin{aligned}
\operatorname{dim}\left(\mathbb{P}_{\ell}^{\mathrm{ker}}(E)\right) & \leq \operatorname{dim}\left(\mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}\right)-\operatorname{dim}\left(\boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)\right)+\operatorname{dim}\left(\mathbb{P}_{\ell}^{\mathrm{ker}}(E) \cap \boldsymbol{\sigma}\left(\tilde{\mathbb{H}}_{\ell+1}(E)\right)\right) \\
& =\frac{3}{2}(\ell+1)(\ell+2)-(4 \ell+3) \\
& =\frac{\ell}{2}(3 \ell+1)
\end{aligned}
$$

Combining (20) and (19), we get a sufficient bound on the number of vertices required for any $\ell$. In particular, we have a more restrictive bound:

$$
\begin{equation*}
N_{E} \leq 2 \ell+3 \tag{21}
\end{equation*}
$$

On using this value of $\ell$, we define the set of all functions $\boldsymbol{v} \in \boldsymbol{H}^{1}(E)$ that satisfy the property that the inner product of the function and any vector polynomial in $\left[\mathbb{P}_{\ell+1}(E)\right]^{2}$ is equal to that of the inner product with the energy projection. That is, we define the set $\mathcal{E S}_{1, \ell}^{E}$ as

$$
\begin{equation*}
\mathcal{E} \mathcal{N}_{1, \ell}^{E}=\left\{\boldsymbol{v}: \int_{E} \boldsymbol{v} \cdot \boldsymbol{p} d \boldsymbol{x}=\int_{E} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{v} \cdot \boldsymbol{p} d \boldsymbol{x} \quad \forall \boldsymbol{p} \in\left[\mathbb{P}_{\ell+1}(E)\right]^{2}\right\} . \tag{22}
\end{equation*}
$$

We define the local enlarged virtual element space as:

$$
\begin{equation*}
\boldsymbol{V}_{1, \ell}^{E}:=\left\{\boldsymbol{v}_{h} \in \mathcal{E} \mathcal{N}_{1, \ell}^{E}: \Delta \boldsymbol{v}_{h} \in\left[\mathbb{P}_{\ell+1}(E)\right]^{2}, \gamma^{e}\left(\boldsymbol{v}_{h}\right) \in\left[\mathbb{P}_{1}(e)\right]^{2} \forall e \in \mathcal{E}_{E}, \boldsymbol{v}_{h} \in\left[C^{0}(\partial E)\right]^{2}\right\} \tag{23}
\end{equation*}
$$

where $\gamma^{e_{i}}(\cdot)$ is the trace of a function (its argument) on an edge $e_{i}$. In the above space we require functions to be linear on the edges, in which case we can take the degrees of freedom to be the values of the function at the vertices of the polygon $E$. There will be a total of $2 N_{E}$ degrees of freedom on each element $E$.

With the local space so defined, we define the global enlarged virtual element space as

$$
\begin{equation*}
\boldsymbol{V}_{1, \ell}:=\left\{\boldsymbol{v}_{h} \in\left[H^{1}(\Omega)\right]^{2}:\left.\boldsymbol{v}_{h}\right|_{E} \in \boldsymbol{V}_{1, \ell}^{E} \text { for } \ell=\ell(E)\right\} . \tag{24}
\end{equation*}
$$

For each $E$, we assign a suitable basis to the local virtual element space $\boldsymbol{V}_{1, \ell}^{E}$. Let $\left\{\phi_{i}\right\}$ be the set of generalized barycentric coordinates (canonical basis functions) [23] that satisfy $\phi_{i}\left(\boldsymbol{x}_{j}\right)=\delta_{i j}$. We express the components of any $\boldsymbol{v}_{h} \in \boldsymbol{V}_{1, \ell}^{E}$ as the sum of these basis functions:

$$
\boldsymbol{v}_{h}=\left\{\begin{array}{c}
v_{h}^{1}  \tag{25a}\\
v_{h}^{2}
\end{array}\right\}=\left[\begin{array}{cccccccc}
\phi_{1} & \phi_{2} & \ldots & \phi_{N_{E}} & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \phi_{1} & \phi_{2} & \ldots & \phi_{N_{E}}
\end{array}\right]\left\{\begin{array}{c}
v_{1}^{1} \\
v_{2}^{1} \\
\vdots \\
v_{N_{E}}^{2}
\end{array}\right\}:=\boldsymbol{N}^{v} \tilde{\boldsymbol{v}}_{h}
$$

where we define $\boldsymbol{N}^{v}$ as the matrix of vectorial basis functions:

$$
\boldsymbol{N}^{v}=\left[\begin{array}{cccccccc}
\phi_{1} & \phi_{2} & \ldots & \phi_{N_{E}} & 0 & 0 & \ldots & 0  \tag{25b}\\
0 & 0 & \ldots & 0 & \phi_{1} & \phi_{2} & \ldots & \phi_{N_{E}}
\end{array}\right]:=\left[\begin{array}{lllll}
\boldsymbol{\varphi}_{1} & \ldots & \boldsymbol{\varphi}_{N_{E}} & \ldots & \boldsymbol{\varphi}_{2 N_{E}}
\end{array}\right] .
$$

We now define the weak form of the virtual element method on this space. On defining a discrete bilinear operator $a_{h}^{E}: \boldsymbol{V}_{1, \ell}^{E} \times \boldsymbol{V}_{1, \ell}^{E} \rightarrow \mathbb{R}$ and a discrete linear functional $b_{h}^{E}: \boldsymbol{V}_{1, \ell}^{E} \rightarrow \mathbb{R}$, we seek the solution to the problem: find $\boldsymbol{u}_{h} \in \boldsymbol{V}_{1, \ell}^{E}$ such that

$$
\begin{equation*}
a_{h}^{E}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right)=b_{h}^{E}\left(\boldsymbol{v}_{h}\right) \quad \forall \boldsymbol{v}_{h} \in \boldsymbol{V}_{1, \ell}^{E} . \tag{26}
\end{equation*}
$$

Following [9], we introduce the local discrete bilinear form in matrix-vector form:

$$
\begin{equation*}
a_{h}^{E}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right):=\int_{E}\left(\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{v}_{\boldsymbol{h}}\right)}\right)^{T} \boldsymbol{C} \overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)} d \boldsymbol{x} \tag{27}
\end{equation*}
$$

with the associated global operator defined as

$$
\begin{equation*}
a_{h}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right):=\sum_{E} a_{h}^{E}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right) . \tag{28}
\end{equation*}
$$

We also define a local linear functional by

$$
\begin{equation*}
b_{h}^{E}\left(\boldsymbol{v}_{h}\right)=\int_{E} \boldsymbol{v}_{h}^{T} \boldsymbol{f}_{h} d \boldsymbol{x}+\int_{\Gamma_{N} \cap \partial E} \boldsymbol{v}_{h}^{T} \overline{\boldsymbol{t}} d s \tag{29}
\end{equation*}
$$

with the associated global functional

$$
\begin{equation*}
b_{h}\left(\boldsymbol{v}_{h}\right)=\sum_{E} b_{h}^{E}\left(\boldsymbol{v}_{h}\right), \tag{30}
\end{equation*}
$$

where $\boldsymbol{f}_{h}$ is some approximation to $\boldsymbol{f}$. For first order methods it is sufficient to consider the $L^{2}$ projection onto constants, namely $\boldsymbol{f}_{h}=\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}$.

## 6. Numerical Implementation

With the definitions of the discrete spaces and projections on hand, we now detail the implementation of the method. We present the derivation of the equations to compute the energy projection, the $L^{2}$ projection, and the element stiffness matrix.

### 6.1. Implementation of energy projector

We start with the energy projection. From (11), we have for $\alpha=4,5,6$, the equation

$$
\int_{E}\left(\boldsymbol{S}_{1, E}^{\varepsilon} \boldsymbol{v}_{h}\right)^{T}\left(\boldsymbol{C S m}_{\alpha}\right) d \boldsymbol{x}=\int_{E}\left(\boldsymbol{S} \boldsymbol{v}_{h}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}\right) d \boldsymbol{x} .
$$

In particular, we are interested in the case when $\boldsymbol{v}_{h}=\boldsymbol{\varphi}_{i}$, the basis functions in $\boldsymbol{V}_{1, \ell}^{E}$. By definition of the energy projection, $\Pi_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}$ is a vector polynomial of degree one. Therefore, we can expand it in terms of its basis functions:

$$
\begin{equation*}
\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}=\sum_{\beta=1}^{6} s_{\beta}^{i} \boldsymbol{m}_{\beta} \tag{31}
\end{equation*}
$$

We can express the left-hand side as

$$
\begin{equation*}
\int_{E}\left(\boldsymbol{S} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S m}_{\alpha}\right) d \boldsymbol{x}=\sum_{\beta=1}^{6} s_{\beta}^{i} \int_{E}\left(\boldsymbol{S m}_{\beta}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}\right) d \boldsymbol{x} . \tag{32}
\end{equation*}
$$

Define the matrix $\tilde{\boldsymbol{G}}$ for $\beta=1,2, \ldots, 6$, and $\alpha=4,5,6$ by

$$
\begin{equation*}
\tilde{\boldsymbol{G}}_{\alpha \beta}=\int_{E}\left(\boldsymbol{S m}_{\beta}\right)^{T}\left(\boldsymbol{C S m}_{\alpha}\right) d \boldsymbol{x} \tag{33}
\end{equation*}
$$

Similarly, the matrix $\tilde{\boldsymbol{B}}$ representing the right-hand side of (11) becomes

$$
\begin{equation*}
\tilde{\boldsymbol{B}}_{\alpha i}=\int_{E}\left(\boldsymbol{S} \boldsymbol{\varphi}_{i}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}\right) d \boldsymbol{x} \tag{34}
\end{equation*}
$$

To fully define these matrices for all $\alpha$, we consider the additional projection equation (10b). When $\boldsymbol{v}=\boldsymbol{\varphi}_{i}$, we obtain

$$
\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right)=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{\varphi}_{i}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right) .
$$

As we have done previously, on expanding $\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}$ with (31) leads to

$$
\begin{equation*}
\sum_{\beta=1}^{6} s_{\beta}^{i} \frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{m}_{\beta}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right)=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{\varphi}_{i}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right) \tag{35}
\end{equation*}
$$

Now we can define the remaining $\alpha=1,2,3$ terms of the matrices $\tilde{\boldsymbol{G}}$ and $\tilde{\boldsymbol{B}}$ as

$$
\begin{equation*}
\tilde{\boldsymbol{G}}_{\alpha \beta}=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{m}_{\beta}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right), \quad \tilde{\boldsymbol{B}}_{\alpha i}=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{\varphi}_{i}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right) . \tag{36}
\end{equation*}
$$

Combining the results, we obtain $\tilde{\boldsymbol{G}}$ for all $\beta=1,2, \ldots, 6$ :

$$
\tilde{\boldsymbol{G}}_{\alpha \beta}=\left\{\begin{array}{l}
\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{m}_{\beta}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right) \quad(\alpha=1,2,3)  \tag{37a}\\
\int_{E}\left(\boldsymbol{S m}_{\beta}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}\right) d \boldsymbol{x} \quad(\alpha=4,5,6)
\end{array}\right.
$$

and for all $i=1,2 \ldots, 2 N_{E}$, we have

$$
\tilde{\boldsymbol{B}}_{\alpha i}=\left\{\begin{array}{l}
\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \boldsymbol{\varphi}_{i}\left(\boldsymbol{x}_{j}\right) \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right) \quad(\alpha=1,2,3)  \tag{37b}\\
\int_{E}\left(\boldsymbol{S}_{i}\right)^{T}\left(\boldsymbol{\operatorname { S m }} \boldsymbol{S}_{\alpha}\right) d \boldsymbol{x} \quad(\alpha=4,5,6)
\end{array}\right.
$$

After combining these equations, we can determine the coefficients for the projection as the solution of the system:

$$
\begin{equation*}
\tilde{\boldsymbol{G}} \boldsymbol{\Pi}_{1, E}^{\varepsilon}=\tilde{\boldsymbol{B}} \tag{38}
\end{equation*}
$$

where $\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon}\right)_{\beta i}=s_{\beta}^{i}$. We start by considering the matrix $\tilde{\boldsymbol{G}}$. For $\alpha=1,2,3, \tilde{\boldsymbol{G}}$ is the sum of polynomials evaluated at the vertex points, which can be directly computed. For $\alpha=4,5,6$, since the basis functions $\boldsymbol{m}_{\alpha}$ are linear, the matrix differential operator acting on $\boldsymbol{m}_{\alpha}$ will result in a constant vector. For a constant material matrix $\boldsymbol{C}$, the expression $\left(\boldsymbol{S m} \boldsymbol{m}_{\beta}\right)^{T}\left(\boldsymbol{C S} \boldsymbol{m}_{\alpha}\right)$ is a constant matrix. Therefore, we can write:

$$
\tilde{\boldsymbol{G}}_{\alpha \beta}=\left(\boldsymbol{S m}_{\beta}\right)^{T}\left(\boldsymbol{C S m}_{\alpha}\right)|E| \quad(\alpha=4,5,6) .
$$

On using (37b) and simplifying, we can write $\tilde{\boldsymbol{B}}$ for $\alpha=1,2,3$ as

$$
\tilde{\boldsymbol{B}}_{\alpha i}=\left\{\begin{array}{cl}
\frac{1}{N_{E}} \sum_{j=1}^{N_{E}}\left(\begin{array}{c}
\phi_{i}\left(\boldsymbol{x}_{j}\right) \\
0 \\
\frac{1}{N_{E}} \sum_{j=1}^{N_{E}}
\end{array}\binom{0}{\phi_{i}\left(\boldsymbol{x}_{j}\right)} \cdot \boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right)=\frac{1}{N_{E}} m_{\alpha}^{1}\left(\boldsymbol{x}_{i}\right)\right. & \left(i=1,2, \ldots, N_{E}\right) \\
\boldsymbol{m}_{\alpha}\left(\boldsymbol{x}_{j}\right)=\frac{1}{N_{E}} m_{\alpha}^{2}\left(\boldsymbol{x}_{i}\right) \quad\left(i=N_{E}+1, N_{E}+2, \ldots, 2 N_{E}\right),
\end{array}\right.
$$

where $m_{\alpha}^{k}$ is the $k$-th component of $\boldsymbol{m}_{\alpha}$. For $\alpha=4,5,6$, we can apply the definition of the matrix differential operator and use the divergence theorem to write

$$
\tilde{\boldsymbol{B}}_{\alpha i}=\int_{E}\left(\boldsymbol{S} \boldsymbol{\varphi}_{i}\right)^{T}\left(\boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}\right) d \boldsymbol{x}=\left(\int_{E}\left(\boldsymbol{S} \boldsymbol{\varphi}_{i}\right)^{T} d \boldsymbol{x}\right) \boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}=\sum_{j=1}^{N_{E}}\left(\int_{e_{j}} \boldsymbol{\varphi}_{i}^{T} \boldsymbol{N}^{\partial E} d s\right) \boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha}
$$

where $e_{j}$ is the $j$-th edge of the element $E$ and $\boldsymbol{N}^{\partial E}$ is the matrix of normal components given in (15b). On simplification, we obtain for $\alpha=4,5,6$,

$$
\tilde{\boldsymbol{B}}_{\alpha i}= \begin{cases}\binom{\int_{e_{i-1}}\left(\begin{array}{lll}
\phi_{i} n_{1}^{(i-1)} & 0 & \phi_{i} n_{2}^{(i-1)}
\end{array}\right) d s}{\quad+\int_{e_{i}}\left(\begin{array}{lll}
\phi_{i} n_{1}^{(i)} & 0 & \phi_{i} n_{2}^{(i)}
\end{array}\right) d s} \boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha} & \left(i=1,2, \ldots, N_{E}\right) \\
\left(\begin{array}{lll}
\int_{e_{i-1}} & \left(\begin{array}{lll}
0 & \phi_{i} n_{2}^{(i-1)} & \phi_{i} n_{1}^{(i-1)}
\end{array}\right) d s \\
& +\int_{e_{i}}\left(\begin{array}{lll}
0 & \phi_{i} n_{2}^{(i)} & \phi_{i} n_{1}^{(i)}
\end{array}\right) d s
\end{array}\right) \boldsymbol{C} \boldsymbol{S} \boldsymbol{m}_{\alpha} & \left(i=N_{E}+1, N_{E}+2, \ldots, 2 N_{E}\right)\end{cases}
$$

These are integrals of a linear function over a line segment, which are exactly computed using a two-point Gauss-Lobatto quadrature scheme.

### 6.2. Implementation of $L^{2}$ projector

Now that we have a computable form of the energy projection, we can construct the $L^{2}$ projection. From (18), we have

$$
\begin{equation*}
\int_{E}\left(\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{v}_{h}\right)}\right)^{T} \overline{\boldsymbol{\varepsilon}^{p}} d \boldsymbol{x}=\int_{\partial E} \boldsymbol{v}_{h}^{T} \boldsymbol{N}^{\partial E} \overline{\boldsymbol{\varepsilon}^{p}} d s+\int_{E} \boldsymbol{v}_{h}^{T} \partial \overline{\boldsymbol{\varepsilon}^{p}} d \boldsymbol{x} . \tag{39}
\end{equation*}
$$

On expanding $\boldsymbol{v}_{h}$ in terms of its basis in $\boldsymbol{V}_{1, \ell}^{E}$, we obtain $\boldsymbol{v}_{h}=\boldsymbol{N}^{v} \tilde{\boldsymbol{v}}_{h}$. We can also expand the symmetric function $\overline{\varepsilon^{p}}$ in terms of the polynomial basis in $\mathbb{P}_{\ell}(E)_{\text {sym }}^{2 \times 2}$ with $\overline{\boldsymbol{\varepsilon}^{p}}=\boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p}$. Following [2], we also define a matrix $\Pi^{m}$ such that we can write the projected strain in terms of the polynomial basis in $\mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}$. In particular, we write

$$
\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{v}_{h}\right)}=\boldsymbol{N}^{p} \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{v}}_{h},
$$

Substituting these into (39), we obtain

$$
\int_{E}\left(\boldsymbol{N}^{p} \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{v}}_{h}\right)^{T} \boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p} d \boldsymbol{x}=\int_{\partial E}\left(\boldsymbol{N}^{v} \tilde{\boldsymbol{v}}_{h}\right)^{T} \boldsymbol{N}^{\partial E} \boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p} d s+\int_{E}\left(\boldsymbol{N}^{v} \tilde{\boldsymbol{v}}_{h}\right)^{T} \boldsymbol{\partial} \boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p} d \boldsymbol{x}
$$

which on simplifying becomes

$$
\int_{E} \tilde{\boldsymbol{v}}_{h}^{T}\left(\boldsymbol{\Pi}^{m} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p} d \boldsymbol{x}=\int_{\partial E} \tilde{\boldsymbol{v}}_{h}^{T}\left(\boldsymbol{N}^{v}\right)^{T} \boldsymbol{N}^{\partial E} \boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p} d s+\int_{E} \tilde{\boldsymbol{v}}_{h}^{T}\left(\boldsymbol{N}^{v}\right)^{T} \boldsymbol{\partial} \boldsymbol{N}^{p} \tilde{\boldsymbol{\varepsilon}}^{p} d \boldsymbol{x} .
$$

Since this is true for all $\tilde{\boldsymbol{v}}_{h}$ and $\tilde{\boldsymbol{\varepsilon}}^{p}$, we can rewrite the equation as:

$$
\left(\tilde{\boldsymbol{\varepsilon}}^{p}\right)^{T}\left(\int_{E}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{p} d \boldsymbol{x}\right) \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{v}}_{h}=\left(\tilde{\varepsilon}^{p}\right)^{T}\left(\int_{\partial E}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v} d s-\int_{E}\left(\boldsymbol{\partial} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v} d \boldsymbol{x}\right) \tilde{\boldsymbol{v}}_{h}
$$

So now we can solve for the projection matrix $\boldsymbol{\Pi}^{m}$ via

$$
\begin{equation*}
\boldsymbol{\Pi}^{m}=\boldsymbol{G}^{-1} \boldsymbol{B} \tag{40a}
\end{equation*}
$$

where $\boldsymbol{G}$ and $\boldsymbol{B}$ are defined as

$$
\begin{align*}
\boldsymbol{G} & :=\int_{E}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{p} d \boldsymbol{x}  \tag{40b}\\
\boldsymbol{B} & :=\int_{\partial E}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v} d s-\int_{E}\left(\boldsymbol{\partial} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v} d \boldsymbol{x} \tag{40c}
\end{align*}
$$

We can explicitly construct the forms for $\boldsymbol{G}$ and $\boldsymbol{B}$. From (40b), we expand the integrand $\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{p}$, where $\boldsymbol{N}^{p}$ is given by (4b). If we let $\boldsymbol{I}$ be the $3 \times 3$ identity matrix, we can write $\boldsymbol{N}^{p}$ as

$$
\boldsymbol{N}^{p}:=\left[\begin{array}{lll}
\boldsymbol{I} & \xi \boldsymbol{I} & \eta \boldsymbol{I} \ldots \eta^{\ell} \boldsymbol{I}
\end{array}\right]
$$

and the product $\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{p}$ can be written in compact form as:

$$
\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{p}=\left[\begin{array}{ccccc}
\boldsymbol{I} & \xi \boldsymbol{I} & \eta \boldsymbol{I} & \ldots & \eta^{l} \boldsymbol{I} \\
\xi \boldsymbol{I} & \xi^{2} \boldsymbol{I} & \xi \eta \boldsymbol{I} & \ldots & \xi \eta^{\ell} \boldsymbol{I} \\
\eta \boldsymbol{I} & \xi \eta \boldsymbol{I} & \ddots & \vdots & \\
\vdots & \vdots & \ldots & & \\
\eta^{\ell} \boldsymbol{I} & \xi \eta^{\ell} \boldsymbol{I} & \eta^{\ell+1} \boldsymbol{I} & \ldots & \eta^{2 \ell} \boldsymbol{I}
\end{array}\right]
$$

Integrating each term of the matrix, we find that we only need to determine integrals of the form

$$
\int_{E} \xi^{r} \eta^{k} d \boldsymbol{x} \quad \text { for } 0 \leq r+k \leq 2 \ell
$$

which can be computed either by partitioning $E$ into triangles and then adopting a Gauss quadrature rule on triangles or by using the schemes developed in [15, 16].

The construction of the $\boldsymbol{B}$ matrix reveals the major difference between the stabilizationfree method and a standard VEM for plane elasticity. For the first term in (40c), we expand the integral over $\partial E$ as the sum of integrals over edge $e_{i}$ :

$$
\int_{\partial E}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v} d s=\left.\sum_{i=1} \int_{e_{i}}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v}\right|_{e_{i}} d s
$$

Now we examine $\left.\boldsymbol{N}^{v}\right|_{e_{i}}$,

$$
\left.\boldsymbol{N}^{v}\right|_{e_{i}}=\left.\left[\begin{array}{cccccccc}
\phi_{1} & \phi_{2} & \ldots & \phi_{N_{E}} & 0 & \ldots & 0 & \\
0 & 0 & \ldots & 0 & \phi_{1} & \phi_{2} & \ldots & \phi_{N_{E}}
\end{array}\right]\right|_{e_{i}} .
$$

By definition of the Lagrange property, each $\phi_{i}$ is only nonzero when evaluated at the $i$ th degree of freedom, therefore the only contributions along the edge $e_{i}$ are from $\left.\phi_{i}\right|_{e_{i}}$ and $\left.\phi_{i+1}\right|_{e_{i}}$. As a consequence, $\left.\boldsymbol{N}^{v}\right|_{e_{i}}$ has only four nonzero elements, namely

$$
\left.\boldsymbol{N}^{v}\right|_{e_{i}}=\left[\begin{array}{cccccccccc}
0 & 0 & \ldots & \left.\phi_{i}\right|_{e_{i}} & \left.\phi_{i+1}\right|_{e_{i}} & \ldots & 0 & 0 & \ldots & 0  \tag{41}\\
0 & 0 & \ldots & 0 & 0 & \ldots & \left.\phi_{i}\right|_{e_{i}} & \phi_{i+1} \mid e_{e_{i}} & \ldots & 0
\end{array}\right] .
$$

We note from (23) that $\phi_{i}$ and $\phi_{i+1}$ are linear functions along the edges so they can be represented exactly via a parametrization of $e_{i}$. We also note that the product $\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}$ is at most polynomials of degree $\ell$, so that the terms of the form $\left.\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v}\right|_{e_{i}}$ are at most a polynomial of degree $\ell+1$. This suggests that if we parametrize $e_{i}$ by $t \in[-1,1]$, we can use a one-dimensional Gauss quadrature rule to compute these integrals. In particular, let $r_{i}(t):[-1,1] \rightarrow e_{i}$ be a parametrization of the $i$-th edge and let $\left\{\omega_{1}, \cdots, \omega_{r}\right\},\left\{t_{1}, \cdots, t_{r}\right\}$ be the associated Gauss quadrature weights and nodes. Then, after simplifications we have

$$
\left.\int_{e_{i}}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v}\right|_{e_{i}} d s=\frac{\left|e_{i}\right|}{2} \int_{-1}^{1}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v}\left(r_{i}(t)\right) d t=\frac{\left|e_{i}\right|}{2} \sum_{j=1}^{r} \omega_{j}\left(\boldsymbol{N}^{\partial E} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v}\left(r_{i}\left(t_{j}\right)\right) .
$$

On examining the second term in (40c), we note that $\boldsymbol{\partial}$ is a matrix operator of first order derivatives, and $\boldsymbol{N}^{p}$ is a matrix of polynomials of degree less than or equal to $\ell$. This implies that the product $\boldsymbol{\partial} \boldsymbol{N}^{p}$ is a matrix polynomial of degree at most $\ell-1$. Then the product $\left(\boldsymbol{\partial} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v}$ contains terms of the form $\int_{E} \boldsymbol{p}_{\ell-1} \cdot \boldsymbol{\varphi}_{j}$. On applying the definition of the space (23), we can replace these integrals with the integrals of the elliptic projection, that is

$$
\int_{E} \boldsymbol{p}_{\ell-1} \cdot \boldsymbol{\varphi}_{j} d \boldsymbol{x}=\int_{E} \boldsymbol{p}_{\ell-1} \cdot \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{j} d \boldsymbol{x}
$$

which in matrix form can be written as

$$
\begin{equation*}
\int_{E}\left(\boldsymbol{\partial} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{N}^{v} d \boldsymbol{x}=\int_{E}\left(\boldsymbol{\partial} \boldsymbol{N}^{p}\right)^{T} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{N}^{v} d \boldsymbol{x} \tag{42a}
\end{equation*}
$$

where we have the natural definition

$$
\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{N}^{v}:=\left[\begin{array}{llll}
\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{1} & \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{2} & \ldots & \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{2 N_{E}} \tag{42b}
\end{array}\right] .
$$

The integral in (42a) is computed using a cubature scheme. With these matrices, we can compute the $L^{2}$ projection $\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{v}_{h}\right)}$ using (40).

### 6.3. Implementation of element stiffness matrix

To construct the element stiffness, we first rewrite the bilinear form $a_{h}^{E}$ in terms of the matrices that we have constructed:

$$
\begin{aligned}
a_{h}^{E}\left(\boldsymbol{u}_{h}, \boldsymbol{v}_{h}\right) & :=\int_{E}\left(\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{v}_{h}\right)}\right)^{T} \boldsymbol{C} \overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)} d \boldsymbol{x} \\
& =\int_{E}\left(\boldsymbol{N}^{p} \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{v}}_{h}\right)^{T} \boldsymbol{C}\left(\boldsymbol{N}^{p} \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{u}}_{h}\right) d \boldsymbol{x} \\
& =\tilde{\boldsymbol{v}}_{h}^{T}\left(\boldsymbol{\Pi}^{m}\right)^{T}\left(\int_{E}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{C} \boldsymbol{N}^{p} d \boldsymbol{x}\right) \boldsymbol{\Pi}^{m} \tilde{\boldsymbol{u}}_{h}
\end{aligned}
$$

Then, define the element stiffness matrix $\boldsymbol{K}_{E}$ by

$$
\begin{equation*}
\boldsymbol{K}_{E}:=\left(\boldsymbol{\Pi}^{m}\right)^{T}\left(\int_{E}\left(\boldsymbol{N}^{p}\right)^{T} \boldsymbol{C} \boldsymbol{N}^{p} d \boldsymbol{x}\right) \boldsymbol{\Pi}^{m} \tag{43}
\end{equation*}
$$

where $\boldsymbol{\Pi}^{m}$ is given in (40).

### 6.4. Implementation of element force vector

We construct the forcing term given in (29) as

$$
b_{h}^{E}\left(\boldsymbol{v}_{h}\right)=\int_{E} \boldsymbol{v}_{h}^{T} \boldsymbol{f}_{h} d \boldsymbol{x}+\int_{\Gamma_{N} \cap \partial E} \boldsymbol{v}_{h}^{T} \overline{\boldsymbol{t}} d s
$$

which is rewritten in the form

$$
\begin{equation*}
b_{h}^{E}\left(\boldsymbol{v}_{h}\right)=\left(\tilde{\boldsymbol{v}}_{h}\right)^{T}\left(\int_{E}\left(\boldsymbol{N}^{v}\right)^{T} \boldsymbol{f}_{h} d \boldsymbol{x}+\int_{\partial E \cap \Gamma_{N}}\left(\boldsymbol{N}^{v}\right)^{T} \overline{\boldsymbol{t}} d s\right) . \tag{44}
\end{equation*}
$$

Since we are using a low-order scheme, we use the approximation

$$
\int_{E}\left(\boldsymbol{N}^{v}\right)^{T} f_{h} d \boldsymbol{x} \approx \overline{\left(\boldsymbol{N}^{v}\right)^{T}} \int_{E} \boldsymbol{f}_{h} d \boldsymbol{x} \approx|E| \overline{\left(\boldsymbol{N}^{v}\right)^{T}} \boldsymbol{f}\left(\boldsymbol{x}_{E}\right)
$$

where $\overline{\left(\boldsymbol{N}^{v}\right)^{T}}$ is the matrix of average values of $\phi$. Specifically, denoting the $j$-th vertex by $\boldsymbol{x}_{j}$, we define the average value as

$$
\bar{\phi}=\frac{1}{N_{E}} \sum_{j=1}^{N_{E}} \phi\left(\boldsymbol{x}_{j}\right)
$$

and let

$$
\overline{\boldsymbol{N}^{v}}=\left[\begin{array}{cccccccc}
\overline{\phi_{1}} & \overline{\phi_{2}} & \ldots & \overline{\phi_{N_{E}}} & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \overline{\phi_{1}} & \overline{\phi_{2}} & \ldots & \overline{\phi_{N_{E}}}
\end{array}\right]=\left[\begin{array}{cccccccc}
\frac{1}{N_{E}} & \frac{1}{N_{E}} & \ldots & \frac{1}{N_{E}} & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & \frac{1}{N_{E}} & \frac{1}{N_{E}} & \ldots & \frac{1}{N_{E}}
\end{array}\right] .
$$

For constant tractions, we obtain a closed-form solution for the traction integral:

$$
\left(\int_{\partial E \cap \Gamma_{N}}\left(\boldsymbol{N}^{v}\right)^{T} d s\right) \overline{\boldsymbol{t}}=\left(\left.\sum_{e_{j} \in \partial E} \int_{e_{j}}\left(\boldsymbol{N}^{v}\right)^{T}\right|_{e_{j}} d s\right) \overline{\boldsymbol{t}}
$$

Now applying a similar argument as in (41), we can simplify this integral as

$$
\left.\int_{e_{j}}\left(\boldsymbol{N}^{\boldsymbol{v}}\right)^{T}\right|_{e_{j}} d s=\left|e_{j}\right|\left[\begin{array}{llllllllll}
0 & 0 & \ldots & \frac{1}{2} & \frac{1}{2} & \ldots & 0 & 0 & \ldots & 0 \\
0 & 0 & \ldots & 0 & 0 & \ldots & \frac{1}{2} & \frac{1}{2} & \ldots & 0
\end{array}\right] .
$$

## 7. Theoretical Results

We examine the well-posedness of the discrete problem (26) and derive error estimates in the $L^{2}$ norm and energy seminorm. To simplify the analysis we resort to the study of the boundary-value problem with homogeneous Dirichlet boundary data. We expect the results can be extended to the inhomogeneous case.

### 7.1. Well-posedness of discrete problem

The approach follows ideas from [9], and we start by showing that the energy seminorm is equivalent with the chosen norm for the space $\boldsymbol{V}_{1, \ell}$, and use this norm to show that the bilinear form in (28) satisfies the properties of the Lax-Milgram theorem. We begin by first defining a candidate discrete norm operator:

Definition 1. Let $a_{h}$ be the bilinear form defined in (28), then define an operator $\|\cdot\|_{\boldsymbol{\ell}}$ : $\boldsymbol{V}_{1, \ell} \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{\ell}}:=\left(a_{h}(\boldsymbol{u}, \boldsymbol{u})\right)^{\frac{1}{2}}=\left(\sum_{E} a_{h}^{E}(\boldsymbol{u}, \boldsymbol{u})\right)^{\frac{1}{2}} . \tag{45}
\end{equation*}
$$

For specific $\boldsymbol{\ell}$ values, this operator is a norm and is equivalent to the natural norm in the space $\left[H_{0}^{1}(\Omega)\right]^{2}$. The main difficulty is showing that the operator is positive definite, i.e., $\|\boldsymbol{u}\|_{\ell}=0 \Longrightarrow \boldsymbol{u}=\mathbf{0}$. To this end, we introduce a theorem given in [9]:

Theorem 1. Let $E$ be any element in the space, and $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}^{E}$. Choose $\ell \in \mathbb{N}$ satisfying

$$
\frac{3}{2}(\ell+1)(\ell+2)-\operatorname{dim}\left(\mathbb{P}_{\ell}^{k e r}(E)\right) \geq 2 N_{E}-3
$$

or in general choose $\ell \in \mathbb{N}$ satisfying

$$
N_{E} \leq 2 \ell+3,
$$

then we have

$$
\begin{equation*}
\Pi_{\ell, E}^{0} \varepsilon(u)=\mathbf{0} \Longrightarrow \varepsilon(u)=\mathbf{0} \tag{46}
\end{equation*}
$$

To prove this theorem, we introduce the following lemma:
Lemma 2. Let $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}^{E}$, with $\ell \geq 1$, then the following implication holds

$$
\begin{equation*}
\Pi_{\ell, E}^{0} \varepsilon(\boldsymbol{u})=\mathbf{0} \Longrightarrow \varepsilon\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right)=\mathbf{0} \tag{47}
\end{equation*}
$$

Proof. Assume that $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})=\mathbf{0}$, then by definition of the $L^{2}$ projection, we have

$$
\left(\varepsilon(\boldsymbol{u}), \varepsilon^{p}\right)_{E}=0 \quad \forall \varepsilon^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}
$$

In particular, if we let $\boldsymbol{p} \in\left[\mathbb{P}_{1}(E)\right]^{2}$, then $\boldsymbol{\sigma}(\boldsymbol{p}) \in \mathbb{P}_{0}(E)_{\text {sym }}^{2 \times 2} \subseteq \mathbb{P}_{\ell}(E)_{\text {sym }}^{2 \times 2}$. So we have

$$
(\varepsilon(\boldsymbol{u}), \boldsymbol{\sigma}(\boldsymbol{p}))_{E}=0 \quad \forall \boldsymbol{p} \in\left[\mathbb{P}_{1}(E)\right]^{2}
$$

Applying the definition of the energy projection $\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}$, we get

$$
\left(\varepsilon\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right), \boldsymbol{\sigma}(\boldsymbol{p})\right)_{E}=0
$$

Since this is true for any $\boldsymbol{p} \in\left[\mathbb{P}_{1}(E)\right]^{2}$, this results in

$$
\varepsilon\left(\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right)=\mathbf{0}
$$

In order to show that the defined operator is a norm we use an inf-sup type argument. To establish the results, we construct some additional spaces and operators. To motivate the constructions, we assume that the condition $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})=\mathbf{0}$ holds. This implies that the following equality holds:

$$
\int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}): \boldsymbol{\varepsilon}^{p} d \boldsymbol{x}=0 \quad \forall \varepsilon^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2} .
$$

Applying the definition of the $L^{2}$ projection in (12), we also obtain

$$
\int_{E} \boldsymbol{\varepsilon}(\boldsymbol{u}): \boldsymbol{\varepsilon}^{p} d \boldsymbol{x}=0
$$

Using the divergence theorem, we can rewrite this equality as

$$
\int_{E} \boldsymbol{\varepsilon}(\boldsymbol{u}): \boldsymbol{\varepsilon}^{p} d \boldsymbol{x}=\int_{\partial E} \boldsymbol{u} \cdot\left(\boldsymbol{\varepsilon}^{p} \cdot \boldsymbol{n}\right) d s-\int_{E} \boldsymbol{u} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x}=0 .
$$

We note that $\nabla \cdot \boldsymbol{\varepsilon}^{p} \in\left[\mathbb{P}_{l-1}\right]^{2} \subseteq\left[\mathbb{P}_{l+1}\right]^{2}$, and using the definition of the space $\boldsymbol{V}_{1, \ell}^{E}$, Lemma 2 and applying the divergence theorem, the second term becomes

$$
\int_{E} \boldsymbol{u} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x}=\int_{E} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u} \cdot\left(\nabla \cdot \boldsymbol{\varepsilon}^{p}\right) d \boldsymbol{x}=\int_{\partial E} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u} \cdot\left(\varepsilon^{p} \cdot \boldsymbol{n}\right) d s
$$

This gives us the equality

$$
\begin{align*}
0=\int_{E} \boldsymbol{\varepsilon}(\boldsymbol{u}): \boldsymbol{\varepsilon}^{p} d \boldsymbol{x} & =\int_{\partial E} \boldsymbol{u} \cdot\left(\varepsilon^{p} \cdot \boldsymbol{n}\right) d s-\int_{\partial E} \boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u} \cdot\left(\varepsilon^{p} \cdot \boldsymbol{n}\right) d s \\
& =\left.\int_{\partial E}\left(\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right)\right|_{\partial E} \cdot\left(\varepsilon^{p} \cdot \boldsymbol{n}\right) d s \tag{48}
\end{align*}
$$

where we use the notation $\left.\left(\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right)\right|_{\partial E}$ to explicitly indicate that the function is evaluated on the boundary. This suggests that we study the operator of the form $\int_{\partial E} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s$.

Definition 2. Define the bilinear operator $b: R_{Q}(E) \times[\boldsymbol{V}]^{2} \rightarrow \mathbb{R}$ by [9]

$$
\begin{equation*}
b(\boldsymbol{v}, \boldsymbol{Q})=\int_{\partial E} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s \tag{49}
\end{equation*}
$$

where $\boldsymbol{v}$ is defined over the boundary $\partial E$. The spaces $R_{Q}(E)$ and $[\boldsymbol{V}]^{2}$ are chosen later.

In particular, we study the special case when $\boldsymbol{v}=\left.\left(\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right)\right|_{\partial E}$. Since we are interested in all such functions $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}^{E}$, we study the space of all linear combination of the basis functions $\left.\left(\boldsymbol{\varphi}_{i}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}\right)\right|_{\partial E}$. This motivates the next definition:

Definition 3. Define the space $Q(\partial E)$ by

$$
\begin{equation*}
Q(\partial E):=\operatorname{span}\left\{\left.\left(\boldsymbol{\varphi}_{i}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{\varphi}_{i}\right)\right|_{\partial E}: i=1,2 \ldots, 2 N_{E}\right\} \tag{50}
\end{equation*}
$$

Now given a function on $Q(\partial E)$, we need to extend it to a function defined on the entire element $E$. One way to achieve this is to first triangulate the polygon $E$. Let $\tau \subseteq E$ be any triangular subelement. Denote $\tau_{i}$ as the triangle with vertices $\boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}, \boldsymbol{x}_{\boldsymbol{c}}$, for each $i=1,2, \ldots, N_{E}$, where $\boldsymbol{x}_{c}$ is the centroid of $E$. We denote the edge connecting the vertices $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{c}$ by $e_{i}$, and the unit outward normal as $\boldsymbol{n}^{e_{i}}$. With this triangulation, we extend $\boldsymbol{v}$ to be a function $\overline{\overline{\boldsymbol{v}}}$ on $E$ by requiring that $\overline{\overline{\boldsymbol{v}}}$ agrees with $\left.\boldsymbol{v}\right|_{e}$ over each edge $e$ and $\left.\overline{\overline{\boldsymbol{v}}}\right|_{\tau} \in\left[\mathbb{P}_{1}(\tau)\right]^{2}$ over every triangular element $\tau$. To obtain a unique vector-valued function, we require that $\overline{\overline{\boldsymbol{v}}}\left(\boldsymbol{x}_{c}\right)=\mathbf{0}$. We use this to define the space $R_{Q}(E)$ of extended functions over the entire element $E$.

Definition 4. Define the space $R_{Q}(E)$ by

$$
\begin{equation*}
R_{Q}(E):=\left\{\overline{\overline{\boldsymbol{v}}}:\left.\overline{\overline{\boldsymbol{v}}}\right|_{\tau} \in\left[\mathbb{P}_{1}(\tau)\right]^{2} \forall \tau \subseteq E,\left.\overline{\overline{\boldsymbol{v}}}\right|_{\partial E} \in Q(\partial E), \overline{\overline{\boldsymbol{v}}}\left(\boldsymbol{x}_{\boldsymbol{c}}\right)=\mathbf{0}\right\} \tag{51}
\end{equation*}
$$

Using (49), we express (48) as

$$
\begin{equation*}
b\left(\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}, \boldsymbol{\varepsilon}^{p}\right)=0 . \tag{52}
\end{equation*}
$$

But the extended function $\overline{\overline{\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}}}$ is equal to $\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}$ over the boundary, so applying the expression to the extended function, we get

$$
b\left(\overline{\overline{\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}}}, \varepsilon^{p}\right)=0 \quad \forall \boldsymbol{\varepsilon}^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2} .
$$

To show that $\boldsymbol{\varepsilon}(\boldsymbol{u})=\mathbf{0}$, it is sufficient to establish that $\boldsymbol{u}=\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}$ is a rigid-body mode. This is equivalent to showing that

$$
\left\|\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right\|=0
$$

in some norm. From [9], it is sufficient to show an inf-sup condition:

$$
\begin{equation*}
\sup _{\boldsymbol{\varepsilon}^{p} \in \mathbb{P}_{\ell}(E)_{\mathrm{sym}}^{2 \times 2}} \frac{b\left(\boldsymbol{u}-\Pi_{1, E}^{\varepsilon} \boldsymbol{u}, \boldsymbol{\varepsilon}^{p}\right)}{\left\|\boldsymbol{\varepsilon}^{p}\right\|} \geq \beta\left\|\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right\| . \tag{53}
\end{equation*}
$$

To formalize this, we first construct a suitable space with a suitable norm.
Definition 5. For every element $E$, let $\boldsymbol{H}_{\tau}^{1}(E)$ be the broken Sobolev space that is defined by

$$
\begin{equation*}
\boldsymbol{H}_{\tau}^{1}(E):=\bigcup_{\tau} \boldsymbol{H}^{1}(\tau) \tag{54}
\end{equation*}
$$

where $\boldsymbol{H}^{1}(\tau)=\left[H^{1}(\tau)\right]^{2}$ is the standard Sobolev space defined on a triangular subelement. On this space, equip the seminorm and norm:

$$
\begin{align*}
|\boldsymbol{u}|_{\boldsymbol{H}_{\tau}^{1}(E)}^{2} & :=\sum_{\tau}\|\nabla \boldsymbol{u}\|_{\boldsymbol{L}^{2}(\tau)}^{2}+\sum_{i=1}^{N_{E}}\left\|\llbracket \boldsymbol{u} \rrbracket_{e_{i}}\right\|_{\boldsymbol{L}^{2}\left(e_{i}\right)}^{2},  \tag{55a}\\
\|\boldsymbol{u}\|_{\boldsymbol{H}_{\tau}^{1}(E)}^{2} & :=|\boldsymbol{u}|_{\boldsymbol{H}_{\tau}^{1}(E)}^{2}+\sum_{\tau}\|\boldsymbol{u}\|_{\boldsymbol{L}^{2}(\tau)}^{2} . \tag{55b}
\end{align*}
$$

Again, let $\gamma^{e_{i}}($.$) be the trace of its argument on edge e_{i}$. We then define $\llbracket \cdot \rrbracket_{e_{i}}: \boldsymbol{H}_{\tau}^{1} \rightarrow \boldsymbol{L}^{2}\left(e_{i}\right)$ as the jump across the $i$-th edge of the triangulation, which is given by

$$
\llbracket \boldsymbol{u} \rrbracket_{e_{i}}:=\gamma^{e_{i}}\left(\left.\boldsymbol{u}\right|_{\tau_{i}}\right)-\gamma^{e_{i}}\left(\left.\boldsymbol{u}\right|_{\tau_{i-1}}\right) .
$$

We now define a space of functions with finite jumps across edges in the triangulation.
Definition 6. Define the space $\boldsymbol{V}=\boldsymbol{V}(E) \subseteq \bigcup_{\tau} \boldsymbol{H}(\operatorname{div}, \tau)$ by

$$
\begin{equation*}
\boldsymbol{V}(E):=\left\{\boldsymbol{v} \in \bigcup_{\tau} \boldsymbol{H}(\operatorname{div}, \tau):\left\|\llbracket \boldsymbol{v} \rrbracket_{e_{i}}\right\|_{\boldsymbol{L}^{\infty}\left(e_{i}\right)}<\infty \quad \forall e_{i}\right\} \tag{56}
\end{equation*}
$$

where $\boldsymbol{H}(\operatorname{div}, \tau)$ is the space of functions that have finite divergence in the $L^{2}$ norm over a triangular subelement. On this space, define the seminorm and norm as

$$
\begin{align*}
|\boldsymbol{v}|_{\boldsymbol{V}}^{2} & :=\sum_{\tau}\|\nabla \cdot \boldsymbol{v}\|_{\boldsymbol{L}^{2}(\tau)}^{2}+h_{E}^{2}\| \| \boldsymbol{v} \rrbracket_{I_{E}} \|_{L^{\infty}\left(I_{E}\right)}^{2},  \tag{57a}\\
\|\boldsymbol{v}\|_{\boldsymbol{V}}^{2} & :=|\boldsymbol{v}|_{\boldsymbol{V}}^{2}+\sum_{\tau}\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}(\tau)}^{2}, \tag{57~b}
\end{align*}
$$

where

$$
\begin{equation*}
\left\|\llbracket \boldsymbol{v} \rrbracket_{I_{E}}\right\|_{\boldsymbol{L}^{\infty}\left(I_{E}\right)}^{2}=\max _{i}\left\|\llbracket \boldsymbol{v} \rrbracket_{e_{i}}\right\|_{\boldsymbol{L}^{\infty}\left(e_{i}\right)}^{2} \tag{57c}
\end{equation*}
$$

is the maximum of the jumps over all edges in the triangulation.
Now we show that the bilinear operator defined in (49) is continuous on the newly defined spaces $R_{Q}(E) \times[\boldsymbol{V}]^{2}$.

Lemma 3. Let $b$ be the bilinear form defined in (49), then there exists a constant $C>0$, such that

$$
\begin{equation*}
|b(\boldsymbol{v}, \boldsymbol{Q})| \leq C\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}(E)}\|\boldsymbol{Q}\|_{[\boldsymbol{V}]^{2}} \forall \boldsymbol{v} \in R_{Q}(E) \text { and } \forall \boldsymbol{Q} \in[\boldsymbol{V}]^{2} \tag{58}
\end{equation*}
$$

Proof. By definition, we have

$$
b(\boldsymbol{v}, \boldsymbol{Q})=\int_{\partial E} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s
$$

We partition each element $E$ into a union of triangles $\left\{\tau_{i}\right\}$, and again letting $\left\{e_{i}\right\}$ denote the edge connecting the $i$-th vertex to the center, we rewrite the integral as

$$
\begin{aligned}
b(\boldsymbol{v}, \boldsymbol{Q})=\sum_{i}[ & {\left[\int_{\partial \tau_{i}} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s-\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\boldsymbol{Q}_{\tau_{i}}^{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}}\right) d s\right.} \\
& \left.-\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i-1}}\right) \cdot\left(\boldsymbol{Q}_{\tau_{i-1}}^{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i-1}}\right) d s\right] .
\end{aligned}
$$

We first note that by assumption $\boldsymbol{v} \in R_{Q}(E)$, which implies that $\boldsymbol{v}$ along the $i$-th edge is the same from either triangle. So we now have

$$
\gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right)=\gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i-1}}\right) .
$$

In addition, since $\boldsymbol{n}_{e_{i}}^{\tau_{i}}=-\boldsymbol{n}_{e_{i}}^{\tau_{i-1}}$, we can rewrite $b(\boldsymbol{v}, \boldsymbol{Q})$ as

$$
\begin{align*}
b(\boldsymbol{v}, \boldsymbol{Q}) & =\sum_{i} \int_{\partial \tau_{i}} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s-\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\boldsymbol{Q}_{\tau_{i}}^{e_{i}}-\boldsymbol{Q}_{\tau_{i-1}}^{e_{i}}\right) \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}} d s \\
& =\sum_{i} \int_{\partial \tau_{i}} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s-\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\llbracket \boldsymbol{Q} \rrbracket_{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}}\right) d s . \tag{59}
\end{align*}
$$

For the first term in (59), we apply the divergence theorem to obtain

$$
\int_{\partial \tau_{i}} \boldsymbol{v} \cdot(\boldsymbol{Q} \cdot \boldsymbol{n}) d s=\int_{\tau_{i}} \nabla \cdot(\boldsymbol{v} \cdot \boldsymbol{Q}) d \boldsymbol{x}=\int_{\tau_{i}}[\nabla \boldsymbol{v}: \boldsymbol{Q}+\boldsymbol{v} \cdot(\nabla \cdot \boldsymbol{Q})] d \boldsymbol{x} .
$$

We now have

$$
b(\boldsymbol{v}, \boldsymbol{Q})=\sum_{i} \int_{\tau_{i}}[\nabla \boldsymbol{v}: \boldsymbol{Q}+\boldsymbol{v} \cdot(\nabla \cdot \boldsymbol{Q})] d \boldsymbol{x}-\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\llbracket \boldsymbol{Q} \rrbracket_{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}}\right) d s
$$

and can bound $\mid b(\boldsymbol{v}, \boldsymbol{Q} \mid$ in (59) as

$$
\begin{equation*}
|b(\boldsymbol{v}, \boldsymbol{Q})| \leq \underbrace{\mid \sum_{i} \int_{\tau_{i}}[\nabla \boldsymbol{v}: \boldsymbol{Q}+\boldsymbol{v} \cdot(\nabla \cdot \boldsymbol{Q})] d \boldsymbol{x}}_{A} \mid+\underbrace{\left|\sum_{i} \int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\llbracket \boldsymbol{Q} \rrbracket_{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}}\right) d s\right|}_{B} \tag{60}
\end{equation*}
$$

We estimate each term in (60) separately. For term $A$ in (60), we have

$$
\begin{align*}
& \left|\sum_{i} \int_{\tau_{i}}[\nabla \boldsymbol{v}: \boldsymbol{Q}+\boldsymbol{v} \cdot(\nabla \cdot \boldsymbol{Q})] d \boldsymbol{x}\right| \leq \sum_{i}\left[\|\nabla \boldsymbol{v}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\|\boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\|\nabla \cdot \boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right] \\
& \leq \sum_{i}\left[\|\nabla \boldsymbol{v}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\left(\|\boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\nabla \cdot \boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right)+\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\left(\|\boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\nabla \cdot \boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right)\right] \\
& \leq C \sum_{i}\left(\|\boldsymbol{v}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\nabla \boldsymbol{v}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right)\left(\|\boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\nabla \cdot \boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right) \\
& \leq C\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}} \sum_{i}\left(\|\boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\nabla \cdot \boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right) \tag{61}
\end{align*}
$$

Now for term $B$ in (60), we estimate

$$
\sum_{i}\left|\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\llbracket \boldsymbol{Q} \rrbracket_{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}}\right) d s\right| \leq \sum_{i}\left\|\gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right)\right\|_{\boldsymbol{L}^{2}\left(e_{i}\right)}\left\|\llbracket \boldsymbol{Q} \rrbracket_{e_{i}}\right\|_{\boldsymbol{L}^{2}\left(e_{i}\right)} .
$$

Since $\boldsymbol{v} \in R_{Q}(E)$, it is linear on each of the edges $e_{i}$. It can be shown using a three-point Gauss-Lobatto quadrature scheme and equivalent norms, that

$$
\left\|\gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right)\right\|_{\boldsymbol{L}^{2}\left(e_{i}\right)}=\sqrt{\frac{\left|e_{i}\right|}{3}}\left|\boldsymbol{v}\left(\boldsymbol{x}_{i}\right)\right| .
$$

We can also estimate that

$$
\begin{aligned}
\left\|\llbracket \boldsymbol{Q} \rrbracket_{e_{i}}\right\|_{\boldsymbol{L}^{2}\left(e_{i}\right)} & \leq \sqrt{\left|e_{i}\right|} \mid\left\|\boldsymbol{Q} \rrbracket_{e_{i}}\right\|_{\boldsymbol{L}^{\infty}\left(e_{i}\right)} \\
& \leq \sqrt{\left|e_{i}\right|} \mid\left\|\boldsymbol{Q} \rrbracket_{I_{E}}\right\|_{\boldsymbol{L}^{\infty}\left(I_{E}\right)} .
\end{aligned}
$$

Combining the two terms and using equivalent norms, we get

$$
\begin{align*}
\sum_{i}\left|\int_{e_{i}} \gamma^{e_{i}}\left(\left.\boldsymbol{v}\right|_{\tau_{i}}\right) \cdot\left(\llbracket \boldsymbol{Q} \rrbracket_{e_{i}} \cdot \boldsymbol{n}_{e_{i}}^{\tau_{i}}\right) d s\right| & \leq \sum_{i} \frac{\left|e_{i}\right|}{\sqrt{3}}\left|\boldsymbol{v}\left(\boldsymbol{x}_{i}\right)\right|\left\|\llbracket \boldsymbol{Q} \rrbracket_{I_{E}}\right\|_{\boldsymbol{L}^{\infty}\left(I_{E}\right)} \\
& \leq C h_{E}\left\|\llbracket \boldsymbol{Q} \rrbracket_{I_{E}}\right\|_{\boldsymbol{L}^{\infty}\left(I_{E}\right)}\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}(E)} \tag{62}
\end{align*}
$$

Combining these two terms in (61) and (62), we find that

$$
\begin{aligned}
|b(\boldsymbol{v}, \boldsymbol{Q})| & \leq C_{1}\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}} \sum_{i}\left(\|\boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}+\|\nabla \cdot \boldsymbol{Q}\|_{\boldsymbol{L}^{2}\left(\tau_{i}\right)}\right)+C_{2} h_{E}\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}(E)}\left\|\llbracket \boldsymbol{Q} \rrbracket_{I_{E}}\right\|_{\boldsymbol{L}^{\infty}\left(I_{E}\right)} \\
& \leq C\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}(E)}\|\boldsymbol{Q}\|_{[\boldsymbol{V}]^{2}} .
\end{aligned}
$$

Using this bilinear form $b$ and the specific norms, we formalize the inf-sup condition that is stated in (53).

Proposition 1. Let $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}^{E}$ and $b$ as defined in (49). If there exists a constant $\beta>0$, independent of $h_{E}$, such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in R_{Q}(E), \quad \sup _{\boldsymbol{Q} \in \mathbb{P}_{\ell}(E)_{s y m}^{2 \times}} \frac{b(\boldsymbol{v}, \boldsymbol{Q})}{\|\boldsymbol{Q}\|_{[\boldsymbol{V}]^{2}}} \geq \beta\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}(E)} \tag{63}
\end{equation*}
$$

then

$$
\Pi_{\ell, E}^{0} \varepsilon(\boldsymbol{u})=\mathbf{0} \Longrightarrow \varepsilon(\boldsymbol{u})=\mathbf{0} .
$$

Proof. Assume that $\Pi_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})=0$, then by (52), we have

$$
b\left(\overline{\overline{\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}}}, \boldsymbol{\varepsilon}^{p}\right)=0
$$

Then by assumption

$$
\beta\left\|\overline{\overline{\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}}}\right\|_{\boldsymbol{H}_{\tau}^{1}(E)}=0
$$

which implies that

$$
\overline{\overline{\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}}}=\mathbf{0}
$$

Then we also have on the boundary,

$$
\boldsymbol{u}-\left.\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}\right|_{\partial E}=\mathbf{0}
$$

But for $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}^{E}$, this implies that $\boldsymbol{u}=\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}$. Then by Lemma (2), we get $\boldsymbol{\varepsilon}(\boldsymbol{u})=\mathbf{0}$.
In order for the previous proposition to hold for any constant, we include a stronger result as proven in [9] for scalar equations. The proof of these results relies on the construction of a Fortin operator $\boldsymbol{\Pi}_{E}$, as shown for general cases in [12].
Proposition 2. Assume there exists an operator $\boldsymbol{\Pi}_{E}:[\boldsymbol{V}]^{2} \rightarrow\left[\mathbb{P}_{l}(E)\right]^{2 \times 2}$ satisfying [12]

$$
\begin{equation*}
b\left(\boldsymbol{v}, \boldsymbol{\Pi}_{E} \boldsymbol{Q}-\boldsymbol{Q}\right)=0 \quad \forall \boldsymbol{v} \in R_{Q}(E) \tag{64}
\end{equation*}
$$

and assume there is some constant $C_{\Pi}>0$, independent of $h_{E}$, such that

$$
\begin{equation*}
\left\|\boldsymbol{\Pi}_{E} \boldsymbol{Q}\right\|_{[\boldsymbol{V}]^{2}} \leq C_{\Pi}\|\boldsymbol{Q}\|_{[V]^{2}} \quad \forall \boldsymbol{Q} \in[\boldsymbol{V}]^{2} \tag{65}
\end{equation*}
$$

Assume further that there exists a $\eta>0$, independent of $h_{E}$, such that

$$
\begin{equation*}
\inf _{\boldsymbol{v} \in R_{Q}(E)} \sup _{\boldsymbol{Q} \in[\boldsymbol{V}]^{2}} \frac{b(\boldsymbol{v}, \boldsymbol{Q})}{\|\boldsymbol{v}\|_{\boldsymbol{H}_{\tau}^{1}(E)}\|\boldsymbol{Q}\|_{[\boldsymbol{V}]^{2}}} \geq \eta . \tag{66}
\end{equation*}
$$

Then the discrete inf-sup condition given in (63) is satisfied.
Proposition 3. Let b be defined by (49), then the inf-sup condition given in (66) holds.
For the proof of these propositions we refer the reader to Propositions 2 and 3 in [9], and for the explicit construction of the operator $\boldsymbol{\Pi}_{E}$, we also point to Proposition 4 in [9]. The construction methods appear to generalize directly to the vectorial case. We now show that the operator given in (45) satisfies the positive-definite property and is thus a norm.

Proposition 4. For any $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}$, with $\ell(E) \in \mathbb{N}$ satisfying (19) for all elements $E$,

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\ell}=0 \Longrightarrow \boldsymbol{u}=\mathbf{0} \tag{67}
\end{equation*}
$$

where the norm $\|.\|_{\ell}$ is defined in (45).
Proof. Let $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}$ and assume $\|\boldsymbol{u}\|_{\ell}^{2}=0$. This implies that

$$
\sum_{E} \int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \varepsilon(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \varepsilon(\boldsymbol{u}) d \boldsymbol{x}=0
$$

Assuming $\mathbb{C}$ is a positive-definite material tensor, we must have

$$
\boldsymbol{\Pi}_{\ell, E}^{0} \varepsilon(\boldsymbol{u})=\mathbf{0}
$$

Since $\ell$ satisfies (19), we know by Theorem 1 that $\boldsymbol{\varepsilon}(\boldsymbol{u})=\mathbf{0}$ for each $E$. This implies that $\boldsymbol{u}$ is a rigid-body mode. But due to homogeneous boundary conditions, no nonzero rigid-body modes are present, and therefore $\boldsymbol{u}=\mathbf{0}$.

We also have that under the condition (19), that the norm (45) is equivalent to the standard norm in $\boldsymbol{H}_{0}^{1}$.
Lemma 4. For all $\boldsymbol{u} \in \boldsymbol{V}_{1, \ell}$, there exists a $C_{1}>0$ such that

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\ell} \leq C_{1}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \tag{68a}
\end{equation*}
$$

and if for every element $E, \ell(E)$ satisfies (19), there also exists a constant $C_{2}>0$ such that

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\ell} \geq C_{2}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \tag{68b}
\end{equation*}
$$

Proof. We first estimate

$$
\begin{aligned}
\|\boldsymbol{u}\|_{\ell}^{2} & =\sum_{E} \int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}) d \boldsymbol{x} \\
& =\sum_{E} \int_{E} \boldsymbol{\varepsilon}(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}) d \boldsymbol{x} \\
& \leq \sum_{E}\|\boldsymbol{\varepsilon}(\boldsymbol{u})\|_{\boldsymbol{L}^{2}(E)}\left\|\mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})\right\|_{\boldsymbol{L}^{2}(E)} \\
& \leq C\|\varepsilon(\boldsymbol{u})\|_{\boldsymbol{L}^{2}(\Omega)}\|\boldsymbol{\varepsilon}(\boldsymbol{u})\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq C_{1}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \\
& \leq C_{1}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}^{2}
\end{aligned}
$$

Now if we have $\ell$ that satisfies (19) for all $E$, then $\|.\|_{\ell}$ is also a norm. Since both $\|.\|_{\ell}$ and $\|\cdot\|_{\boldsymbol{H}_{0}^{1}}$ are norms in the finite-dimensional subspace $\boldsymbol{V}_{1, \ell}$, they are equivalent. In particular, there exists a constant $C_{2}>0$ such that

$$
\|\boldsymbol{u}\|_{\ell} \geq C_{2}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}
$$

We now show that the discrete bilinear form $a_{h}$ is continuous and coercive, which by Lax-Milgram theorem implies that a unique solution exists.
Theorem 2. If $\ell(E)$ satisfies (19) for each $E$, then there exist constants $C_{1}, C_{2}>0$ such that the bilinear form defined in (28) satisfies the inequalities

$$
\begin{equation*}
\left|a_{h}(\boldsymbol{u}, \boldsymbol{v})\right| \leq C_{1}\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \tag{69a}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{h}(\boldsymbol{v}, \boldsymbol{v}) \geq C_{2}\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}^{2} \tag{69b}
\end{equation*}
$$

Proof. We estimate the first inequality:

$$
\begin{aligned}
\left|a_{h}(\boldsymbol{u}, \boldsymbol{v})\right| & =\sum_{E} \int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v}) d \boldsymbol{x} \\
& \leq C \sum_{E}\left\|\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})\right\|_{\boldsymbol{L}^{2}(E)}\left\|\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{v})\right\|_{\boldsymbol{L}^{2}(E)} \\
& \leq C\|\boldsymbol{u}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} .
\end{aligned}
$$

For the second inequality, on using the definition of the bilinear form $a_{h}$ and Lemma 4, we have

$$
a_{h}(\boldsymbol{v}, \boldsymbol{v})=\|\boldsymbol{v}\|_{\ell}^{2} \geq C\|\boldsymbol{v}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}^{2}
$$

### 7.2. Error estimates

Now that we have well-posedness of the discrete problem, we study the errors of the approximation. In particular, we consider the errors in the $\boldsymbol{L}^{2}$ and $\boldsymbol{H}_{0}^{1}$ norms. Many of the techniques and estimates are detailed in $[10,11,12,17]$. We introduce lemmas adapted from [9] that we expect can be extended to our specific case. We first define an interpolation function $\boldsymbol{u}_{I}: \boldsymbol{H}^{2}(\Omega) \rightarrow \boldsymbol{V}_{1, \ell}$ by

$$
\begin{equation*}
\boldsymbol{u}_{I}=\sum_{i} \operatorname{dof}_{i}(\boldsymbol{u}) \boldsymbol{\xi}_{i}, \tag{70}
\end{equation*}
$$

where $\operatorname{dof}_{i}(\boldsymbol{u})$ is the $i$-th degree of freedom of $\boldsymbol{u}$ and $\boldsymbol{\xi}_{i}$ is a global basis function satisfying $\operatorname{dof}_{j}\left(\boldsymbol{\xi}_{i}\right)=\delta_{i j}$.

Lemma 5. Let $\boldsymbol{w}$ be any sufficiently smooth function, and let $\boldsymbol{w}_{I} \in \boldsymbol{V}_{1, \boldsymbol{\ell}}$ be the associated interpolation function (70). Then the following inequality holds for some constant $C>0$ and all $h>0$ :

$$
\begin{equation*}
\left\|\boldsymbol{w}-\boldsymbol{w}_{I}\right\|_{\boldsymbol{L}^{2}(\Omega)}+h\left\|\boldsymbol{w}-\boldsymbol{w}_{I}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \leq C h^{2}|\boldsymbol{w}|_{\boldsymbol{H}^{2}(\Omega)} . \tag{71}
\end{equation*}
$$

Lemma 6. For any sufficiently smooth function $\boldsymbol{w}$, there exist constants $C_{1}, C_{2}>0$ such that

$$
\begin{align*}
\left\|\boldsymbol{\Pi}_{\ell}^{0} \varepsilon(\boldsymbol{w})-\boldsymbol{\varepsilon}(\boldsymbol{w})\right\|_{\boldsymbol{L}^{2}(\Omega)} & \leq C_{1} h|\boldsymbol{w}|_{\boldsymbol{H}^{2}(\Omega)}  \tag{72a}\\
\left\|\boldsymbol{\Pi}_{0}^{0} \boldsymbol{w}-\boldsymbol{w}\right\|_{L^{2}(\Omega)} & \leq C_{2} h\|\boldsymbol{w}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \tag{72b}
\end{align*}
$$

where we denote $\boldsymbol{\Pi}_{0}^{0} \boldsymbol{w}$ as the $L^{2}$ projection of $\boldsymbol{w}$ onto the space of constants.
Now we consider the error in $\boldsymbol{H}_{0}^{1}$.
Proposition 5. Let $\boldsymbol{u}$ be the exact solution to the strong problem in (1), and $\boldsymbol{f}$ the associated body force. For $h$ sufficiently small, there exists a constant $C>0$ such that the error of the solution $\boldsymbol{u}_{h}$ to the discrete weak problem is bounded in the $\boldsymbol{H}_{0}^{1}$ norm by

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \leq C h\left(|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}\right) . \tag{73}
\end{equation*}
$$

Proof. Let $\boldsymbol{u}_{h}$ be the unique solution to the discrete problem (26), $\boldsymbol{u}$ the exact solution to (1) and $\boldsymbol{u}_{I}$ the associated interpolation function (70). We can then estimate the error as:

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \leq\left\|\boldsymbol{u}-\boldsymbol{u}_{I}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}+\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} . \tag{74}
\end{equation*}
$$

For the first term, we apply (71) to get the bound

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{I}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \leq C h|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)} . \tag{75}
\end{equation*}
$$

For the second term, we have the estimate

$$
\begin{align*}
C\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}^{2} & \leq\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\ell}^{2}=a_{h}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& \leq-a_{h}\left(\boldsymbol{u}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)+a_{h}\left(\boldsymbol{u}_{I}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& \leq-\left(\boldsymbol{f}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)+a_{h}\left(\boldsymbol{u}_{I}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& \leq-\left(\boldsymbol{f}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)+a_{h}\left(\boldsymbol{u}_{I}-\boldsymbol{u}+\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& \leq \underbrace{\left(-\boldsymbol{f}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)}_{A}+\underbrace{a_{h}\left(\boldsymbol{u}_{I}-\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)}_{B}+\underbrace{a_{h}\left(\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)}_{C} . \tag{76}
\end{align*}
$$

We estimate each of the three terms. For term $B$ in (76), we use Cauchy-Schwarz and (71) to estimate

$$
\begin{aligned}
a_{h}\left(\boldsymbol{u}_{I}-\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) & =\sum_{E} \int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}\right): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x} \\
& \leq C \sum_{E}\left\|\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}\right)\right\|_{\boldsymbol{L}^{2}(E)}\left\|\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)\right\|_{\boldsymbol{L}^{2}(E)} \\
& \leq C\left\|\boldsymbol{\Pi}_{\ell}^{0} \varepsilon\left(\boldsymbol{u}_{I}-\boldsymbol{u}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}\left\|\boldsymbol{\Pi}_{\ell}^{0} \varepsilon\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq C\left\|\boldsymbol{u}_{I}-\boldsymbol{u}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \\
& \leq C h|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} .
\end{aligned}
$$

For term $C$ in (76), we write

$$
\begin{aligned}
a_{h}\left(\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)= & \sum_{E} \int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x} \\
= & \sum_{E} \int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x} \\
= & \sum_{E} \int_{E}\left[\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}(\boldsymbol{u})+\boldsymbol{\varepsilon}(\boldsymbol{u})\right): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)\right] d \boldsymbol{x} \\
= & \sum_{E} \int_{E}\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}(\boldsymbol{u})\right): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x} \\
& +\sum_{E} \int_{E} \boldsymbol{\varepsilon}(\boldsymbol{u}): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x} .
\end{aligned}
$$

Then applying the definition of the bilinear form (2) and using Cauchy-Schwarz inequality, we write

$$
\begin{aligned}
a_{h}\left(\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) & =\sum_{E}\left[\int_{E}\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}(\boldsymbol{u})\right): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x}\right]+a\left(\boldsymbol{u}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& =\sum_{E}\left[\int_{E}\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}(\boldsymbol{u})\right): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x}\right]+\left(\boldsymbol{f}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& \leq C h|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}+\left(\boldsymbol{f}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) .
\end{aligned}
$$

Combining the three terms, we have

$$
C\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}^{2} \leq\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)+C_{1} h|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} .
$$

To estimate the term $\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)$, it is sufficient to take $\boldsymbol{f}_{h}=\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}$ as the $L^{2}$ projection onto constants.

$$
\begin{aligned}
\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) & =\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) \\
& =\sum_{E} \int_{E}\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}\right) \cdot\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x} \\
& =\sum_{E}\left[\int_{E} \boldsymbol{f} \cdot\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x}-\int_{E} \boldsymbol{\Pi}_{0}^{0} \boldsymbol{f} \cdot\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x}\right] \\
& =\sum_{E}\left[\int_{E} \boldsymbol{f} \cdot\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x}-\int_{E} \boldsymbol{f} \cdot \boldsymbol{\Pi}_{0}^{0}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right) d \boldsymbol{x}\right] \\
& =\sum_{E} \int_{E} \boldsymbol{f} \cdot\left[\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)-\boldsymbol{\Pi}_{0}^{0}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)\right] d \boldsymbol{x} \\
& \left.\leq \sum_{E}\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(E)} \|\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)-\boldsymbol{\Pi}_{0}^{0}\left(\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right)\right) \|_{\boldsymbol{L}^{2}(E)} \\
& \leq C_{1} h\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} .
\end{aligned}
$$

On combining the terms, we obtain

$$
C\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}^{2} \leq C_{1} h\left(\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}+|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}\right)\left\|\boldsymbol{u}_{I}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} .
$$

Now we have the estimate of the $\boldsymbol{H}_{0}^{1}$ error as

$$
\begin{aligned}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} & \leq C_{1} h|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+C_{2} h\left(\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}+|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}\right) \\
& \leq C h\left(\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}+|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}\right) .
\end{aligned}
$$

With the error in $\boldsymbol{H}_{0}^{1}$, we can also find an error estimate for the $\boldsymbol{L}^{2}$ norm.
Proposition 6. Let $\boldsymbol{u}$ be the exact solution to the strong problem (1), and $\boldsymbol{f}$ the associated body force. For $h$ sufficiently small, there exists a constant $C>0$ such that the error of the solution $\boldsymbol{u}_{h}$ to the discrete weak problem is bounded in the $\boldsymbol{L}^{2}$ norm by

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)} \leq C h^{2}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{H}^{1}(\Omega)}\right) . \tag{77}
\end{equation*}
$$

Proof. First, let $\boldsymbol{\psi}$ be a solution to the auxiliary problem: find $\boldsymbol{\psi} \in \boldsymbol{H}^{2} \cap \boldsymbol{H}_{0}^{1}$ such that

$$
\begin{equation*}
a(\boldsymbol{\psi}, \boldsymbol{v})=\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \boldsymbol{v}\right) \quad \forall \boldsymbol{v} \in \boldsymbol{H}_{0}^{1} \tag{78}
\end{equation*}
$$

Then $\boldsymbol{\psi}$ can be shown to satisfy the following inequalities [5]:

$$
\begin{align*}
|\boldsymbol{\psi}|_{\boldsymbol{H}^{2}(\Omega)} & \leq C_{1}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)},  \tag{79a}\\
\|\boldsymbol{\psi}\|_{\boldsymbol{H}_{0}^{1}(\Omega)} & \leq C_{2}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)} . \tag{79b}
\end{align*}
$$

We estimate

$$
\begin{aligned}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}}^{2} & =\left(\boldsymbol{u}-\boldsymbol{u}_{h}, \boldsymbol{u}-\boldsymbol{u}_{h}\right) \\
& =a\left(\boldsymbol{\psi}, \boldsymbol{u}-\boldsymbol{u}_{h}\right) \\
& =a\left(\boldsymbol{\psi}-\boldsymbol{\psi}_{I}+\boldsymbol{\psi}_{I}, \boldsymbol{u}-\boldsymbol{u}_{h}\right) \\
& =a\left(\boldsymbol{\psi}-\boldsymbol{\psi}_{I}, \boldsymbol{u}-\boldsymbol{u}_{h}\right)+a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}-\boldsymbol{u}_{h}\right)
\end{aligned}
$$

where $\boldsymbol{\psi}_{I}$ is the interpolation of $\boldsymbol{\psi}$. We now estimate each of the terms separately. For the second term, we write

$$
\begin{aligned}
a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}-\boldsymbol{u}_{h}\right) & =a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right) \\
& =a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}\right)-a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)+a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right) \\
& =\left(\boldsymbol{f}, \boldsymbol{\psi}_{I}\right)-\left(\boldsymbol{f}_{h}, \boldsymbol{\psi}_{I}\right)+a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right) \\
& =\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{\psi}_{I}\right)+\left(a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)\right) .
\end{aligned}
$$

Then we have

$$
\begin{equation*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}}^{2}=\underbrace{a\left(\boldsymbol{\psi}-\boldsymbol{\psi}_{I}, \boldsymbol{u}-\boldsymbol{u}_{h}\right)}_{A}+\underbrace{\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{\psi}_{I}\right)}_{B}+\underbrace{\left(a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)\right)}_{C} . \tag{80}
\end{equation*}
$$

We estimate each of the terms separately using Cauchy-Schwarz, (71), (72b), and (73). For term $A$ in (80), we estimate

$$
\begin{align*}
a\left(\boldsymbol{\psi}-\boldsymbol{\psi}_{I}, \boldsymbol{u}-\boldsymbol{u}_{h}\right) & \leq\left\|\boldsymbol{\psi}-\boldsymbol{\psi}_{I}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)} \\
& \leq C h\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}|\psi|_{\boldsymbol{H}^{2}(\Omega)} \\
& \leq C h\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq C h^{2}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}\right) . \tag{81}
\end{align*}
$$

For term $B$ in (80), we compute

$$
\begin{aligned}
\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{\psi}_{I}\right) & =\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}_{I}\right) \\
& =\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}_{I}-\boldsymbol{\psi}+\boldsymbol{\psi}\right) \\
& =\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}_{I}-\boldsymbol{\psi}\right)+\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}\right) \\
& =\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}_{I}-\boldsymbol{\psi}\right)+\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{\psi}\right)+\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\Pi}_{0}^{0} \boldsymbol{\psi}\right)
\end{aligned}
$$

But by definition of $\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}$, we have $\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\Pi}_{0}^{0} \boldsymbol{\psi}\right)=0$, and hence

$$
\begin{align*}
\left(\boldsymbol{f}-\boldsymbol{f}_{h}, \boldsymbol{\psi}_{I}\right) & =\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}_{I}-\boldsymbol{\psi}\right)+\left(\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}, \boldsymbol{\psi}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{\psi}\right) \\
& \leq\left\|\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}\right\|_{\boldsymbol{L}^{2}(\Omega)}\left\|\boldsymbol{\psi}_{I}-\boldsymbol{\psi}\right\|_{\boldsymbol{L}^{2}(\Omega)}+\left\|\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}\right\|_{\boldsymbol{L}^{2}(\Omega)}\left\|\boldsymbol{\psi}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{\psi}\right\|_{\boldsymbol{L}^{2}(\Omega)} \\
& \leq\left\|\boldsymbol{f}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{f}\right\|_{\boldsymbol{L}^{2}(\Omega)}\left(\left\|\boldsymbol{\psi}_{I}-\boldsymbol{\psi}\right\|_{\boldsymbol{L}^{2}(\Omega)}+\left\|\boldsymbol{\psi}-\boldsymbol{\Pi}_{0}^{0} \boldsymbol{\psi}\right\|_{\boldsymbol{L}^{2}(\Omega)}\right) \\
& \leq C_{1} h\|\boldsymbol{f}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\left(C_{2} h|\boldsymbol{\psi}|_{\boldsymbol{H}^{2}(\Omega)}+C_{3} h\|\boldsymbol{\psi}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\right) \\
& \leq C h^{2}\|\boldsymbol{f}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)} . \tag{82}
\end{align*}
$$

For term $C$ in (80), we first apply the definition of the $L^{2}$ projection to rewrite it as:

$$
\begin{aligned}
a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right) & =\sum_{E} \int_{E}\left[\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right): \mathbb{C}: \varepsilon\left(\boldsymbol{u}_{h}\right)\right] d \boldsymbol{x} \\
& =\sum_{E} \int_{E}\left[\varepsilon\left(\boldsymbol{\psi}_{I}\right): \mathbb{C}: \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right): \mathbb{C}: \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right] d \boldsymbol{x} \\
& =\sum_{E} \int_{E} \varepsilon\left(\boldsymbol{\psi}_{I}\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x}
\end{aligned}
$$

Now, add and subtract $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)$ and apply the definition of $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)$ to simplify:

$$
\begin{aligned}
& a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)=\sum_{E}[ \int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x} \\
&\left.+\int_{E} \boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x}\right] \\
&=\sum_{E} \int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x}
\end{aligned}
$$

Adding and subtracting terms $\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})$ and $\boldsymbol{\varepsilon}(\boldsymbol{u})$, we obtain

$$
\begin{aligned}
& \sum_{E} \int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x} \\
&=\sum_{E}[\underbrace{\int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})\right) d \boldsymbol{x}}_{D} \\
&+\underbrace{\int_{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}(\boldsymbol{u})\right) d \boldsymbol{x}}_{E} \\
&+\underbrace{\int_{E}\left(\boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x}}_{F}]
\end{aligned}
$$

We estimate the three terms separately. For term $D$, we apply the Cauchy-Schwarz inequality and a standard estimate of the $L^{2}$ projection to write

$$
\begin{align*}
\sum_{E} \int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\right. & \left.\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}(\boldsymbol{u})\right) d \boldsymbol{x}  \tag{83}\\
& \leq C_{1}\left\|\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell}^{0} \varepsilon\left(\boldsymbol{\psi}_{I}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}
\end{align*}
$$

For term $E$, we again apply Cauchy-Schwarz and (72a) to write

$$
\begin{align*}
\sum_{E} \int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\right. & \left.\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\Pi}_{\ell, E}^{0} \varepsilon(\boldsymbol{u})-\varepsilon(\boldsymbol{u})\right) d \boldsymbol{x}  \tag{84}\\
& \leq C_{2} h\left\|\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell}^{0} \varepsilon\left(\boldsymbol{\psi}_{I}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}
\end{align*}
$$

Similarly for term $F$, we estimate

$$
\begin{align*}
\sum_{E} \int_{E}\left(\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{\psi}_{I}\right)\right): \mathbb{C}:\left(\boldsymbol{\varepsilon}(\boldsymbol{u})-\boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)\right) d \boldsymbol{x}  \tag{85}\\
\leq C_{3}\left\|\varepsilon\left(\boldsymbol{\psi}_{I}\right)-\boldsymbol{\Pi}_{\ell}^{0} \varepsilon\left(\boldsymbol{\psi}_{I}\right)\right\|_{\boldsymbol{L}^{2}(\Omega)}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{H}_{0}^{1}(\Omega)}
\end{align*}
$$

Now combining (83), (84), (85) and using (72a) and (79a), we obtain the estimate

$$
\begin{equation*}
a_{h}\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right)-a\left(\boldsymbol{\psi}_{I}, \boldsymbol{u}_{h}\right) \leq C h^{2}\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}\right) . \tag{86}
\end{equation*}
$$

Combining all the necessary terms from (81), (82), (86), the estimate becomes

$$
\begin{aligned}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)} & \leq C h^{2}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{L}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{H}_{0}^{1}(\Omega)}\right) \\
& \leq C h^{2}\left(|\boldsymbol{u}|_{\boldsymbol{H}^{2}(\Omega)}+\|\boldsymbol{f}\|_{\boldsymbol{H}^{1}(\Omega)}\right) .
\end{aligned}
$$

## 8. Numerical Results

We present a series of numerical examples showing the application of the method to wellknown benchmark problems in plane elasticity. We examine the errors using the $L^{\infty}$ and $L^{2}$ norms, as well as the energy seminorm, and compare the convergence rates of the method with the theoretical estimates. In particular, we use the following discrete measures:

$$
\begin{align*}
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{\infty}(\Omega)} & =\max _{\boldsymbol{x} \in \Omega}\left|\boldsymbol{u}(\boldsymbol{x})-\boldsymbol{u}_{h}(\boldsymbol{x})\right|  \tag{87a}\\
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{\boldsymbol{L}^{2}(\Omega)} & =\sqrt{\sum_{E} \int_{E}\left|\boldsymbol{u}-\boldsymbol{\Pi}_{1, E}^{\varepsilon} \boldsymbol{u}_{h}\right|^{2} d \boldsymbol{x}}  \tag{87b}\\
\left\|\boldsymbol{u}-\boldsymbol{u}_{h}\right\|_{a} & =\sqrt{\sum_{E} \int_{E}\left(\overline{\boldsymbol{\varepsilon}}-\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \varepsilon\left(\boldsymbol{u}_{h}\right)}\right)^{T} \boldsymbol{C}\left(\overline{\boldsymbol{\varepsilon}}-\overline{\boldsymbol{\Pi}_{\ell, E}^{0} \boldsymbol{\varepsilon}\left(\boldsymbol{u}_{h}\right)}\right) d \boldsymbol{x}} \tag{87c}
\end{align*}
$$

To compute the integrals for the $L^{2}$ norm and the energy seminorm, we use the scaled boundary cubature (SBC) scheme [15]. The SBC scheme allows us to convert integration over arbitrary polygons into an equivalent integration over the unit square. In particular, for a polygonal element $E$ and a scalar function $f$, we expand the integral over $E$ to write

$$
\begin{equation*}
\int_{E} f d \boldsymbol{x}=\sum_{i=1}^{N_{E}} \ell_{i}\left|e_{i}\right| \int_{0}^{1} \int_{0}^{1} \xi f(\varphi(\xi, t)) d \xi d t \tag{88}
\end{equation*}
$$

where $\ell_{i}$ is the signed distance from a fixed point to the $i$-th edge, $\left|e_{i}\right|$ is the length of the $i$-th edge, and $\varphi$ is called the SB-parametrization [15]. To compute the integrals over the square, we use a tensor-product Gauss quadrature rule.

### 8.1. Patch test

We first consider the displacement patch test. Let $\Omega=(0,1)^{2}$, and we impose an affine displacement field on the boundary:

$$
u(\boldsymbol{x})=x \quad \text { and } \quad v(\boldsymbol{x})=x+y \quad \text { on } \partial \Omega .
$$



Figure 1: Sample meshes used for the patch test.

| Mesh type | $L^{\infty}$ error | $L^{2}$ error | Energy error |
| :---: | :---: | :---: | :---: |
| Uniform | $3 \times 10^{-16}$ | $2 \times 10^{-16}$ | $1 \times 10^{-15}$ |
| Random | $2 \times 10^{-13}$ | $5 \times 10^{-14}$ | $9 \times 10^{-13}$ |
| Lloyd iterated | $3 \times 10^{-14}$ | $8 \times 10^{-15}$ | $2 \times 10^{-13}$ |

Table 1: Errors in the patch test on different types of meshes.

The exact solution is the extension of the boundary conditions onto the entire domain $\Omega$. We assess the accuracy of the numerical solution for three different types of meshes with 16 elements in each case. The first is a uniform square mesh, the second is a random Voronoi mesh, and the third is a Voronoi mesh that is obtained after applying three Lloyd iterations (see Fig.1). The results are listed in Table 1, which show that near machineprecision accuracy is realized. This indicates that the method passes the linear displacement patch test.

### 8.2. Eigenvalue analysis

Consider the closed domain (unit square), $\bar{\Omega}=[0,1]^{2}$, which is discretized using nine quadrilateral elements. We are interested in the validity of the bounds in (19). To this end, we solve the element-eigenvalue problem, $\boldsymbol{K}_{E} \boldsymbol{d}_{E}=\lambda \boldsymbol{d}_{E}$, to assess the physical and nonphysical (spurious) modes of the element. Each element has three rigid-body (zeroenergy) modes that each correspond to a vanishing eigenvalue $(\lambda=0)$. For a stable element, all other eigenvalues must be positive and bounded away from zero. We choose $\ell=0,1,2,3$ and measure the maximum number of spurious eigenvalues of the element stiffness matrix as we artificially increase the number of nodes of the central element. For a well-posed discrete problem, the number of spurious eigenvalues should remain at zero. We show a few sample meshes in Figure 2. In Figure 3, the resulting number of spurious eigenvalues as a function of the number of nodes of an element are plotted for $\ell=0,1,2,3$.

We find that for $\ell=0$, any polygon that is not a triangle $\left(N_{E} \geq 4\right)$ has spurious modes, whereas for $\ell=1$, an element with $N_{E} \geq 6$ has spurious modes. For $\ell=2$ and $\ell=3$, spurious eigenvalues appear for $N_{E} \geq 9$ and $N_{E} \geq 11$ in the central quadrilateral element,


Figure 2: Sample meshes used in the element-eigenvalue analysis for $\ell=0,1,2,3$. The central quadrilateral element has (a) 4 nodes, (b) 7 nodes, and (c) 12 nodes.
respectively. This shows that (21) is sufficient but not strictly required to ensure that the element stiffness matrix has the correct rank and is devoid of nonphysical zero-energy modes.

To further test the bound (21), we examine the eigenvalues of the element stiffness matrix over a series of regular polygons (A. Russo, personal communication, April 2022). A few sample regular polygons are shown in Figure 4. In Figure 5, we plot the number of spurious eigenvalues as a function of the number of nodes of a regular polygon. We again find that $\ell=0$ has spurious modes for all regular polygons $N_{E} \geq 4$, and for $\ell=1$, regular polygons with $N_{E} \geq 5$ have spurious modes. For $\ell=2$ and $\ell=3$, there are additional eigenvalues that appear for $N_{E} \geq 7$ and $N_{E} \geq 9$, respectively. This shows that the inequality in (21) is strict for regular polygons.

### 8.3. Cantilever beam

We now consider the problem of a cantilever beam, subjected to a shear end load [28]. In particular we consider the problem with material properties $E_{Y}=2 \times 10^{5} \mathrm{psi}$ and $\nu=0.3$, with plane stress assumptions. The beam has length $L=8$ inch, height $D=1$ inch and unit thickness. We apply a constant load $P=-1000$ psi on the right boundary. We test this problem on Lloyd iterated Voronoi meshes [27]. In Figure 6, we show a few representative meshes. For this problem, we compare the results of the stabilization-free VEM to a standard VEM method with a stabilization term [4]. In Figure 7, we plot the $L^{2}$ and energy errors of both the stabilization-free VEM and the standard VEM. We find that for the $L^{2}$ norm and energy seminorm, both methods produce second-order and first-order convergence rates, respectively. This agrees with the theoretical error estimates and demonstrates that the stabilization-free method compares favorably with the standard stabilized virtual element method.

This problem is also tested on nonconvex meshes. We start with a uniform quadrilateral mesh and split each element into two nonconvex heptagonal elements. In the convergence study, a sequence of successively refined meshes are used; three meshes from this sequence are presented in Figure 8. In Figure 9, we plot the $L^{2}$ and energy errors of both the stabilizationfree VEM and the standard VEM. The errors are comparable to the results in Figure 7 and reveals that the stabilization-free method also performs equally well on nonconvex meshes.


Figure 3: Results of the element-eigenvalue analysis for (a) $\ell=0$, (b) $\ell=1$, (c) $\ell=2$, and (d) $\ell=3$.


Figure 4: Sample regular polygons used in the element-eigenvalue analysis for $\ell=0,1,2,3$.


Figure 5: Results of the regular polygon element-eigenvalue analysis for (a) $\ell=0$, (b) $\ell=1$, (c) $\ell=2$, and (d) $\ell=3$.

### 8.4. Infinite plate with a circular hole

We now consider the problem of an infinite plate with a circular hole under uniaxial tension. The hole is subject to traction-free condition, while a far field uniaxial tension $\sigma_{0}=1$ psi, is applied to the plate in the $x$-direction. We use the material properties $E_{Y}=2 \times 10^{7}$ psi and $\nu=0.3$, with a hole radius $a=1$ inch. Due to symmetry, we model a quarter of the finite plate ( $L=5$ inch), with exact boundary tractions prescribed as data. Plane strain conditions are assumed. A Lloyd iterated Voronoi meshing is used [27]. In Figure 10, we show a few illustrative meshes. We also plot the convergence curves for the three associated errors in Figure 11. From this plot, we observe that the $L^{2}$ norm converges with order 2, and the energy is decaying at order 1 , which agree with the theoretical predictions.

### 8.5. Hollow cylinder under internal pressure

Finally, we consider the problem of a hollow cylinder that is subject to internal pressure [28]. The inner and outer radii of the cylinder are chosen as $a=1$ inch and $b=5$

(a)

(b)

(c)

Figure 6: Polygonal meshes used for the cantilever beam problem. (a) 150 elements, (b) 1000 elements and (c) 3500 elements.


Figure 7: Comparison of the convergence of the stabilization-free VEM (SF) and a standard VEM with a stabilization term for the cantilever beam problem. (a) $L^{2}$ error and (b) energy error.
inch, respectively. We apply a uniform constant pressure of $p=10^{5} \mathrm{psi}$ on the inner radius, while the outer radius is traction-free. In Figure 12, we present a few sample meshes that are generated using [27]. In Figure 13, we plot the errors in the three norms and compare it with the maximum diameter on the mesh. We find that the convergence rates in both the $L^{2}$ norm and the energy seminorm are in agreement with the theoretical rates.

(b)

(c)

Figure 8: Nonconvex polygonal meshes for the cantilever beam problem. (a) 64 elements, (b) 256 elements and (c) 1024 elements.


Figure 9: Comparison of the convergence of the stabilization-free VEM (SF) and a standard VEM with a stabilization term for the cantilever beam problem on nonconvex meshes. (a) $L^{2}$ error and (b) energy error.

## 9. Conclusions

In this paper, we studied an extension of the stabilization-free virtual element method [9] to planar elasticity problems. To establish a stabilization-free method for solid continua, we constructed an enlarged VEM space that included higher order polynomial approximations


Figure 10: Polygonal meshes used for the plate with a circular hole problem. (a) 250 elements, (b) 1500 elements, and (c) 6000 elements.


Figure 11: Convergence curves for the plate with a hole problem.
of the strain field. On each polygonal element we chose the degree $\ell$ of vector polynomials, and theoretically established that the discrete problem without a stabilization term was bounded and coercive. Error estimates of the displacement field in the $L^{2}$ norm and energy seminorm were derived. We set up the construction of the necessary projections and stiffness matrices, and then solved several problems from plane elasticity. For the patch test, we recovered the displacement and stress fields to near machine-precision. From an element-eigenvalue analysis, we numerically confirmed that the choice of $\ell$ was sufficient to ensure that the element stiffness matrix had no spurious zero-energy modes, and hence the element was stable. For problems such as cantilever beam under shear end load, infinite plate with a circular hole under uniaxial tension, and pressurized hollow cylinder under internal pressure, we found that the convergence rates of the stabilization-free VEM in the $L^{2}$ norm


Figure 12: Polygonal meshes used for the pressurized cylinder problem. (a) 250 elements, (b) 1500 elements, and (c) 6000 elements.


Figure 13: Convergence curves for the hollow cylinder under internal pressure problem.
and energy seminorm were in agreement with the theoretical results. As part of future work, several topics on stabilization-free VEM hold promise: higher order formulations, applications in three dimensions, and extensions to problems in the mechanics of compressible and incompressible nonlinear solid continua to name a few.
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[^1]:    ${ }^{1}$ In [20], the following inequality for $\ell=\ell(E)$ is proposed: $\frac{3}{2}(\ell+1)(\ell+2) \geq m-3$, where $m$ is the total number of degrees of freedom, which includes an additional $\ell(\ell+1)$ degrees of freedom due to extending the vector polynomial approximation space. However, a counterexample on regular polygons (A. Russo, personal communication, April 2022) shows that this condition is not sufficient.

