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STABILIZED GALERKIN APPROXIMATION
OF CONVECTION-DIFFUSION-REACTION EQUATIONS:

DISCRETE MAXIMUM PRINCIPLE AND CONVERGENCE

ERIK BURMAN AND ALEXANDRE ERN

Abstract. We analyze a nonlinear shock-capturing scheme for H1-conform-
ing, piecewise-affine finite element approximations of linear elliptic problems.
The meshes are assumed to satisfy two standard conditions: a local quasi-
uniformity property and the Xu–Zikatanov condition ensuring that the stiffness
matrix associated with the Poisson equation is an M -matrix. A discrete maxi-
mum principle is rigorously established in any space dimension for convection-
diffusion-reaction problems. We prove that the shock-capturing finite element
solution converges to that without shock-capturing if the cell Péclet numbers
are sufficiently small. Moreover, in the diffusion-dominated regime, the differ-
ence between the two finite element solutions super-converges with respect to
the actual approximation error. Numerical experiments on test problems with
stiff layers confirm the sharpness of the a priori error estimates.

1. Introduction

In many applications, it is important to design approximation methods guaran-
teeing that the discrete solution satisfies some maximum principle. For instance,
in the computation of chemically reacting flows, the species concentrations should
remain nonnegative.

In this paper, we investigate the convection-diffusion-reaction problem

β · ∇u + σu − ε∆u = f a.e. in Ω,(1.1)

u = g a.e. on ∂Ω,(1.2)

where Ω is an open bounded connected subset of R
d with a Lipschitz boundary ∂Ω,

β is the velocity field, d is the space dimension, ε > 0 is the (constant) diffusion
coefficient, and σ is the reaction coefficient. Henceforth, it is assumed that β is in
the Sobolev space W 1,∞(Ω), σ is in L∞(Ω), f is in L2(Ω), and g is in H

1
2 (∂Ω). It

is also assumed that

(1.3) σ ≥ 0 a.e. in Ω

and that there exists a constant σ0 ≥ 0 such that

(1.4) σ − 1
2∇ · β ≥ σ0 a.e. in Ω.

Owing to the above assumptions, the Lax–Milgram Lemma implies that problem
(1.1)–(1.2) is well posed. It also satisfies a maximum principle, i.e., under some
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1638 ERIK BURMAN AND ALEXANDRE ERN

assumptions on the data f and g, the solution attains its maximum or minimum
at the boundary.

An approximation method to (1.1)–(1.2) satisfies a so-called discrete maximum
principle (DMP for short) if the relevant maximum principle is transferred to the
discrete problem. For the Poisson equation, Ciarlet and Raviart established that
the standard H1-conforming, piecewise-affine finite element approximation satisfies
a DMP on weakly acute meshes [6]. The weakly acute condition was sharpened by
Xu and Zikatanov [20]; see also [17] for the Poisson problem in three dimensions
and [8] for an analysis of the origin of DMP failure. In many practical problems,
nonphysical oscillations violating the maximum principle are triggered by the lower-
order terms in (1.1). When the convective term is dominant, standard Galerkin
approximations become unstable, and stabilizing terms must be added in order to
increase robustness and accuracy. Stabilized finite element methods for convection-
diffusion problems include least-squares techniques [1, 13], Galerkin least-squares
techniques such as the SUPG method or the streamline diffusion (SD) method
[2, 9, 14], subgrid viscosity techniques [10], and continuous interior penalty (CIP)
techniques based on gradient jumps across element interfaces [5]. In general, such
stabilizations do not fully eliminate spurious oscillations near sharp layers, thereby
prompting several authors to propose additional shock-capturing terms [3, 7, 11,
15, 16, 18, 19].

The goal of this paper is to derive a shock-capturing scheme for which a DMP can
be rigorously established in the context of convection-diffusion-reaction equations.
This is an important design criterion for a scheme that can tackle computationally-
demanding problems such as chemically reactive flows. If the shock-capturing op-
erator is linear, the only way to ensure a DMP is generally to employ first-order
artificial viscosity, leading to excessive smearing of the solution. Therefore, this
work focuses on a nonlinear shock-capturing scheme; this may seem a rather cum-
bersome approach for linear model problems, but the computational overheads
resulting from nonlinearity are expected to influence marginally the overall cost of
a flame simulation. To date, only two shock-capturing schemes satisfy rigorously
a DMP, namely the first-order artificial viscosity of [7] and the nonlinear artificial
viscosity of [3]. The main idea of this work is to express the nonlinear shock-
capturing operator in terms of the jumps across element faces of the gradient of the
finite element solution. Another important issue is to analyze the convergence of
the shock-capturing operator when the cell Péclet numbers are small enough. This
is important in practice when working with locally refined meshes; for instance,
flame front resolution requires that the cells locally capture the reaction-diffusion
layer at the flame front. To this purpose, we prove that the finite element solution
with shock-capturing converges to that without shock-capturing if the mesh size is
small enough. Moreover, in the diffusion-dominated regime, we establish that the
difference between the two finite element solutions super-converges with respect to
the actual approximation error.

The paper is organized as follows. The discrete setting is presented in Section 2.
Section 3 analyzes the shock-capturing scheme; it addresses the DMP, the existence
of discrete solutions, and the convergence properties of the scheme. Section 4 illus-
trates the theoretical results with numerical experiments. Conclusions are drawn
in Section 5.
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DISCRETE MAXIMUM PRINCIPLE FOR GALERKIN APPROXIMATIONS 1639

2. The discrete setting

2.1. Notation. Let {T } be a family of simplicial meshes of Ω. For simplicity,
assume that all the meshes cover Ω exactly, i.e., Ω is a polygon or a polyhedron.

For T ∈ T , let µT denote its d-dimensional measure, let hT denote its diameter,
and set h = maxT∈T hT . Without loss of generality, assume that h ≤ 1. Let F
denote the set of interior faces in the mesh, i.e., the set of (d−1)-manifolds that are
not included in the boundary ∂Ω. For F ∈ F , let hF denote its diameter and let
µF denote its (d−1)-dimensional measure. Moreover, let T (F ) denote the set of
elements sharing F as a face and let E(F ) denote the set of edges, i.e., 1-dimensional
manifolds, in F . Let E denote the set of edges in the mesh. For E ∈ E , let hE

denote its diameter, let tE denote a tangential unit vector to E (its orientation is
irrelevant), and let T (E) denote the set of elements to which E belongs. For a
piecewise-smooth function v and for an interior face F ∈ F , F = T1 ∩ T2 where
T1 and T2 are two distinct elements of T with respective outer normals n1 and n2,
introduce the (scalar-valued) jump [∇v]F = ∇(v|T1)·n1 + ∇(v|T2)·n2. For F ∈ F ,
set ∆F =

⋃
T∈T ;T∩F �=∅ T .

Let Si be an interior vertex of T . Let ωi denote the associated P1-nodal Lagrange
basis function, i.e., the unique continuous, piecewise-affine function that takes the
value 1 at Si and vanishes at all the other vertices. Let Ωi denote the support of
ωi. Let F(Si) denote the set consisting of the faces in F to which Si belongs.

For a region R consisting of a collection of mesh elements, |β|∞,R denotes the
norm ‖β‖[L∞(R)]d and |σ|∞,R denotes the norm ‖σ‖L∞(R). Finally, ‖ ·‖ denotes the
L2(Ω)-norm.

2.2. Basic assumptions on the mesh. Henceforth, the following assumptions
are made on the mesh family {T }.

Hypothesis 2.1 (Local quasi-uniformity). There exists a constant ρ such that for
all T in {T } and for all vertices Si in T ,

(2.1) max
E⊂Ωi

hE ≤ ρ min
E⊂Ωi

hE ,

where E ⊂ Ωi stands for all edges E in Ωi.

Hypothesis 2.2 (Xu–Zikatanov). For all E ∈ E , the following inequality holds:

(2.2)
1

d(d − 1)

∑
T∈T (E)

|κE,T | cot θE,T ≥ 0,

where |κE,T | is the (d−2)-dimensional measure of the simplex Fi,T ∩ Fj,T opposite
to the edge E in T , Fi,T (resp. Fj,T ) is the face of T opposite to the vertex Si (resp.
Sj), Si and Sj are the vertices connected by E, and θE,T is the angle between the
faces Fi,T and Fj,T .

Hypothesis 2.1 amounts to a local quasi-uniformity property of the mesh. It
implies that there is a finite number, nρ, of elements in each macro-element Ωi.
Hypothesis 2.2 has been introduced by Xu and Zikatanov; it implies that the stiff-
ness matrix associated with the Poisson equation discretized using piecewise linears
on T is an M -matrix; see [20, Lemma 2.1]. In two dimensions, Hypothesis 2.2 means
that the sum of the two angles facing any edge in the mesh is less than π, and this
condition then implies that the triangulation T is a so-called Delaunay triangula-
tion. A sufficient condition for Hypothesis 2.2 to hold is the so-called weakly acute
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1640 ERIK BURMAN AND ALEXANDRE ERN

condition, meaning that all the angles in each triangle are less than or equal to π
2 .

This is a more stringent condition than Hypothesis 2.2; it is also more difficult to
fulfill in practice.

2.3. The strong and weak DMP properties. Consider H1-conforming, piece-
wise-affine finite elements. Set

V g
h = { v ∈ C0(Ω); ∀T ∈ T , v|T ∈ P1(T ); v = Pg on ∂Ω },

where P1(T ) denotes the space spanned by linear polynomials on T and P denotes
the L2-projection onto the space of piecewise-affine functions on the boundary.
Consider the abstract problem of finding U ∈ V g

h such that

(2.3) ã(U ; v) = (f, v), ∀v ∈ V 0
h .

Here, ã is a semilinear form (to be specified below) and (·, ·) denotes the L2(Ω)–
scalar product. Semicolons are used for forms that are nonlinear with respect to
their first argument. Owing to the nonlinearity of ã(·; ·), a DMP for (2.3) cannot
be proved by showing that the stiffness matrix is an M -matrix. A convenient
framework to establish the DMP is briefly presented.

Definition 2.3 (Strong DMP property). The semilinear form ã(·; ·) is said to
satisfy the strong DMP property if the following holds: For all U ∈ V g

h and for all
interior vertices Si, if U is locally minimal (resp. maximal) on the vertex Si over
the macro-element Ωi, then there exist positive quantities (αF )F∈F(Si) such that

(2.4) ã(U ; ωi) ≤ −
∑

F∈F(Si)

αF |[∇U ]F |,

(resp., ã(U ; ωi) ≥
∑

F∈F(Si)
αF |[∇U ]F |).

Definition 2.4 (Weak DMP property). The semilinear form ã(·; ·) is said to satisfy
the weak DMP property if it satisfies the strong DMP property under the additional
assumption that the local minimum is negative (resp., the maximum is positive).

Following the ideas of [3], the DMP property can be used to prove that the
finite element solution U of (2.3) satisfies a DMP. For a vector U with nonnegative
components, we write U ≥ 0.

Proposition 2.5. Assume that the semilinear form ã(·; ·) satisfies the strong DMP
property. Assume that U ∈ V g

h solves (2.3) and that f ≥ 0. Then U reaches its
minimum on the boundary ∂Ω.

Proof. Assume that U reaches its minimum at an interior vertex Si. Since ã(·; ·)
satisfies the strong DMP property and f ≥ 0, (2.4) implies that ∇U is constant over
Ωi. Therefore, the minimum is reached on a further vertex, whence it is eventually
deduced that the minimum is reached on the boundary. �

Proposition 2.6. Assume that the semilinear form ã(·; ·) satisfies the weak DMP
property. Assume that U ∈ V g

h solves (2.3) and that f ≥ 0 and g ≥ 0. Then U ≥ 0.

Proof. Similar to the previous one. �
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DISCRETE MAXIMUM PRINCIPLE FOR GALERKIN APPROXIMATIONS 1641

2.4. The shock-capturing scheme. Consider the standard Galerkin formulation
of (1.1)–(1.2) supplemented with one or several stabilizing terms, usually a least-
squares term on the residual yielding L2-norm control of the streamline derivative,
and a shock-capturing term to quench the remaining spurious oscillations. The
resulting discrete problem consists of finding U ∈ V g

h such that

(2.5) a(U, v) + s(U, v) + j(U ; v) = (f, v), ∀v ∈ V 0
h ,

where a(U, v) denotes the standard Galerkin contribution

a(U, v) = (ε∇U,∇v) + (β · ∇U, v) + (σU, v),

and s(U, v) and j(U ; v) denote the least-squares and the shock-capturing terms,
respectively.

We investigate two possible choices for the least-squares term s(U, v): the SD
method [2, 14]

(2.6) s(U, v) = (β · ∇U + σU − f, γsdβ · ∇v)

and a recent CIP method derived in [5],

(2.7) s(U, v) =
∑
F∈F

γciph2
F µF [∇U ]F [∇v]F .

The SD parameter γsd is set locally to γsd|T = csdhT |β|−1
∞,T for all T ∈ T where

csd is a user-specific constant, while the CIP parameter γcip depends only on ρ and
|β|∞,Ω. Although both (2.6) and (2.7) are well suited to simulations of convection-
dominated flows, neither enjoys the DMP property so that a further stabilization
by a shock-capturing term is needed.

The shock-capturing term j(U ; v) analyzed in this work takes the form

(2.8) j(U ; v) = cρ

∑
F∈F

δF (U)ψF (U ; v),

where cρ is a constant depending only on ρ, δF is a function of U evaluated on each
face as

(2.9) ∀F ∈ F , δF (U) = (|β|∞,∆F
+ ρ|σ|∞,∆F

hF )hF µF |[∇U ]F |,

and

(2.10) ψF (U ; v) =
∑

E∈E(F )

hEsign(∇U · tE)∇v · tE .

In two dimensions, ψF (U ; v) consists of only one term since faces and edges coincide.
Note that ∇v · tE is always single-valued since v is H1-conforming.

The main motivation for introducing the jumps of the gradient in the shock-
capturing operator j(U ; v) stems from the following result, which will be used re-
peatedly in the sequel.

Lemma 2.7. If U ∈ V g
h has a local minimum in the vertex Si, then

(2.11) ∀T ⊂ Ωi, |(∇U |T )| ≤
∑

F∈F(Si)

|[∇U ]F |.
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1642 ERIK BURMAN AND ALEXANDRE ERN

Proof. Since U has a local minimum at the vertex Si, it is clear that for all T ⊂ Ωi,
there exists T̂ ⊂ Ωi such that ∇U |T · ∇U |T̂ ≤ 0. Hence, |(∇U |T ) − (∇U |T̂ )| ≥
|(∇U |T )|. Let F(T, T̂ ) ⊂ F(Si) be the set of faces crossed by a path connecting T

to T̂ in Ωi. Then ∇U |T = ∇U |T̂ +
∑

F∈F(T,T̂ ) ςF [∇U ]F with ςF = ±1, yielding

|(∇U |T )| ≤ |(∇U |T ) − (∇U |T̂ )| ≤
∑

F∈F(T,T̂ )

|[∇U ]F | ≤
∑

F∈F(Si)

|[∇U ]F |.

The proof is complete. �

3. Analysis of the shock-capturing scheme

The analysis of the shock-capturing scheme addresses three aspects: the DMP,
the existence of discrete solutions, and the (super-)convergence of the shock-captur-
ing solution to the finite element solution with no shock-capturing in the diffusion-
dominated regime.

3.1. DMP. We first prove a DMP for the standard Galerkin approximation stabi-
lized only with the shock-capturing term (s = 0) and then establish a DMP when
the least-squares term s results from (2.6) or (2.7).

Theorem 3.1 (Standard Galerkin). Let j(·; ·) be defined in (2.8)–(2.10). Then,
provided cρ is large enough, the semilinear form a(·, ·) + j(·; ·) satisfies the weak
DMP property.

Proof. Assume that U has a local minimum with U ≤ 0 at some interior vertex Si.
Owing to Hypothesis 2.2,

(∇U,∇ωi) ≤ 0.

Consider now the reaction term and let T ⊂ Ωi. If U changes sign in T , then
‖U‖L∞(T ) ≤ hT ‖∇U‖L∞(T ) and hence,

(σU, ωi)T ≤ |σ|∞,T ‖U‖L∞(T )‖ωi‖L1(T ) ≤ 1
d+1 |σ|∞,T hT ‖∇U‖L1(T ),

since ∇U is constant on T . If U is negative on T , the inequality (σU, ωi)T ≤
1

d+1 |σ|∞,T hT ‖∇U‖L1(T ) trivially holds since the left-hand side is negative. There-
fore,

(β · ∇U + σU, ωi) ≤ 1
d+1

∑
T⊂Ωi

(|β|∞,T + |σ|∞,T hT )‖∇U‖L1(T )

≤ nρ

d+1 (|β|∞,Ωi
+ |σ|∞,Ωi

hi) max
T⊂Ωi

‖∇U‖L1(T ),

where hi = maxT⊂Ωi
hT . Lemma 2.7 yields

(β · ∇U + σU, ωi) ≤ ρd−1nρ

d+1 (|β|∞,Ωi
+ |σ|∞,Ωi

hi)hi

∑
F∈F(Si)

µF |[∇U ]F |

≤ ρdnρ

d+1

∑
F∈F(Si)

(|β|∞,∆F
+ ρ|σ|∞,∆F

hF )hF µF |[∇U ]F |,

since for all F ∈ F(Si), µT ≤ ρd−1hT µF ≤ ρd−1hiµF and hi ≤ ρhF owing to
Hypothesis 2.1. Furthermore, since U is locally minimal at Si over Ωi and since
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card(E(F )) = 1
2d(d− 1), it is clear that for all F ∈ F(Si), ψF (U ; ωi) ≤ −1

2d(d− 1).

As a result, taking cρ >
2ρ2nρ

(d+1)d(d−1) yields

(ε∇U,∇ωi) + (β · ∇U + σU, ωi) + j(U ; ωi) ≤ −
∑

F∈F(Si)

αF |[∇U ]F |,

where all the quantities αF are positive. Hence, a(·, ·) + j(·; ·) satisfies the weak
DMP property. �
Remark 3.2. If nodal quadrature is used, the standard Galerkin formulation does
not need any stabilization of the source term to fulfill the weak DMP property.
From an algebraic viewpoint, this is reflected by the fact that the lumped mass
matrix is an M -matrix.

Theorem 3.3 (SD). Let j(·; ·) be defined in (2.8)–(2.10) and let s(·, ·) be defined
in (2.6). Assume that f = 0 and σ = 0. Then, provided cρ is large enough, the
semilinear form a(·, ·) + s(·, ·) + j(·; ·) satisfies the weak DMP property.

Proof. Owing to Theorem 3.1, it suffices to prove that s(·, ·)+j(·; ·) satisfies the weak
DMP property. Using (2.6) with f = σ = 0, the fact that γsd|T = csdhT |β|−1

∞,T ,
and Hypothesis 2.1 yields

(β · ∇U, γsdβ · ∇ωi) ≤
∑

T⊂Ωi

|β|∞,T ‖∇U‖L1(T )(γsd|T )‖β · ∇ωi‖L∞(T )

≤
∑

T⊂Ωi

csd|β|∞,T ‖∇U‖L1(T )hT ‖∇ωi‖L∞(T )

≤
∑

T⊂Ωi

csdρ|β|∞,T ‖∇U‖L1(T ).

Proceed as in the proof of Theorem 3.1 to conclude. �
Remark 3.4. Another approach to designing a shock-capturing operator for the
standard Galerkin method together with the SD stabilization is to use residual-
based artificial diffusion; see the design in [16] for well-posedness and convergence
and the design in [3] for DMP.

We now turn to a more recent CIP technique to stabilize convection-diffusion-
reaction problems by using the jumps of the gradient across element interfaces. We
prove that this stabilized method can also be used in conjunction with a shock-
capturing operator to satisfy a DMP. The advantage compared to SD is that the
DMP is proved also for the nonhomogeneous problem and also for nonzero reaction.
Furthermore, the mass matrix can be lumped and, in this case, the source terms or
any terms arising from time discretization do not need additional stabilization.

Theorem 3.5 (CIP). Let j(·; ·) be defined in (2.8) with ψF (U ; v) defined in (2.10)
and for all F ∈ F ,

δF (U) = (|β|∞,∆F
+ ρ|σ|∞,∆F

hF )hF µF |[∇U ]F | + γciphF µF mF (U),(3.1)

where

(3.2) mF (U) = max
F ′∈F

F ′⊂∂T ′;T ′∈T (F )

|[∇U ]F ′ |.

Let s(·, ·) be defined in (2.7). Then, provided cρ is large enough, the semilinear
form a(·, ·) + s(·, ·) + j(·; ·) satisfies the weak DMP property.
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Proof. (1) Let Si be an interior vertex of the mesh. Owing to Hypothesis 2.1,

s(U, ωi) =
∑

F∈F ′(Si)

γciph2
F µF [∇U ]F [∇ωi]F

≤
∑

F∈F ′(Si)

2ργciphF µF |[∇U ]F |,

where F ′(Si) denotes the set of faces F in F such that F ∩ Ωi 	= ∅. Hence,

s(U, ωi) ≤
∑

F∈F(Si)

2ργciphF µF mF (U) +
∑

F ′∈F ′(Si)\F(Si)

2ργciphF ′µF ′ |[∇U ]F ′ |.

For all F ′ ∈ F ′(Si) \ F(Si), there is F ∈ F(Si), belonging to the same element
as F ′, such that |[∇U ]F ′ | ≤ mF (U); notice that a given F ∈ F(Si) arises at
most twice when F ′ sweeps F ′(Si) \ F(Si). Moreover, owing to Hypothesis 2.1,
hF ′µF ′ ≤ ρ2hF µF since F ′ and F belong to the same element. Hence,

s(U, ωi) ≤
∑

F∈F(Si)

2ρ(1 + 2ρ2)γciphF µF mF (U).

As a result, taking cρ > 4ρ(1+2ρ2)
d(d−1) yields

s(U, ωi) + cρ

∑
F∈F(Si)

γciphF µF mF (U)ψF (U ; v) ≤ 0.

(2) Assume that U has a minimal value at the vertex Si with U(Si) ≤ 0. Take

cρ > max
(

2ρ2nρ

(d + 1)d(d − 1)
,
4ρ(1 + 2ρ2)

d(d − 1)

)
.

Then it is readily inferred from the proof of Theorem 3.1 and the first step of this
proof that

a(U, ωi) + s(U, ωi) + j(U ; ωi) ≤ −
∑

F∈F(Si)

αF |[∇U ]F |,

where all the quantities αF are positive. The proof is complete. �
Corollary 3.6. If σ = 0, the semilinear form a(·, ·) + s(·, ·) + j(·; ·) satisfies the
strong DMP property in Theorems 3.1, 3.3, and 3.5.

Proof. Follows immediately by setting σ = 0 in the above proofs. �
Remark 3.7. Hypothesis 2.2 is made only to ensure that the discrete Laplacian sat-
isfies a DMP, since the shock-capturing term controls the convection-reaction terms
on any type of mesh that satisfies Hypothesis 2.1 alone. For a shock-capturing oper-
ator yielding a Laplacian with DMP on any type of mesh satisfying Hypothesis 2.1
alone, see [4].

3.2. Existence. The existence of solutions to (2.5) is a nontrivial problem since
the shock-capturing term is nonlinear. The analysis is presented for homogeneous
Dirichlet boundary data.

Theorem 3.8. Assume that

(3.3) ∀U ∈ V 0
h , a(U, U) + s(U, U) ≥ cε‖U‖2

H1(Ω),

for some positive constant cε. Then the nonlinear scheme (2.5) admits at least one
solution.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



DISCRETE MAXIMUM PRINCIPLE FOR GALERKIN APPROXIMATIONS 1645

Proof. Let ε > 0. For a face F ∈ F and an edge E ⊂ ∂F , define the functional

φF,E : V 0
h � U �−→ hE

δF (U)
|∇U · tE | + ε

∈ R.

(1) For all Ũ ∈ V 0
h , the problem of finding U ∈ V 0

h such that, for all v ∈ V 0
h ,

(3.4) a(U, v) + s(U, v) + cρ

∑
F∈F

∑
E∈E(F )

φF,E(Ũ)(∇U · tE ,∇v · tE)E = (f, v),

where (·, ·)E denotes the L2(E)-scalar product, has a unique solution owing to the
Lax–Milgram Lemma. Hence, the operator Tε : V 0

h � Ũ �−→ U ∈ V 0
h is well defined.

(2) Taking v = U in (3.4) and using (3.3) yield

cε‖U‖2
H1(Ω) + cρ

∑
F∈F

∑
E∈E(F )

φF,E(Ũ)‖∇U · tE‖2
L2(E) ≤ cΩ‖f‖‖U‖H1(Ω),

where cΩ is the constant associated with the Poincaré inequality, namely for all
u ∈ H1

0 (Ω), ‖u‖ ≤ cΩ‖u‖H1(Ω). Since the second term in the left-hand side is
nonnegative, the above inequality readily implies the a priori estimate ‖U‖H1(Ω) ≤
cΩ
cε
‖f‖. Therefore, if Ũ is such that ‖Ũ‖H1(Ω) ≤ cΩ

cε
‖f‖, U = Tε(Ũ) will also be in

this ball.
(3) Let Ũ1 and Ũ2 be in V 0

h . Set U1 = Tε(Ũ1) and U2 = Tε(Ũ2). Subtracting
(3.4) for U2 from (3.4) for U1 and testing with v = U1 − U2 yield

a(U1 − U2, U1 − U2) + s(U1 − U2, U1 − U2)

+ cρ

∑
F∈F

∑
E∈E(F )

φF,E(Ũ1)‖∇(U1 − U2) · tE‖2
L2(E)

= cρ

∑
F∈F

∑
E∈E(F )

(φF,E(Ũ2) − φF,E(Ũ1))(∇U2 · tE ,∇(U1 − U2) · tE)E .

The left-hand side of this equation is lower-bounded by cε‖U1 − U2‖2
H1(Ω). Fur-

thermore, the right-hand side of the equation can be upper-bounded in the form
cβ,σ,T ‖∇(Ũ1 − Ũ2)‖‖∇U2‖‖∇(U1 − U2)‖ where the constant cβ,σ,T depends on β,
σ, and T . This yields

‖U1 − U2‖H1(Ω) ≤
(
cβ,σ,T

cΩ
cε
‖f‖

)
‖Ũ1 − Ũ2‖H1(Ω).

Therefore, the operator Tε is continuous.
(4) Owing to Brouwer’s Theorem, steps (2) and (3) imply that the operator Tε

admits a fixed point, say Uε, in the ball of radius cΩ
cε
‖f‖ in V 0

h . Since the sequence
(Uε)ε is in a finite-dimensional ball, there is a subsequence, still denoted by (Uε)ε,
such that Uε → U in H1

0 (Ω) as ε → 0. Passing to the limit ε → 0 in (3.4), it is
inferred that U solves (2.5). �
Remark 3.9. Assumption (3.3) holds for the standard Galerkin method alone and
for the standard Galerkin method with SD (and f = 0) or with CIP.

3.3. Convergence. The goal of this section is to prove that the shock-capturing so-
lution endowed with a DMP converges to the finite element solution without shock-
capturing in the diffusion-dominated regime. This result is of practical importance
in the context of locally refined meshes since the cell Péclet numbers can undergo
significant variations in the domain. In Theorem 3.10 below, we address this issue;
in particular, we prove a stronger result, namely that the difference between the
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shock-capturing solution and that without shock-capturing super-converges with
respect to the actual approximation error.

Consider the nonlinear scheme (2.5) with CIP operator s(·, ·) defined in (2.7)
and shock-capturing operator j(·; ·) defined in (2.8) with coefficient δF (U) defined
in (3.1). Owing to Theorem 3.5, this scheme satisfies a DMP property. Assuming
for simplicity that g = 0, the finite element method with CIP, but without shock-
capturing, consists of finding Ũ ∈ V 0

h such that

(3.5) a(Ũ , v) + s(Ũ , v) = (f, v), ∀v ∈ V 0
h .

The discrete problem (3.5) has been analyzed in [5] where the following stability and
a priori estimates were proved: there exists a stability constant cs > 0, independent
of h and ε, such that for all w ∈ V 0

h ,

(3.6) cs|||w||| ≤ sup
v∈V 0

h

a(w, v) + s(w, v)
|||v||| ,

with the triple norm

(3.7) |||w|||2 = ‖ε 1
2∇w‖2 + ‖σ

1
2
0 w‖2 + ‖h 1

2 β · ∇w‖2 + s(w, w).

Moreover, assuming that the exact solution u of (1.1)–(1.2) is in H2(Ω) and denot-
ing by ‖u‖H2(Ω) its corresponding norm, there exists a constant c1, independent of
h and ε, such that the following a priori estimate holds:

(3.8) |||u − Ũ ||| ≤ c1(ε
1
2 h + |β|

1
2
∞,Ωh

3
2 + |σ|

1
2
∞,Ωh2)‖u‖H2(Ω).

Theorem 3.10. Let Ũ be the solution of (3.5) with s(·, ·) defined in (2.7) and
let U be the solution of (2.5) with shock-capturing term j(·; ·) defined in (2.8) and
coefficient δF (U) defined in (3.1). Assume g = 0 and that the exact solution u of
(1.1)–(1.2) is in H2(Ω). Then there exists a constant c2, independent of h and ε,
such that, if c2h < ε,

(3.9) |||Ũ − U ||| ≤ c1(ε
1
2 h + |β|

1
2
∞,Ωh

3
2 + |σ|

1
2
∞,Ωh2)‖u‖H2(Ω).

Moreover, in the asymptotic case c2h � ε,

(3.10) |||Ũ − U ||| ≤ c3h
3
2 ‖u‖H2(Ω),

with c3 = c1( c2
2 )

1
2 .

Proof. (1) Let v and w be in V 0
h . Owing to the definition of j(·; ·),

j(w; v) ≤ cρ
d(d−1)

2

∑
F∈F

δF (w)hF ‖∇v‖L∞(T (F )),

where T (F ) is any element of T containing F . Since

hF µF ‖∇v‖2
L∞(T (F )) ≤ ρµT (F )‖∇v‖2

L∞(T (F )) = ρ‖∇v‖2
L2(T (F )),

owing to Hypothesis 2.1, it is clear that
∑

F∈F hF µF ‖∇v‖2
L∞(F ) ≤ (d + 1)ρ‖∇v‖2.

As a result, using the Cauchy–Schwarz inequality yields

j(w; v) ≤ cρ
d(d−1)

2 h
1
2

( ∑
F∈F

µ−1
F δF (w)2

) 1
2

((d + 1)ρ)
1
2 ‖∇v‖.
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Furthermore, since h ≤ 1, it is inferred that∑
F∈F

µ−1
F δF (w)2 ≤ 2

∑
F∈F

(|β|∞,Ω + ρ|σ|∞,Ω)2h2
F µF [∇w]2F + 2

∑
F∈F

γ2
ciph2

F µF mF (w)2.

For F ∈ F , there exists F ′ ∈ F , belonging to the same element as F , such that
mF (w) = |[∇w]F ′ |. Since F and F ′ belong to the same element, h2

F µF ≤ ρ2hF ′µF ′ .
Since a given face F ′ ∈ F can be attained at most twice when F sweeps F , it is
inferred that ∑

F∈F
µ−1

F δF (w)2 ≤ c4

∑
F∈F

γciph2
F µF [∇w]2F = c4s(w, w),

with
c4 =

2
γcip

((|β|∞,Ω + ρ|σ|∞,Ω)2 + 2γ2
cipρ3).

Setting c5 = cρ
d(d−1)

2 ((d + 1)ρc4)
1
2 then yields the following boundedness result:

(3.11) j(w; v) ≤ c5h
1
2 s(w, w)

1
2 ‖∇v‖.

(2) Owing to (3.6),

cs|||Ũ − U ||| ≤ sup
v∈V 0

h

a(Ũ − U, v) + s(Ũ − U, v)
|||v||| = sup

v∈V 0
h

j(U ; v)
|||v||| .

Using (3.11) yields

(3.12) |||Ũ − U ||| ≤
(

ξ

2

) 1
2

h
1
2 s(U, U)

1
2
‖∇v‖
|||v||| ≤

(
ξ

2

) 1
2

(
h

ε

) 1
2

s(U, U)
1
2 ,

with ξ = 2c2
5c

−2
s .

(3) Use the inequality

s(U, U) − 2s(Ũ , Ũ) ≤ 2s(U − Ũ , U − Ũ) ≤ 2|||Ũ − U |||2

together with (3.12) to infer

s(U, U) ≤
(

ξh

ε

)
s(U, U) + 2s(Ũ , Ũ).

Since for u ∈ H2(Ω), s(Ũ , Ũ) = s(Ũ − u, Ũ − u) ≤ |||Ũ − u|||2, this implies

s(U, U) ≤
(

ξh

ε

)
s(U, U) + 2|||Ũ − u|||2.

The above estimate, together with (3.12), yields

(3.13) |||Ũ − U ||| ≤
(

ξh

ε − ξh

) 1
2

|||Ũ − u|||.

Set c2 = 2ξ. Then, if c2h < ε, (3.13), together with the a priori estimate (3.8),
leads to (3.9).

(4) In the asymptotic case c2h � ε, (3.8) and (3.13) readily yield (3.10). �

Remark 3.11. An interesting consequence of (3.10) is the fact that when the dif-
fusion is dominant, the shock-capturing finite element solution, U , super-converges
to the solution without shock-capturing, Ũ , a phenomenon which is also observed
numerically.
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Remark 3.12. Assume σ0 > 0. Then taking v = U in (2.5) yields the a priori
estimate

‖ε 1
2∇U‖2 + ‖σ

1
2
0 U‖2 + s(U, U) + j(U ; U) ≤ ‖f‖‖U‖,

and hence, s(U, U) ≤ ‖f‖2

σ0
. As a result, for all h and ε,

(3.14) |||Ũ − U ||| ≤ c6

(
h

ε

) 1
2

,

with c6 = ( ξ
2 )

1
2 ‖f‖σ− 1

2
0 . A similar estimate holds for homogeneous convection-

diffusion equations with σ = 0 and Dirichlet boundary data g since s(U, U) ≤
1
2

∫
∂Ω

|β · n|g2ds in this case. Since the shock-capturing term is large enough to
guarantee a DMP, the a priori error estimate (3.14) involves a constant that scales
as ε−

1
2 in the convection-dominated regime.

4. Numerical results

This section presents some numerical illustrations of the theoretical results. The
nonlinear system of discrete equations, F (X) = 0, is solved approximately using a
damped Newton method. Given an initial guess X0, a sequence of iterates Xn is
generated according to

(4.1) J(Xn)(Xn+1 − Xn) = −λnF (Xn),

where J(Xn) denotes the Jacobian matrix of the nonlinear residual F at Xn and λn

denotes the damping parameter. The linear system (4.1) is solved approximately
using a preconditioned Krylov iterative method (e.g., BiCGStab and ILU). Conver-
gence of Newton’s method is achieved when the normalized Euclidean norm of the
update vector Xn+1 −Xn is less than a prescribed tolerance (e.g., 10−5). As noted
in [3], the convergence behavior of Newton’s method is improved by regularizing the
sign operator in the shock-capturing term and replacing it by signε(x) = tanh(x/ε).
The results reported below are obtained with ε = 1, a choice for which Newton’s
method remains well behaved and spurious oscillations are essentially eliminated.

4.1. Smooth solutions. Consider the model problem (1.1)–(1.2) with Ω = ]0, 1[×
]0, 1[, ε = 10−5, β = (1, 0)t, and σ = 1. Choose f and g so that the exact solution
is

u = exp
(
− (x − 0.5)2

aw
− 3(y − 0.5)2

aw

)
,

with parameter aw = 0.2. This problem is approximated using the CIP method with
s(·, ·) defined in (2.7), shock-capturing term j(·; ·) defined in (2.8), and parameter
δF (U) defined in (3.1) with constant cρ set to 5. Meshes are constructed from
uniform tensor meshes with squares cut along a randomly chosen diagonal. Let N
denote the number of mesh cells on each side of Ω.

Table 1 reports the errors between the exact solution u, the discrete solution Ũ
without shock-capturing, and the discrete solution U with shock-capturing in the
L2, H1, and L∞-norms. All the errors exhibit h2-order convergence in the L2-norm
(although the theoretical bound is h

3
2 ) and h-order convergence in the H1-norm.

Note that the shock-capturing scheme exhibits optimal order convergence although
the flow is in the convection-dominated regime on all meshes considered. This
results from the fact that the solution of the present test problem is smooth.
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Table 1. Smooth solution problem: convergence results

‖u − U‖ ‖u − Ũ‖ ‖U − Ũ‖
N L2 H1 L∞ L2 H1 L∞ L2 H1 L∞

20 2.8e-2 4.2e-1 1.1e-1 3.0e-3 2.0e-1 9.1e-3 2.6e-2 3.7e-1 1.0e-1
40 2.3e-3 1.2e-1 1.8e-2 6.7e-4 9.9e-2 3.4e-3 2.1e-3 6.2e-2 1.7e-2
80 2.2e-4 4.9e-2 1.2e-3 1.4e-4 4.9e-2 9.3e-4 1.6e-4 7.8e-3 1.2e-3
160 3.7e-5 2.4e-2 2.1e-4 3.6e-5 2.4 e-2 2.5e-4 1.6e-5 1.1e-3 1.2e-4

4.2. An outflow layer problem. The second test case is a convection-diffusion
problem with σ = 0 and β constant of norm 1. Experiments are performed for
different values of the diffusion coefficient (ε = 0.1, ε = 0.01, and ε = 0.001) on
a series of uniformly refined meshes. Nonhomogeneous Dirichlet boundary condi-
tions are imposed as shown in Figure 1, yielding an outflow boundary layer whose
thickness is of order ε. The discrete solution with CIP but no shock-capturing, Ũ ,
exhibits strong oscillations; this is not the case for the discrete solution obtained
with shock-capturing, U (see Figure 1).

Consider the error ẽ = U − Ũ . Our results show that in all cases, the H1-norm
contribution to the error dominates the L2-norm contribution by two orders of
magnitude and that the L2-norm of the error converges much faster than the H1-
norm. Therefore, the H1-norm of the error is compared with the bound resulting
from the a priori estimates of Section 3.3. This bound, say η(h, ε), is evaluated as
follows: For h > ε, η(h, ε) is evaluated from (3.14) with c6 = 1, and for h < ε,
η(h, ε) is set to the minimal value of (3.9) with c1‖u‖H2(Ω) = ε−1 and that of
(3.14) with c6 = 1. Results are reported in Table 2. For all values of ε, whenever
the layer is sufficiently resolved, η(h, ε) stays within a factor of three with respect
to the actual error. Hence, the a priori bound η(h, ε) accurately describes the
triple norm behavior when passing from the convection-dominated regime to the
diffusion-dominated regime. To illustrate, Figure 2 displays the H1–norm of the
error ‖∇(u − U)‖ for ε = 0.02 and with u evaluated from a reference solution
computed on a uniformly refined grid containing 131, 585 nodes. The change in the
behavior of the error when h � ε is clearly visible.

55

β

U=0

U=1

Figure 1. Outflow layer problem. Left: test case setup; middle:
discrete solution without shock-capturing; right: discrete solution
with shock-capturing
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Table 2. Outflow layer problem: convergence results

ε 0.1 0.01 0.001
N ‖ε 1

2∇ẽ‖ η(h, ε) ‖ε 1
2∇ẽ‖ η(h, ε) ‖ε 1

2∇ẽ‖ η(h, ε)
20 1.0e-1 2.0e-1 8.5e-1 2.2 1.2e-1 7.0
40 3.0e-2 5.0e-2 1.3 1.6 1.1 5.0
80 1.0e-2 1.6e-2 9.3e-1 1.1 1.7 3.5
160 2.4e-3 5.3e-3 2.8e-1 1.0e-1 1.6 2.5

-210 -110

Figure 2. Outflow layer problem: H1-norm of the error versus
mesh size

Table 3 reports DMP violations for the discrete solutions Ũ and U in percentage
of ‖u‖L∞(Ω)(= 1). When the diffusion coefficient is large enough (ε = 0.1), no
DMP violations are observed, regardless of the use of a shock-capturing term. For
lower values of ε, DMP violations without shock-capturing can be as high as 86%.
When ε = 0.01, the regularized shock-capturing term manages to quench spurious
oscillations on the finer meshes while overshoots lower than 1% remain on the
coarsest mesh. For sharper layers (ε = 0.001), the regularization of the absolute
value is too loose, thereby leaving overshoots ranging between 2% and 4%.

Table 3. Outflow layer problem: DMP violations

ε 0.1 0.01 0.001
N Ũ U Ũ U Ũ U
20 0 0 36 0.5 42 2.2
40 0 0 33 0.0 86 2.1
80 0 0 0 0.0 78 2.1
160 0 0 0 0.0 58 4.2
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5. Conclusion

In this paper, we have analyzed a new nonlinear shock-capturing scheme based
on the jump in the gradient between adjacent elements. A discrete maximum prin-
ciple has been proved rigorously for H1-conforming, piecewise-affine finite element
approximations of convection-diffusion-reaction equations. The shock-capturing fi-
nite element solution (super-)converges to the finite element solution without shock-
capturing if the cell Péclet numbers are small enough. The sharpness of the a priori
estimates has been verified numerically on test problems with internal and outflow
layers. In particular, the behavior of the error in the energy norm is well captured
when passing from the convection-dominated to the diffusion-dominated regime.
The present finite element schemes can now be used for more complex problems,
such as chemically reactive flows, by controlling the jumps of temperature and
chemical species gradients.
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