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Abstract

A staged tree model is a discrete statistical model encoding relationships between events. These models
are realised by directed trees with coloured vertices. In algebro-geometric terms, the model consists of
points inside a toric variety. For certain trees, called balanced, the model is in fact the intersection of
the toric variety and the probability simplex. This gives the model a straightforward description, and
has computational advantages. In this paper we show that the class of staged tree models with a toric
structure extends far outside of the balanced case, if we allow a change of coordinates. It is an open
problem whether all staged tree models have toric structure.

1 Introduction

Staged tree models are discrete statistical models introduced by Smith and Anderson in 2008 [27] that
record conditional independence relationships among certain events. They are realisable as rooted trees with
coloured vertices and labelled edges directed away from the root, called staged trees. Vertices in a staged tree
represent events, edge labels represent conditional probabilities, and the colours on the vertices represent an
equivalence relation—vertices of the same colour have the same outgoing edge labels. We use θ(e) to denote
the label associated to an edge e. The sum of the labels of all edges emanating from the same vertex in a
staged tree must be equal to one. The staged tree model itself is then defined as the set of points in Rn
parametrised by multiplying edge labels along the root-to-leaf paths λ1, . . . , λn in the staged tree T :

MT =


( ∏
e∈E(λr)

θ(e)

)
r=1,...,n

∣∣∣∣∣∣ 0 < θ(e) < 1,
∑

e∈E(v)

θ(e) = 1 for all vertices v in T

 (1)

where E(v) is the set of edges which emanate from a vertex v, and E(λr) is the set of edges of the rth root-
to-leaf path, r = 1, . . . , n. The local sum-to-one conditions ensure that the multiplication rule of edge labels
along root-to-leaf paths in T induces a well defined probability distribution. The visual presentation via a
coloured tree has been the key to the staged tree models’ increasing popularity in both algebra [8, 1, 9, 11]
and statistics [24, 19, 4, 25, 17].

By the description (1), a staged tree model can be interpreted as the variety of the kernel of a map ϕT ,
formally introduced in (2), intersected with the probability simplex. We say that a staged tree model has
toric structure if the variety of kerϕT is a toric variety. This is equivalent to kerϕT being a binomial ideal,
possibly after an appropriate linear change of variables. Duarte and Görgen [8] show that when the tree is
balanced, one can safely ignore the sum-to-one conditions, and the ideal kerϕT is binomial. This class has
wide intersections with Bayesian networks/directed graphical models and hierarchical models. The majority
of staged trees, however, are not balanced. This is true even for the small portion of staged trees which are
also Bayesian networks, making the algebraic study of these models a new and necessary task.

Non-balanced staged trees appear naturally in applications. The most basic example is one of flipping
a biased coin with probability θ1 for heads, and θ2 = 1 − θ1 for tails. If it shows heads, flip it again. The
graph in Fig. 1 is a staged tree presentation of this experiment. The points in the corresponding model have
the parametrisation (θ21, θ1θ2, θ2) for positive θ1, θ2 that sum up to one. They are the solution set inside the
probability simplex to the non-binomial equation p1p3 − p1p2 + p22 = 0 in the polynomial ring R[p1, p2, p3].
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Figure 1: The coin-flip model MT = {(θ21, θ1θ2, θ2) | 0 < θ1, θ2 < 1, θ1 + θ2 = 1} ⊂ (0, 1)3 represented by a
binary, non-squarefree, not balanced staged tree. Both internal vertices are in the same stage.

Contrary to the balanced case, as the example suggests, the ideals kerϕT of non-balanced staged trees are
not generated by binomials; their generating sets are often complicated.

The present paper takes a large leap and proves that in many cases non-balanced staged tree models
have also a toric structure; one needs to find an appropriate linear change of variables to reveal this friendly
structure. For instance, the linear change of coordinates p1 = q1, p2 = q2 − q1, and p3 = q3 − q2 in the
example above bijectively transforms the defining variety into the set of points (q1, q2, q3) that satisfy the
binomial equation q1q3 − q22 = 0.

Why is toric a desirable property? For one, the literature on the algebra of toric varieties is already
very rich and with close connections to polyhedral geometry and combinatorics. Most importantly, toric
ideals have shown to be particularly useful in algebraic statistics since with the very first works [7, 26, 16] in
this area. For instance, generating sets of toric varieties produce Markov bases and contribute in hypothesis
testing algorithms [7], toric varieties are intrinsically linked to smoothness criteria in exponential families [15],
and the polytope associated to a toric model is useful when studying the existence of maximum likelihood
estimates [13].

In previous work, the parametrisation defining a staged tree model (1) is often assumed to be squarefree.
In other words, in the tree graph no two vertices are in the same stage along the same root-to-leaf path.
The theory on staged tree models with a non-squarefree parametrisation is underdeveloped because they
pose interpretational ambiguities in a statistical context [5] and computational challenges in algebraic algo-
rithms [18]. However, as the example of the coin flip confirms, non-squarefree staged tree models are very
natural, and both balanced and non-balanced staged trees can be non-squarefree. None of the results in our
paper are restricted to squarefree staged tree models, which makes this paper the first to tackle equations
defining non-squarefree staged tree models.

This article is organised as follows. In Section 2 we review the background literature on staged trees
and introduce combinatorial and algebraic tools for studying these models. We discuss operations called
swap and resize on a staged tree, which are used in Section 3 to prove that all balanced staged tree models
have a quadratic Gröbner basis. It turns out that balanced staged trees carry properties that are central in
commutative algebra, namely they are Koszul, normal, and Cohen-Macaulay. In Section 4 we prepare for
our investigation of non-balanced trees with toric structure. Informally, the idea is to look for an ideal inside
kerϕT that is binomial after a linear change of variables, which can be used to detect a binomial structure of
kerϕT . This theory is then set to practice in Section 5 where we successfully extend the class of staged trees
with toric structure. Our new class contains trees with a certain subtree-inclusion property, balanced trees,
and combinations of both. In Section 6 we explore the structure of staged tree models where all vertices
share the same colour. We connect these so-called one-stage trees to Veronese embeddings and show that all
binary one-stage trees are toric. The paper ends in Section 7 with a discussion on further research directions,
conjectures, and examples of staged trees for which we cannot currently decide whether or not they have
toric structure.

2 Staged tree models

A discrete statistical model can be regarded as a subset of the open probability simplex

∆◦n−1 = {p ∈ Rn | p1 + . . .+ pn = 1 and pr ∈ (0, 1) for all r = 1, . . . , n}
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of dimension n−1. Thus, given a staged tree T , the staged tree modelMT in (1) defines a discrete statistical
model. This section starts by studying the combinatorics of a staged tree, and then introduces the main
algebraic object associated to MT .

2.1 Combinatorics of staged tree models

Given a staged tree T let V denote its vertex set and E its edge set. The staged tree T comes with an
equivalence relation ∼ on its vertices. Formally, we say that two inner vertices u and v in V are in the same
stage, or share the same colour c, if the labels of the outgoing edges of both vertices are the same. Leaves are
by convention assumed to be trivially in the same stage since their outgoing edge sets are empty. For two
vertices of different stages, the sets of labels of their outgoing edges are assumed to be disjoint. In depictions
of staged trees we always assume that the outgoing edges of vertices with the same colour are ordered in
the same way, such that their labels are pairwise identified from top to bottom. Figures 1 and 2 depict first
examples.

For simplicity, leaves of a staged tree will be numbered 1, . . . , n and the root-to-leaf paths denoted
λ1, . . . , λn. To each leaf an atomic probability pr =

∏
e∈E(λr)

θ(e) is associated, r = 1, . . . , n. The notation
p[v] is shorthand for the probability of passing through the vertex v. Formally, p[v] is the sum of the atomic

probabilities pr for which the root-to-leaf path λr passes through vertex v. If vi is the ith child of v, the
label of the edge (v, vi) is equal to the fraction p[vi]/p[v] [19]. As a consequence, the staged tree model MT
can be described via equations p[u]p[vi] = p[ui]p[v], for all vertices u ∼ v. This characterisation motivates the
definition of the ideal of model invariants studied in Section 4.

From now on, the edge labels will be considered as variables of a polynomial ring R[Θ]. For a vertex
v ∈ V we denote by T (v) the induced subtree of T which is rooted at v and whose root-to-leaf paths are
v-to-leaf paths in T . To this subtree we associate a polynomial t(v) ∈ R[Θ] which is equal to the sum of
all products of labels along all v-to-leaf paths in T (v) [18]. This is a key object in our study of balanced
staged trees. In particular, we call a staged tree balanced [8] if for any two vertices u, v in the same stage
the following is true:

t(ui)t(vj) = t(uj)t(vi) for all pairs of children of u and v numbered i, j = 1, . . . , k. (?)

Figure 2 shows examples of balanced staged trees. This class is fairly large as all decomposable directed
graphical models can be represented by balanced staged trees [8].

Before we can extend the study of balanced staged trees in Section 3, we need to understand how this
property of a tree affects the model it represents. To this end, note that a staged tree model most often is not
uniquely represented by a single staged tree: there may be different parametrisations for the same model,
giving rise to different polynomial equations cutting out the same subset of the probability simplex. The
class of all staged trees representing the same model is known as the statistical equivalence class. Members
of such a class are connected to each other by two simple graphical operations: resizes and swaps [20]. For
the purposes of this paper we present versions of these in a constructive manner.

The swap operation is illustrated in Figs. 2b and 2c where we swap a two-level subtree. Let θ1, . . . , θk be
the labels associated to a stage of colour c. Suppose a vertex v is not of the colour c, but every term in the
subtree polynomial t(v) is divisible by one of the θ1, . . . , θk. Then we can replace the subtree T (v) by another
tree with the same atomic probabilities but with a root of colour c. This is because in this setting every
root-to-leaf path in T (v) goes through a vertex of colour c and we can find a another subtree T ′(v) ⊆ T (v)
with root v and leaves v1, . . . , vm which have the colour c in T . Let Tviθj denote the induced subtree coming
after the edge labelled θj of the vertex ui. We obtain a different representation of T (v) like this. Start with
a root of colour c and to each edge glue a copy of T ′(v). Then to each leaf glue the corresponding tree Tviθj .
The map which replaces the original tree by the tree obtained after performing this copying and reglueing
is called a swap.

The resize operation is illustrated in Figs. 2a and 2b where we resize two two-level subtrees. Suppose
in a staged tree we have a vertex u such that for every vertex v in the same stage, their children are also
pairwise in the same stages, ui ∼ vi for all i = 1, . . . , k. Then for each such u, v we remove their non-leaf
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(a) A staged tree with a subgraph on which
we perform operations.
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(b) The staged tree after per-
forming a resize.

p1
p2
p3

p4
p5
p6

p7

p8

(c) The resized staged tree after
performing a swap.

Figure 2: Three balanced staged trees which are statistically equivalent using a swap and a resize on the
highlighted subtrees.

children and draw edges from the vertices directly to their respective grandchildren. This introduces a new
set of labels for the new edges related to the old ones as follows. Let w be a vertex in the new tree, and w′

the corresponding vertex in the original tree. Then if in t(w) we substitute each new label by the product
of the two original that it replaced, we get t(w′). For the resized tree to represent the same model as the
original tree we require in addition that no ui and uj are in the same stage for i 6= j and these colours do
not appear anywhere else in the tree. A resize not respecting these extra conditions were called ‘näıve’ in
the original presentation [20]. But even in the ‘näıve’ cases where we do lose information and effectively
create a bigger statistical model, these operations are useful tools for the analysis conducted in Section 5.
In particular we have the following lemma.

Lemma 2.1. The class of balanced staged trees is invariant under the swap and resize operations.

Proof. As for the swap, simply observe that this operation does not change the parametrisation of a staged
tree but only locally changes the order of vertices in a subtree T (v). Hence, t(v) is invariant under the swap,
not affecting validity of (?).

For the resize, let two vertices u ∼ v be in the same stage in the new tree, after the resize operation has
been applied. We want to prove that the condition (?) is fulfilled, so that t(ui)t(vj)− t(uj)t(vi) = 0 for all
children of u and v, indexed by i, j = 1, . . . , k. What we do know is that t(ui)t(vj)− t(uj)t(vi) is zero after
we substitute a product of labels θk` = τkσ` according to the resize operation, since the original tree was
balanced. In other words, this binomial is an element of the ideal generated by θk` − τkσ`, namely

t(ui)t(vj)− t(uj)t(vi) ∈ 〈θk` − τkσ`〉k,` ⊂ R[Θ]

where Θ here denotes the set of labels from both the old tree and the new. But no τ·’s occur in the new
tree, so we must have t(ui)t(vj)− t(uj)t(vi) = 0. This proves the claim.

This result will provide the basis for proving Proposition 3.4.

2.2 Algebra of staged tree models

We henceforth treat the atomic probabilities p1, . . . , pn of a staged tree T as variables spanning a polynomial
ring denoted R[p]. We will use the short notation 〈θ − 1〉 for the ideal of all local sum-to-one conditions
〈∑e∈E(v) θ(e) − 1 | v ∈ V a non-leaf〉 in the polynomial ring R[Θ]. We choose R as our base field in this
paper in the style of real algebraic geometry and algebraic statistics, though all results hold for an arbitrary
base field of characteristic zero. Associating the variables of R[p] to the atomic probabilities induces a ring
map

ϕT : R[p]→ R[Θ]/〈θ − 1〉, pr 7→
∏

e∈E(λr)

θ(e) for r = 1, . . . , n. (2)
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We will now use the notation p[v] for the sum of the variables pr in the ring R[p] for which the corre-
sponding root-to-leaf path λr passes through the vertex v. Due to the sum-to-one conditions, the image
ϕT (p[v]) of an atomic sum p[v] is equal to the product of the labels along the corresponding root-to-v path.

The kernel of ϕT is the prime ideal of the staged tree T . The variety of this ideal gives an implicit
description to the staged tree model MT . In order to use classical results of algebraic geometry more
comfortably, we will mostly work with the homogenised version of ϕT ,

ϕT hom : R[p]→ R[Θ, z]/〈θ − z〉, pr 7→ zd−d(λr)
∏

e∈E(λr)

θ(e) (3)

where, in analogy to the notation used in (2), 〈θ − z〉 denotes the ideal of homogenised local sum-to-one
conditions. Here z is an artificial parameter, d(λr) is the number of edges in the root-to-leaf path λr, and d
is the number of edges in the longest root-to-leaf path in the tree. The integer d will often be regarded as
the depth of the tree. Each of the variables pr are mapped to a monomial of degree d under ϕT hom.

Remark 2.2. The homogenisation process is equivalent to completing the staged tree T into a staged tree
where all leaves are in the same distance d from the root. This is achieved by adding when needed internal
vertices of outdegree one and label z: compare Fig. 4. Such changes do not affect the model. Hence, we will
in notation not distinguish between ϕT and ϕT hom.

An element of significance to this paper is the image of ϕT which is a subring of R[Θ, z]/〈θ− z〉 denoted
imϕT . We will also refer to imϕT as an algebra, as it can be considered as a vector space over R and a ring
at the same time. One can compare the algebras of two staged trees T ′ ⊆ T sharing the same root. The
inclusion T ′ ⊆ T here indicates that T ′ can be obtained by removing induced subtrees T (v) for vertices v
in T .

Lemma 2.3. For any two staged trees T ′ ⊆ T that share the same root one has imϕT ′ ⊆ imϕT .

Proof. The image of ϕT ′ is generated by the products of labels of root-to-leaf paths in T ′. Each of these
paths is a root-to-v path in T , for some vertex v. Hence the same product lies in the image of ϕT , as it is
the image of p[v].

The central objective of this paper is to provide conditions under which the ideal kerϕT is toric, possibly
after a linear change of variables. Recall thus that a prime ideal in R[p] is called toric if it is generated by
binomials, or equivalently is the kernel of a monomial map ϕ from R[p] to a Laurent ring R[y±11 , . . . , y±1m ].
That ϕ is a monomial map means that each variable pr is mapped to a monomial. The kernel of such a map
is generated by differences of monomials pa−pb such that ϕ(pa) = ϕ(pb). The image of ϕ is the subalgebra of
R[y±11 , . . . , y±1m ] generated by the monomials ϕ(p1), . . . , ϕ(pn). We say that an algebra is a monomial algebra
if it is generated by monomials in a Laurent ring or a polynomial ring.

Even though the map (2) appears monomial, its target ring is a quotient ring instead of a Laurent
ring, and we cannot conclude that kerϕT defines a toric variety; recall here the coin flip example from the
introduction. For staged tree models, the ideal kerϕT is toric in the variables p1, . . . , pn if and only if the
tree T is balanced.

Theorem 2.4. [8, Theorem 10] The ideal kerϕT is a toric ideal if and only if T is a balanced staged tree.

Hence, if a non-balanced tree has a toric structure, the structure must appear only after a linear change
of coordinates. This can be done either by explicitly finding a linear change of variables which makes kerϕT
a binomial ideal, or to prove that imϕT is a monomial algebra as we state below.

Proposition 2.5. Suppose the algebra imϕT is isomorphic to a monomial algebra. Then the ideal kerϕT
is toric after an appropriate linear change of coordinates.

Proof. Let imϕT be isomorphic to an algebra minimally generated by monomials m1, . . . ,mr in some poly-
nomial ring via a map f . Then we have a composition of maps

R[p]
ϕT−→ R[Θ, z]/〈θ − z〉 f−→ R[m1, . . . ,mr]

5
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Figure 3: A staged tree with edge labels θ1 and θ2 that has toric structure.

which is a surjective homomorphism. We claim that the linear span of f ◦ϕT ({p1, . . . , pn}) equals the linear
span of m1, . . . ,mr. Every monomial mi is in the image of f ◦ ϕT , and if it would not be the image of a
linear form this would contradict the fact that m1, . . . ,mr are minimal generators. Then every pi must be
mapped to a linear combination of m1, . . . ,mr, since otherwise we would get a non-homogeneous binomial
generator of kerϕT . It follows that there are n linearly independent linear forms `1, . . . , `n in the union of
preimages

⋃k
i=1 ϕ

−1
T ◦ f−1(mi). The ideal kerϕT is binomial after the linear change of variables given by

`1, . . . , `n.

Example 2.6. Let T be the tree in Fig. 3, and let Θ4 denote the set of monomials of degree four in the
variables θ1, θ2. Then imϕT is the subalgebra of R[θ1, θ2, z]/〈θ1 + θ2 − z〉 generated by θ21z

2, θ1θ2z
2, θ21θ2z,

θ11θ
2
2, θ1θ

3
2, and θ22z

2. All of the generators can be expressed as linear combinations of the monomials in Θ4,
using the relation z = θ1 + θ2. Conversely, one can verify that the five monomials in Θ4 are the images of
the linear forms `1 = p1− 2p3 + p4, `2 = p3− p4, `3 = p4, `4 = p5, `5 = p6− 2p5− p4 under ϕT . For instance

ϕT (p1 − 2p3 + p4) = θ21z
2 − 2θ21θ2z + θ21θ

2
2 = θ41 + 2θ31θ2 + θ21θ

2
2 − 2θ31θ2 − 2θ21θ

2
2 + θ21θ

2
2 = θ41.

It follows that Θ4 is a different generating set for the algebra imϕT . As R[Θ4] ∩ 〈θ1 + θ2 − z〉 = {0}, the
image of ϕT is isomorphic to the monomial algebra R[Θ4]. To get the change of variables which makes
kerϕT toric we choose another linear form `6, not in the span of `1, . . . , `5, which maps to a monomial of
Θ4. For example we may take `6 = p2 − p3 − p5, as this maps to θ21θ

2
2. The ideal kerϕT is then the kernel

of the monomial map R[`1, . . . , `6]→ R[Θ4].

A first application of Proposition 2.5 is that if two distinct trees share the same algebra then they must
both be toric or non-toric. The same is true if the two algebras change by a permutation or when the
parameters of a staged tree are permutations of parameters of another other staged tree.

Corollary 2.7. If for staged trees T and T ′ the algebras imϕT and imϕT ′ are equal or they change only
by a permutation of variables, the staged tree models T and T ′ are simultaneously toric or non-toric.

3 Balanced staged tree models

As stated in Theorem 2.4 the ideal kerϕT is toric when the tree T is balanced. The monomial map defining
this toric ideal is precisely the map (3) with the quotient ring R[Θ, z]/〈θ − z〉 replaced by the polynomial
ring R[Θ, z]. In this section we continue the study of balanced staged trees and their prime ideals.

3.1 The combinatorial structure of balanced trees

Our main result on the combinatorial structure of balanced trees is Theorem 3.1, which states that a balanced
staged tree model always can be represented by a tree with a certain colour structure. To obtain this colour
structure we apply the homogenisation process already in the tree, as described in Remark 2.2. We also allow
the out-degree one vertices to appear anywhere in the tree, not just as extensions in the end of a branch.
See Fig. 4 for an example.

Theorem 3.1. To any balanced staged tree we can apply the swap operation so that for every pair of vertices
u and v in the same stage, one of the following holds.
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Figure 4: Colour structure in a balanced tree.

1. For each index i the two children ui and vi are in the same stage.

2. The children of u are all in the same stage. The same holds for v.

In order to prove Theorem 3.1 we need some preparations. We define the multiplicity of a colour c at
a vertex v, denoted multc(v), to be the greatest number m for which every v-to-leaf path goes through at
least m vertices of the colour c. If θ1, . . . , θk are the labels associated to the colour c we can also say that
multc(v) is the greatest number m for which every term in t(v) is divisible by a monomial in θ1, . . . , θk of
degree m. If multc(v) > 0 we can use the swap operation to give the induced subtree T (v) a root of colour
c. Notice also that applying the swap operation to T (v), or to an induced subtree inside T (v), does not
change the multiplicities.

Lemma 3.2. Let u and v be vertices of the same stage in a balanced staged tree, and assume multc(ui) >
multc(uj) for some colour c and some indices i, j. Then multc(vi) > multc(vj).

Proof. The equality t(ui)t(vj) = t(uj)t(vi) implies multc(ui) + multc(vj) = multc(uj) + multc(vi). If
multc(ui) > multc(uj) then we must have multc(vi) > multc(vj) for the above equality to hold.

Proof of Theorem 3.1. In this proof vertices v such that

for each i there is a colour ci and a j such that multci(vi) > multci(vj) (4)

will play an important role. If v has the property (4) then we can give each vi the colour ci, using the swap
operation on T (vi). If v does not have the property (4), then either all its children are leaves, or we can use
the swap operation on the T (vi)’s to give all children of v the same colour. It follows from Lemma 3.2 that
if u ∼ v then u satisfies (4) if and only if v does with the same colours.

We prove the theorem by providing an algorithm which will give the desired colour structure, assuming
the tree is balanced. The algorithm goes through the internal vertices of out-degree greater than one whose
children are not leaves. We visit the vertices in weakly increasing order, according to the distance from the
root, and do the following.

• If v has a colour we have not seen before, we check if v satisfies (4). If it does, we give each vi the
colour ci, by using the swap operation. If not, we give all vi’s the same colour.

• If v has a colour that we have seen before, we look at the children of the previous vertex u of that
colour. If the children of u does not all have the same colour, it means the u has the property (4).
Then so does v, and we can give each vi the same colour as ui. If all the children of u have the same
colour, it means that u did not satisfy (4). Then neither does v, and we give all children of v the same
colour.

7



Notice that these steps do not change the colour of any vertex we have already visited, or their children.
Therefore, condition 1 or 2 in Theorem 3.1 will hold for all vertices u and v in the same stage of out-degree
greater than one. For the vertices of out-degree one condition 2 always holds, so we are done.

In squarefree staged trees, the root-to-leaf path λr can be read off uniquely from the monomial ϕT (pr). In
other words, the ideal kerϕT will not contain any relations of degree one. Next, we will study the structure
of balanced trees which are not squarefree. We use the notation vij for the grandchildren of v, meaning that
vij is the j-th child of vi.

Lemma 3.3. In a balanced tree, suppose we have a vertex v which is in the same stage as all of its children.
Then t(vij) = t(vji).

Proof. Since v ∼ vi we have t(vi)t(vij) = t(vj)t(vii) which can also be written as

(θ1t(vi1) + θ2t(vi2) + · · ·+ θkt(vik))t(vij) = (θ1t(vj1) + θ2t(vj2) + · · ·+ θkt(vjk))t(vii). (5)

As vi ∼ vj we also have t(vii)t(vjm) = t(vim)t(vji). Applying this to the right hand side of (5) we get

(θ1t(vi1) + θ2t(vi2) + · · ·+ θkt(vik))t(vij) = (θ1t(vi1) + θ2t(vi2) + · · ·+ θkt(vik))t(vji)

and it follows that t(vij) = t(vji).

Proposition 3.4. Let u and v be vertices of the same stage in a balanced staged tree. Suppose there is a
path λr that goes through both u and vj, for some j, where u comes first. Then there is a path λs going
through uj such that ϕT (pr) = ϕT (ps).

Proof. It is enough to consider the case when u is the root, as we can restrict to the subtree T (u). As a first
step we apply the algorithm in the proof of Theorem 3.1. This does not change the colour of the root, but
it might of course change the appearance of the rest of the tree. However, if we prove the statement for all
v ∼ u in the new tree it will hold for all v ∼ u in the old tree as both trees represent the same model in the
same parametrisation.

The proof is by induction over the depth of the tree. The smallest depth where we can have two vertices
in the same stage in the same path is two. One can easily check that for such a tree to be balanced we need
all internal vertices to be in the same stage. In this case we have ϕT (pr) = θiθj and ϕT (ps) = θjθi.

For the induction step we consider three cases.

1. The children of u do not all have the same colour. In this case we have ui ∼ vi for all vertices v that
are in the same stage as u. Then we use the resize operation on all the vertices in the same stage as
u. The new tree is also balanced by Lemma 2.1. As the depth has decreased, it follows by induction
that the statement is true for this tree. We can easily redo the resize to find the path λs in the original
tree.

2. The children of u all have the same colour, but not the same colour as u itself. This case is also illus-
trated in Fig. 5. Here we use the swap operation on u and its children. This results in a new tree with
a root followed by a number of induced subtrees whose roots are in the same colour as u in the original
tree. By induction there is a path λs in the same subtree as λr, with the desired properties. We can
find this path λs in the original tree by swapping the root and its children one more time.

3. The children of u have the same colour as u. If we consider v to be one on the children of u, the result
follows from Lemma 3.3. Otherwise we can swap u and its children and continue as in case 2.
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Figure 5: Illustration of case 2 in the proof of Proposition 3.4. By applying the swap operation we find the
ps such that ϕT (p2) = ϕT (ps) inside a smaller induced subtree. Here s = 5.

3.2 The toric ideal associated to a balanced tree

We now turn to the problem of finding a generating set for the toric ideal kerϕT , when T is balanced. We
start with a quick review of the concept of Gröbner bases for ideals in polynomials rings. For more details
we refer the reader to [12]. Every Gröbner basis relies on a monomial order �. Here we will use the Degree
Reverse Lexicographic monomial order (DegRevLex). Assume the variables p1, . . . , pn are numbered from
top to bottom in the tree, with p1 in the top. We order the variables by p1 � p2 � · · · � pn. More generally,
the monomials are ordered by pα1

1 · · · pαnn � pβ1

1 · · · pβnn in DegRevLex if α1 + · · · + αn � β1 + · · · + βn or
α1 + · · ·+αn = β1 + · · ·+βn and there is an i for which αi < βi and αj = βj for all j > i. Every polynomial
f is a linear combination of monomials, and the greatest monomial according to the given order provides
the leading term of f . Now, let I be an ideal in a polynomial ring, and let G be a set of polynomials in I.
The set G is a Gröbner basis for I if the leading term of any polynomial in I is divisible by the leading term
of a polynomial in G. A fundamental fact is that a Gröbner basis for an ideal I is a generating set for I.

It was conjectured by Duarte and Görgen that the toric ideal of a balanced staged tree have a Gröbner
basis of binomials of degree two, [8, Conjecture 17]. The conjecture was proved by Ananiadi and Duarte [1]
in the case of stratified staged trees with all leaves on the same distance from the root. We shall now
prove the conjecture in full generality, with the modification that degree one generators are needed in the
non-squarefree case. An example of a balanced staged tree which is not squarefree, and hence not stratified,
can be found in Figure 5.

Let T be a balanced staged tree. Suppose u and v are vertices in the same stage in T and let θ1, . . . , θk
be the labels of this stage. Let mu be the product of the labels along the path from the root to u, and
similarly for mv. If we multiply (?) by mumvθiθj we get

(muθit(ui))(mvθjt(vj)) = (muθjt(uj))(mvθit(vi)).

Notice that the terms in each of the factors correspond to a root-to-leaf path. As every term has coefficient
1, there is no cancellation. Hence the above equality gives rise to a number of binomials pr1pr2 − ps1ps2
in kerϕT , where the path λr1 goes through ui, the path λr2 through vj , the path λs1 through uj , and λs2
through vi. Let G be the set of all such binomials, together with all binomials of degree one in kerϕT . The
set G for the tree in Fig. 5a is given in Example 3.7. We shall see that G is a Gröbner basis for kerϕT .

Theorem 3.5. For a balanced staged tree the set G of binomials of degree one and two defined above is a
Gröbner basis for the ideal kerϕT w. r. t. DegRevLex.

Proof. We know that kerϕT is generated by homogeneous binomials. It follows from Buchberger’s algo-
rithm [12] that every binomial ideal has a Gröbner basis of binomials. Hence we are done if we can prove
that the leading term of a binomial in kerϕT is divisible by the leading term of a binomial of in G. Let
f = pr1 . . . prd − ps1 · · · psd ∈ kerϕT where pr1 · · · prd is the leading term. We assume that pr1 � · · · � prd
and ps1 � · · · � psd . We may also assume that f is not divisible by a monomial. This implies that prd � psd .

9



Let u be the vertex where the two paths λrd and λsd split. Say λrd then follows an edge labelled θi, and
λsd an edge labelled θj . As prd � psd we have i < j. Let m be the product of the labels along the path from
the root to u. Then

ϕT (pr1) · · ·ϕT (prd−1
)
ϕT (prd)

m
= ϕT (ps1) · · ·ϕT (psd−1

)
ϕT (psd)

m

and since the monomial ϕT (psd)/m is divisible by θj , one of the factors in the left hand side must be divisible
by θj as well. Notice that none of λr1 , . . . , λrd goes through uj , as pr1 � · · · � prd and λrd takes the i-th
edge at u. Then we have the following cases.

1. Some λrt goes through u and an edge labelled θj , and the θj-edge appears after u. Then by Proposi-
tion 3.4 there is a λr′t that takes the j-th edge at u and prt−pr′t ∈ G. As i < j we have prt � prd � pr′t ,
and prt is the leading term of prt − pr′t .

2. Some λrt , with t < d, goes through u and an edge labelled θj , and the θj-edge appears before u.
The θj-edge is an outgoing edge of some vertex v in the same stage as u. As v and vj lie on the path
leading to u, the path λsd must also go through vj . At u the path λrt takes the l-th edge for some
l < j. Then we have prtprd − pr′dpr′t ∈ G such that pr′t takes the j-th edge at u, and pr′d takes the l-th
edge at v. Then pr′d � pr′t and prs � pr′t , which makes prtprd the leading term.

3. Some λrt , with t < d, goes through an edge labelled θj and does not go through u. So there is a ver-
tex v in the same stage as u, and they are on different branches. Since prt � prd the vertex v must sit
above u in the tree. We have prtprd − pr′tpr′d ∈ G such that λr′d takes the j-th edge at u and λr′t takes
the i-th edge at v. Then pr′t � pr′d and prd � pr′d , which makes prtprd the leading term.

In all three cases we have found an element in G with a leading term which divides the leading term of f .

Sometimes it can be useful to identify variables that are mapped to the same monomial under ϕT , and in
this way get rid of the degree one relations. For this purpose, let R[p̄] be the polynomial ring on the subset
of the variables p1, . . . , pn obtained by removing pr if there is a s > r such that ϕT (pr) = ϕT (ps). Let ϕ̄T
be the map ϕT restricted to R[p̄]. The two maps have identical images.

Theorem 3.6. For a balanced staged tree, the degree two binomials of ker ϕ̄T are a Gröbner basis for ker ϕ̄T
w. r. t. DegRevLex.

Proof. Let f = pr1 · · · prd−ps1 · · · psd ∈ ker ϕ̄, where pr1 · · · prd is the leading term. As we also have f ∈ kerϕT
the leading term of f is divisible by the leading term of a binomial g ∈ kerϕT of degree one or two, by
Theorem 3.5. However, the leading terms of the degree one binomials in kerϕT are precisely the variables
we removed in the construction of R[p̄]. Hence g must be of degree two. The leading term of g is monomial
in (one or two of) the variables pr1 , . . . , prd ∈ R[p̄]. If the non-leading term of g is divisible by some pi for
which there is a j > i such that ϕT (pi) = ϕT (pj), we substitute pi by pj in g. This produces a binomial
ḡ ∈ ker ϕ̄T and does not change the leading term. Hence pr1 · · · prd is divisible by the leading term of the
degree two binomial ḡ ∈ ker ϕ̄T .

Example 3.7. Consider the tree in Fig. 5a. The Gröbner basis of degree one and two binomials of kerϕT
from Theorem 3.5 is

p2 − p5, p4 − p7, p2p3 − p1p4, p2p5 − p1p6, p2p7 − p1p8, p4p5 − p3p6, p4p7 − p3p8, p6p7 − p5p8,
p22 − p1p6, p2p3 − p1p7, p2p4 − p1p8, p1p4 − p3p5, p2p4 − p3p6, p24 − p3p8, p25 − p1p6, p3p6 − p5p7,
p4p6 − p5p8, p5p7 − p1p8, p6p7 − p2p8, p27 − p3p8, p3p5 − p1p7, p3p6 − p1p8, p4p5 − p2p7, p4p6 − p2p8.

The Gröbner basis for ker ϕ̄T ⊂ R[p1, p3, p5, p6, p7, p8] in Theorem 3.6 is

p6p7 − p5p8, p25 − p1p6, p3p6 − p5p7, p5p7 − p1p8, p27 − p3p8, p3p5 − p1p7, p3p6 − p1p8.
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3.3 The monomial algebra associated to a balanced tree

For a balanced tree T let AT denote the subalgebra of R[Θ, z] generated by the monomials corresponding to
the root-to-leaf paths. As this set of monomials is exactly the parametrisation for the toric ideal kerϕT we
have AT ∼= R[p]/ kerϕT . In this section we will discuss some properties of AT that are central in commutative
algebra. In particular we shall see that AT is Koszul, normal, and Cohen-Macaulay. We will briefly recall
the definitions of these properties. For a more extensive review we refer the reader to [12].

A K-algebra A is Koszul if the field K has a linear free resolution over A. We recall two fundamental
results about Koszul algebras. Suppose A = K[x1, . . . , xn]/I. If A is Koszul then I is generated in degree
two. Moreover, if I has a Gröbner basis consisting of polynomials of degree two then A is Koszul [2]. These
give us an immediate corollary of Theorem 3.6.

Corollary 3.8. For a balanced staged tree T , the associated monomial algebra AT is Koszul.

An algebra generated by monomials, such as AT , can be considered a semigroup ring. The semigroup is
the set of monomials in the ring, with multiplication as the semigroup operation. A semigroup M is called
normal if it is finitely generated and has the following property. If there are a, b, c ∈M such that abN = cN

for some positive integer N then there is a d ∈M such that a = dN . The ring AT is a Noetherian domain,
meaning that it is a normal ring if it is integrally closed in its field of fractions. Moreover, recall that a
ring R is Cohen-Macaulay if dim(R) = depth(R), where in general dim(R) ≥ depth(R). We summarise two
important results on normal semigroup rings.

Theorem 3.9. [23, Proposition 1, Theorem 1] Let M be a semigroup of monomials, and let K[M ] denote
the semigroup ring over a field K. Then K[M ] is normal if and only if M is normal. Moreover, if K[M ] is
normal, then it is Cohen-Macaulay.

Let T be a balanced staged tree, and let M be the semigroup generated by the monomials ϕT (pr),
r = 1, . . . , n, considered as monomials in R[Θ, z]. We shall prove that M is normal, and hence AT is normal.

So, suppose we have a monomial m ∈M and two monomials ϕT (pr1) · · ·ϕT (prd) and ϕT (ps1) · · ·ϕT (pse)
such that m(ϕT (pr1) · · ·ϕT (prd))N = (ϕT (ps1) · · ·ϕT (pse))

N for some positive integer N . Assume we have
indexed ps1 , . . . , pse so that the path λs1 agrees with λr1 in as many steps as possible. Suppose they separate
in a vertex u, where λr1 takes the edge labelled θi and λs1 the edge labelled θj . Then there must be a
matching θj in ϕT (ps1) · · ·ϕT (pse). Here we can follow the same steps as in the proof of Theorem 3.5 and
get that there is ps′1 and ps′t such that ϕT (ps′1)ϕT (ps′t) = ϕT (ps1)ϕT (pst), for some t, and λs′1 agrees with
λr1 in one more step. If ps′1 6= pr1 we repeat this argument. Let ps′1 , . . . , ps′e be the variables we end up with
after repeating the process enough times to get ps′1 = pr1 . Now we have

mϕT (pr1)N (ϕT (pr2) · · ·ϕT (prd))N = ϕT (pr1)N (ϕ(ps′2) · · ·ϕT (ps′e))
N

which implies
m(ϕT (pr2) · · ·ϕT (prd))N = (ϕ(ps′2) · · ·ϕT (ps′e))

N .

We can continue this process until we have cancelled all factors except m in the left hand side. Then m is
indeed the N -th power of an element in M . To summarise we have proved the following theorem.

Theorem 3.10. For a balanced staged tree T , the associated monomial algebra AT is normal and Cohen-
Macaulay.

For a non-balanced tree the algebra R[p]/ kerϕT need not to be Koszul, normal, or Cohen-Macaulay.

Example 3.11. The tree in Fig. 6 is not balanced, but the ideal kerϕT is toric after a linear change of
variables. We will return to this fact in Example 5.7. A computation in Macaulay2 [21] shows that the algebra
is neither normal nor Cohen-Macaulay. A minimal generating set for kerϕT needs binomials of degree two
and four, so the quotient ring is not Koszul. This also provides a counter-example to [8, Conjecture 16] on
the generating set of the prime ideal of a staged tree, as the given generators all are of degree two.
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Figure 6: A staged tree for which AT is not Koszul, normal, or Cohen-Macaulay.

4 Ideal of minors for a staged tree model

Associated to a staged tree is its ideal of model invariants [8]. For u1, . . . , uk denoting the children of an
internal vertex u in a stage of colour c, we define

Ic = 〈p[ui]p[v] − p[u]p[vi] | for all vertices u, v in stage c, i = 1, . . . , k〉.

The ideal of model invariants is the ideal IT =
∑
c Ic. This ideal is contained in kerϕT and is easier to study

than the staged tree’s prime ideal because it has a concrete generating set. It is related to the model we are
interested in by the following result.

Theorem 4.1. [8, Theorem 3, Corollary 8] The staged tree model MT is equal to the variety of IT
intersected with the probability simplex ∆◦n−1. Moreover, kerϕT is a minimal prime for IT .

In order to discover whether a staged tree model has toric structure, we now search for binomial ideals
between the ideal of model invariants IT and kerϕT . The following is a key result in this endeavour, searching
for linear transformations of variables that provide binomial generators.

Theorem 4.2. Let J be an ideal in R[p] such that IT ⊆ J ⊆ kerϕT . Let `1, . . . , `n be linear forms in R[p]
such that

i. `1, . . . , `n are linearly independent,

ii. each ϕT (`i) can be represented by a monomial in R[Θ, z]/〈θ − z〉, and

iii. the ideal J is generated by binomials in the new variables `1, . . . , `n.

Then kerϕT is a toric ideal in the new variables `1, . . . , `n.

Proof. For each i = 1, . . . , n let mi be a monomial in R[Θ, z] such that ϕ(`i) can be represented by mi in
R[Θ, z]/〈θ− z〉. We define the monomial map ψ : R[p]→ R[Θ, z] by ψ(`i) = mi. Then clearly kerψ ⊆ kerϕ,
and we shall prove that J ⊆ kerψ. Take the binomial `i1 · · · `is − a`j1 · · · `js in J . As J ⊆ kerϕ the binomial
f = mi1 · · ·mis − amj1 · · ·mjs is in 〈θ − z〉. We want to prove that f is in fact the zero polynomial. Let
g = f/ gcd(mi1 · · ·mis ,mj1 · · ·mjs). Since 〈θ− z〉 is generated by linear forms it is a prime ideal, and it does
not contain any monomials. It follows that g is in 〈θ − z〉. It remains to prove that g = 0. If g is not the
zero polynomial, then one of its terms is divisible by a factor, say θ1. We can find a point in the variety of
〈θ − z〉 where θ1 is 0 and all other coordinates are non-zero. But g evaluated in this point will not be zero,
which contradicts g being in 〈θ − z〉. Hence the only option is that g is the zero polynomial. We have now
concluded that J ⊆ kerψ ⊆ kerϕ. Since kerϕ is a minimal prime of J and kerψ is a prime ideal, we must
have kerψ = kerϕ. If one uses `1, . . . , `n as variables, kerψ is a toric ideal.
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In what remains of this section we discuss the ideal of minors for a staged tree model T as a candidate
for J in Theorem 4.2. Let c be a stage and let k be the number of children for a vertex of this stage. We
define the stage matrix Mc to be the matrix with columns [p[u1], . . . , p[uk]]

> for each vertex u in the stage c.
Let Jc be the determinantal ideal generated by all 2 × 2-minors of Mc. The generators of Jc has the form
p[ui]p[vj ]−p[uj ]p[vi]. The ideal of minors JT for the staged tree T is the sum of ideals Jc for all stages c of T .
Authors in [8] refer this ideal as the ideal of paths. They show in [8, Lemma 9] that JT is included in kerϕT
and contains the ideal of model invariants. These results combined with Theorem 4.1 give the following.

Lemma 4.3. For a staged tree T , we have the chain of inclusions IT ⊆ JT ⊆ kerϕT , and the prime ideal
kerϕT is a minimal prime for the ideal of minors JT .

The fact that JT is a determinantal ideal allows us to choose from many different generating sets via
elementary row and column operations.

Lemma 4.4. Elementary row and column operations on a matrix do not change its associated determinantal
ideals.

This lemma is a well known property of determinantal ideals. For completeness we include a proof for
the case of 2× 2-minors. The proof for t× t minors with t > 2 is analogous.

Proof. Denote by mij the (i, j)-entry of a matrix M with entries from some polynomial ring R, and by
M{i,j}×{k,l} the 2 × 2 minor of M that uses rows i < j, and columns k < l. It is enough to prove that the
determinantal ideal does not change when one substitutes row m1 by a linear combination of all the rows
a1m1 + · · ·+ anmn with a1 6= 0. Call the second matrix M ′. All the 2× 2-minors not involving the first row
in M ′ are the same as the respective ones in M , so M ′{i,j}×{k,l} = M{i,j}×{k,l} for i 6= 1. The minors that
involve the first row are linear combination of minors in M :

M ′{1,j}×{k,l} = det

([
a1m1k + · · ·+ anmnk a1m1l + · · ·+ anmnl

mjk mjl

])
=

n∑
i=1

ai det

([
mik mil

mjk mjl

])
= 0.

Since all but the first minor in the sum are already minors in M ′ up to possibly a change of sign, minors
M ′{1,j}×{k,l} can substitute M{1,j}×{k,l} as generators in the determinantal ideal of M .

The main idea is to apply appropriate row and column operations on each stage matrix Mc that produce
a total of exactly n distinct entries in the final matrices. These entries will be the new variables `1, . . . , `n
in Theorem 4.2.

Example 4.5. Consider the tree in Fig. 7. This tree is not balanced. The ideal of minors JT is generated
by the 2× 2 minors of stage matrices

M• =

[
p1 p10
p2 p11

]
and M• =

p3 p6 p1 + p2 p1 + · · ·+ p8
p4 p7 p3 + p4 + p5 p9
p5 p8 p6 + p7 + p8 p10 + p11

 .
Substitute the second row of M• by the sum of the two rows. In M• we first substitute the second row by the
sum of its three rows, and then we substitute its new first column by the sum of its negative, the negative
of the second column, and the third column. This results in the two matrices

M ′• =

[
p1 p10

p1 + p2 p10 + p11

]
and M ′• =

p1 + p2 − p3 − p6 p6 p1 + p2 p1 + · · ·+ p8
p1 + p2 p6 + p7 + p8 p1 + · · ·+ p8 p1 + · · ·+ p11

−p5 + p6 + p7 p8 p6 + p7 + p8 p10 + p11

 .
Take `1 = p1, `2 = p1 + p2, `3 = p1 + p2 − p3 − p6, `4 = −p5 + p6 + p7, `6 = p6 + p7 + p8, `7 = p8,
`8 = p1 + · · · + p8, `9 = p10, `10 = p10 + p11 and `11 = p1 + · · · + p11. One can check that `1, . . . , `11 are
linearly independent. The ideal of minors is a binomial ideal in the new variables. Images of ϕT (`i) are
represented by monomials in R[Θ, z]/〈θ − z〉. For instance ϕT (`1) = θ21τ1, ϕT (`2) = θ21z, ϕT (`3) = θ31, and
ϕT (`11) = z3. By Theorem 4.2, the prime ideal of the staged tree T is toric in the new variables `1, . . . , `11.

In the following section we apply Theorem 4.2 to a concrete class of staged tree models with a nice
combinatorial description.
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Figure 7: A non-balanced staged tree which has
a toric structure by Theorem 4.2.
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Figure 8: An SIP-tree.

5 Extending the class of toric staged tree models

In this section we extend the class of staged tree models for which the ideal kerϕT is toric by allowing a
linear change of variables.

The trees we will study here are trees where (a subset of) their stages have the following property
concerning induced subtrees. We say that a stage c has the subtree-inclusion property, for short SIP, if there
is an index ic such that for every vertex v of the stage c each induced subtree T (vi) contains a subtree
identical to T (vic) with root vi. A staged tree is henceforth called a SIP-tree if all of its stages satisfy the
subtree-inclusion property.

An example of an SIP-tree is a staged tree where there is an i such that the i-th child of each vertex is
a leaf. In particular the tree in Fig. 1 is SIP. The tree in Fig. 8 is SIP with i• = 1 or 2, i• = 1 and i• = 2. If
we have a SIP-tree, we can always redraw it so that ic = 1 for each stage c. Throughout this section we will
assume all SIP-trees to be presented in this way.

Consider an SIP-tree T . Our goal is to prove that the ideal kerϕT is toric after a linear change of
variables. In order to do this we will introduce a stratified version of T which we denote Tstr. The staged
tree Tstr is identical to T as a tree, not considering edge-labels and colours of vertices. We let two vertices
in Tstr be in the same stage if they lie on the same distance from the root, and are in the same stage in
T . The edges of Tstr are labelled accordingly. The stratified version Tstr of a SIP-tree is also SIP as the
subtrees that are required to be identical in T always sit at the same distance from the root. The benefit of
going via Tstr to study T is that there are no linear relations in the prime ideal of Tstr. If Θstr denotes the
set of labels in the tree Tstr, and 〈θ − z〉str ⊂ R[Θstr, z] the ideal of homogenised sum-to-one conditions, we
have a canonical map F : R[Θstr, z]/〈θ − z〉str → R[Θ, z]/〈θ − z〉. In other words, we define F so that the
composition ϕT = F ◦ ϕTstr holds.

The key to proving that kerϕT is toric is to apply Theorem 4.2 with J being the ideal of minors JT .
To find a choice of variables for which JT is binomial we apply row and column operations to the matrices
Mc, following Lemma 4.4. The first step is to translate the SIP into a statement on the entries of the stage
matrices Mc.

Lemma 5.1. Let T be an SIP-tree, and let θ1, . . . , θk be labels corresponding to a stage in the stratified tree
Tstr. Let v ∈ Tstr be a vertex such that the root-to-v path goes through an edge labelled θ1. Then for each
i = 1, . . . , k there is a vertex u such that θi

θ1
ϕTstr(p[v]) = ϕTstr(p[u]). Moreover, if v is not a leaf then u and v

are in the same stage in Tstr.
Proof. Let w be the vertex where the path to v takes the θ1-edge. Then v belongs to the subtree Tstr(w1).
Since T is SIP, each induced subtree Tstr(wi) contains a subtree identical to Tstr(w1) with root wi. So we
can find a vertex u in Tstr(wi) where the path from wi to u copies the steps of the path from w1 to v. Then
θi
θ1
ϕTstr(p[v]) = ϕTstr(p[u]), and if v is not a leaf then u and v are in the same stage.

The first outgoing edges of vertices in our SIP-tree T will play an important role in the proof of Theo-
rem 5.3. For short we will refer to such edges as first-edges. The next step is to prove that the linear forms
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that we will use as a new basis for R[p] are indeed n linearly independent forms.

Lemma 5.2. Let L be the set of monomials in R[Θstr, z]/〈θ− z〉str given by the root-to-leaf paths in Tstr and
substituting every label of a first-edge by the variable z. Then L lies in the image of the map ϕTstr , and the
preimage of L is a set of n linearly independent linear forms.

Proof. Let A be the set obtained from the monomials in R[Θstr, z]/〈θ− z〉str given by the root-to-leaf paths
and substituting every label of a first-edge by the sum of the labels corresponding to that stage. It follows
by repeated use of Lemma 5.1 that each term in the expansion of such expression lies in the image of ϕTstr .
On the other hand A = L, since the sum of the labels corresponding to a stage equals z. This proves that
L is in the image of ϕTstr . Moreover, the fact that the first parameter of each stage does not occur in the
monomials in M makes the distinct monomials in A linearly independent. Now, let’s consider R[p] and
R[Θstr, z]/〈θ − z〉str as R-spaces. More precisely, we consider the subspaces R[p]1 = span(p1, . . . , pn) and
spanL. Recall that there are no linear relations in kerϕTstr as Tstr is squarefree. This is the same as saying
that the restricted map ϕTstr : R[p]1 → spanL is bijective. But then the preimages of the elements of A is
just another choice of basis for R[p]1.

Now we are ready to prove that the all SIP-trees have toric structure.

Theorem 5.3. If T is an SIP-tree then the associated ideal kerϕT is toric after a change of variables. The
parametrisation revealing the toric structure is given by substituting the first parameter of each stage by the
homogenising variable z in the monomials

zd−d(λi)
∏

e∈E(λi)

θ(e) for i = 1, . . . , n

from (3). Moreover, p1 + · · ·+ pn is one of the new variables.

Proof. For each stage c of vertices in T we associate the matrix Mc from which we get the ideal of minors Jc.
Let ϕTstr(Mc) denote the matrices obtained by applying ϕTstr to the entries of Mc. The entries of ϕTstr(Mc)
are represented by monomials. The idea is to do row and column operations to Mc resulting in a matrix M ′c
such that the entries of ϕTstr(M

′
c) are monomials from the setM defined as in Lemma 5.2. We point out that

the matrices Mc considered here do not necessarily define the ideals of minors of Tstr. The matrix ϕTstr(Mc)
only serves as an intermediate step in understanding the effect of row and column operations on Mc.

Recall that the columns in the matrix Mc are indexed by the vertices in the stage c in T . The entries in
the column of ϕTstr(Mc) indexed by a vertex v are

ϕTstr(p[v1]) = θ1ϕTstr(p[v]), ϕTstr(p[v2]) = θ2ϕTstr(p[v]), . . . , ϕTstr(p[vk])θkϕTstr(p[v])

where θ1, . . . , θk are the labels of the stage of v in Tstr. Suppose the root-to-v path goes through exactly
m > 0 first-edges, and let

{τ11, τ12, . . . , τ1k1}, {τ21, τ22, . . . , τ2k2}, . . . , {τm1, τm2, . . . , τmkm}

be the sets of label of the corresponding m stages in Tstr, so that τ11τ21 · · · τm1 divides ϕTstr(p[v]). By repeated
use of Lemma 5.1, we see that for each m-tuple (j1, . . . , jm) of integers 1 ≤ ji ≤ ki there is a vertex u in the
same stage as v such that

τ1j1τ2js · · · τmjm
τ11τ21 · · · τm1

ϕTstr(p[v]) = ϕTstr(p[u]).

Since u is also in the same stage as v in T there is a column for u in Mc. Consider the column operation
that replaces the v-column by the sum of the k1k2 · · · km columns of those u’s. Then the entry p[vi] in row i
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is replaced by the linear form
∑
u p[ui] such that

ϕTstr

(∑
u

p[ui]

)
= θi

∑
u

ϕTstr(p[u]) (6)

= θi
(τ11 + · · ·+ τ1k1)(τ21 + · · ·+ τ2k2)(τm1 + · · ·+ τmkm)

τ11τ21 · · · τm1
ϕTstr(p[v])

= θi
zm

τ11τ21 · · · τm1
ϕTstr(p[v]).

In other words, all labels of first-edges in ϕTstr(p[v]) were substituted by z. The idea is to do several such
column operations, but we must be careful in which order to do them. Notice that the root-to-u path, for
each of the u’s we consider above, goes through at most m first-edges. Moreover it goes through exactly m
first-edges only if u = v. So we can order the columns we want to operate on in weakly decreasing order
according to their associated number m of first-edges. In this way the columns that are used in each step
are columns from the original matrix Mc.

Let M ′c be the resulting matrix when we have done the above operation to all columns where it can be
applied. The entries of ϕTstr(M

′
c) are all of the form (6). What remains is to eliminate the θ1’s in the first

row. This is accomplished by the row operation replacing the first row by the sum of all rows. Let M ′′c
denote the matrix obtained after this row operation. The entries ϕTstr(M

′′
c ) are monomials obtained from

the entries of ϕTstr(Mc) and substituting the labels of first-edges by z. Now remember that the entries of Mc

are all of the form p[v] for some vertex v. Consider the root-to-leaf path going through v and after v taking
the first-edge in each step. Then take the product of the labels along this path, and substitute each label of
a first-edge by z. This gives the corresponding entry in the matrix ϕTstr(M

′′
c ), and in this way we see that all

entries of ϕTstr(M
′′
c ) belong to the setM. By Lemma 5.2 the distinct entries of M ′′c are linearly independent

linear forms `1, . . . , `n. The 2-minors of M ′′c is then a set of binomials in `1, . . . , `n which is a generating
set of the ideal Jc. It follows that JT is generated by binomials in `1, . . . , `n. By this the requirements of
Theorem 4.2 are fulfilled, and we have proved that kerϕT is toric after a linear change of variables. Last,
p1 + · · ·+ pn is among the new variables as it is the preimage of zd.

We have now seen two types of staged trees giving rise to toric ideals: the balanced trees and the SIP-trees.
Next we shall see that we can combine these two classes to construct even more toric staged trees.

Theorem 5.4. Let T be a staged tree, and let S be a subtree with the same root as T . Let v1, . . . , vm denote
the vertices of T which are leaves of the subtree S. Suppose

1. the tree S is balanced,

2. no internal vertex of S is in the same stage as a vertex in some T (vi),

3. the stages of vertices in T (v1), . . . , T (vm) satisfy the subtree-inclusion property.

Then T has toric structure.

Proof. Let ϕS : R[q1, . . . , qm] → R[Θ, z] and ϕT : R[p] → R[Θ, z] be defined in the usual way. This means
that ϕS maps qi to the product of the edge labels along the path from the root to vi, or in other words
ϕS(qi) = ϕT (p[vi]). Let kerϕS denote the ideal of R[p] obtained from kerϕS by substituting each qi by

p[vi]. As S is a balanced staged tree the ideal kerϕS is binomial. Then kerϕS is generated by binomials in

p[v1], . . . , p[vm]. We construct the ideal IS ⊂ R[p] from IS ⊂ R[q1, . . . , qm] in the same way. The ideal IS is
exactly the same as taking the sum of the ideals Ic over all stages c of T that occurs in the subtree S.

Let C be the set of stages that occur in the induced subtrees T (v1), . . . , T (vm). For a stage c ∈ C the
matrix Mc is a 1×m block matrix where the i-th block is the matrix of the stage c in T (vi). We can do the
column operations from the proof of Theorem 5.3 to each of the blocks. We can also do the row operation
of replacing the first row by the sum of all rows simultaneously on all blocks. It then follows in the same
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way as in the proof of Theorem 5.3 that
∑
c∈C Jc is a binomial ideal in linearly independent linear forms

`1, . . . , `n. Among `1, . . . , `n we find p[v1], . . . , p[vm].

The idea is now to apply Theorem 4.2 with the ideal J = kerϕS +
∑
c∈C Jc. We have seen that J is

generated by binomials in `1, . . . , `n, and it is clear that J ⊆ kerϕT . We also have the inclusion IT ⊆ J as

IT = IS +
∑
c∈C

Ic ⊆ kerϕS +
∑
c∈C

Jc = J

which completes the proof.

Remark 5.5. The balanced trees are covered by Theorem 5.4, as we can take S to be the whole tree.
Theorem 5.4 also covers SIP-trees as we can take S as just the root.

Remark 5.6. Even though the Theorems 5.3 and 5.4 do not give explicit expressions for the linear change
of variables revealing the toric structure of kerϕT , the proofs are constructive. Given any staged tree T
covered by Theorem 5.4, the linear change of variables can be obtained following the steps in the two proofs.

Example 5.7. We now return to the tree T in Fig. 6 discussed in Example 3.11. Let v1, . . . , v8 be the
vertices on distance 3 from the root, and let S be the subtree with v1, . . . , v8 as leaves. Then S is balanced,
and the light green and dark green stages in T (v1), . . . , T (v8) satisfy the subtree-inclusion property as all
children of the green vertices are leaves. So we can apply Theorem 5.4, and it follows that kerϕT is toric.
The ideal kerϕS defined as in the proof of Theorem 5.4 is generated by binomials in the linear forms

{p[v1], . . . , p[v8]} = {p1 + p2, p3, p4 + p5, p6, p7 + p8, p9, p10 + p11, p12}.

The ideals J• and J• are given by the determinants∣∣∣∣p1 p10
p2 p11

∣∣∣∣ =

∣∣∣∣p1 + p2 p10 + p11
p2 p11

∣∣∣∣ and

∣∣∣∣p4 p7
p5 p8

∣∣∣∣ =

∣∣∣∣p4 + p5 p7 + p8
p5 p8

∣∣∣∣ .
Altogether, kerϕT is a binomial ideal if we choose p1 + p2, p2, p3, p4 + p5, p5, p6, p7 + p8, p8, p9, p10 +
p11, p11, p12 as new variables.

6 One-stage tree models

This section explores the algebraic structure of staged trees with all inner vertices in the same stage,
called one-stage trees. We connect staged tree models represented by binary one-stage trees to Veronese
embeddings—well known maps in algebraic geometry and commutative algebra [6, 3, 22]. We further show
that all binary one-stage tree models have toric structure and give evidence of this toric structure in other
classes.

Take positive integers k and d and let R[Θ] be the polynomial ring in variables θ1, . . . , θk. The Veronese
embedding associated to k and d is defined as the map

νk,d : R[qi | i ∈ Zk≥0, i1 + · · ·+ ik = d]→ R[Θ], νk,d(qi) = θi.

The kernel of νk,d is the toric ideal of the Veronese embedding. It is generated by quadratics qiqj = qsqt
such that i + j = s + t. The algebra im νk,d in R[Θ] over R is the Veronese algebra for positive integers

k and d. We will use this notion extensively in this section. The set with the
(
k+d−1
d

)
monomials Θd =

{θi | i ∈ Zk≥0, i1 + · · ·+ ik = d} is the canonical basis for the Veronese algebra im νk,d.
Denote henceforth by Tk,d the set of all one-stage trees of depth d with parameters θ1, . . . , θk. The staged

trees with the lowest number of edges in Tk,d are the ones that have the form of a caterpillar, that is they
have exactly one internal node at each level. The symbol C is now used to indicate such a tree. The trees in
Tk,d with the highest number of edges are the ones where all root-to-leaf paths have depth d. These are called
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maximal trees. Even though one-stage tree models have this strong restriction of having exactly one stage,
they still provide a variety of models not covered by previous results. For instance, only one-stage maximal
trees where all leaves are at the same distance from the root are balanced. And the staged tree in Fig. 3 as
well as trees T8, T10, T11, T14, T18 in Fig. 11 do not satisfy the subtree-inclusion property of Theorem 5.3.

Lemma 6.1. Maximal trees are the only balanced one-stage tree models in Tk,d.

Proof. Let u1, . . . , uk be children of an internal vertex u of the one-stage tree T . If the tree is maximal
then t(ui) = t(uj) for all children ui and uj of u. Hence, the equality t(ui)t(vj) = t(uj)t(vi) is true for any
two internal vertices in the maximal one-stage tree. If the tree is not maximal, there must be a vertex u in
T that has both a leaf ui and another internal vertex uj as its children. Take any vertex v in T with all
leaves as its children. The sides of the equation t(ui)t(vj) = t(vi)t(uj) are then of different degrees, making
equality impossible.

Given a one-stage tree T and one of its root-to-leaf paths λ, let iλ be the vector in Zk≥0 recording the
number of times θ1, . . . , θk appear in λ. The algebra associated to T has the form

imϕT = R[θiλ | λ root-to-leaf path in T ]/〈θ − z〉.

Lemma 6.2. The algebra of any one-stage tree model in Tk,d is a subalgebra of the Veronese algebra im νk,d.

Proof. Take iλ = (i1, . . . , ik) as above. By the multinomial theorem, each generator θiλzd−i1−···−ik =
θiλ(θ1 + · · ·+ θk)d−i1−···−ik in the image of ϕT is a linear combination of the generators of im νk,d.

Remark 6.3. The involvement of Veronese algebras in both the definition of a Multinomial distribution and
in the one-stage tree models allows us to draw a natural connection between these two concepts. This extends
the well-known connection of squarefree staged trees to these distributions [19]. Recall that a Multinomial
distribution models the outcome of d repeated experiments where the outcome of each trial has a categorical
distribution with state space Ω of size k and associated probabilities θ1, . . . , θk. The probability that in d
trials, the ith output in Ω appears exactly ti times, for i = 1, . . . , k, is

(
d

t1,...,tk

)
θt11 . . . θtkk when t1+ · · ·+tk = d

and 0 otherwise. These are all terms in the sum of root-to-leaf parametrisations in the maximal tree of
Tk,d. Non-maximal one-stage trees can be interpreted as realisations of a generalisation of a Multinomial
distribution which involves conditions. The terms in the sum of all root-to-leaf parametrisations, again,
model the probabilities of the possible outcomes. Compare for instance the example of flipping a biased coin
from the introduction of this present paper to subsection on Bernoulli binary models in [3].

Returning to one-stage trees, the following is an immediate consequence of Lemma 2.3 and 6.2 and
Proposition 2.5.

Corollary 6.4. Let T ⊂ T ′ be two trees in Tk,d that share the same root. If imϕT = im νk,d then im ϕT ′

is equal to im νk,d, too. In particular, all such trees have toric structure.

In what follows we show that all one-stage trees in T2,d have toric structure. We do this by first proving
that any caterpillar tree in T2,d has the Veronese algebra imν2,d as its algebra. Corollary 6.4 then completes
the proof.

Theorem 6.5. All binary one-stage trees have toric structure and are parametrised by im ν2,d.

Proof. Take a caterpillar tree C of depth d formed by cutting off branches of a staged tree T in T2,d. The
strategy is to prove inclusions im ν2,d ⊆ imϕC ⊆ imϕT ⊆ im ν2,d. We only need to prove the first inclusion
as the other two hold by Lemma 2.3 and 6.2.

Use θ(i) and θ̄(i) in {θ1, θ2} to denote the parameters in edges emanating from the i-th internal vertex of
the caterpillar C, where θ̄(t) is in the edge leading to a leaf and i = 1, . . . , d; see Fig. 9. For every t between
0 and d, let ft = θ(1) · · · θ(d− t)zt and f̄t = θ(1) · · · θ(d− t− 1)θ̄(d− t)zt. In particular, fd = f̄d = zd. The
form f̄t changes from ft only by the use of θ̄(d− t) instead of θ(d− t). The collection {ft, f̄t | t = 0, · · · , d}
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θ(1)

θ̄(1)

θ(2)

θ̄(2)

θ(3)

θ̄(3)

θ(4)

θ̄(4)

θ(5)

θ̄(5)

· · ·
θ(d)

θ̄(d)

Figure 9: A caterpillar tree in T2,d. Here we have θ(1) = θ1, θ̄(1) = θ2, θ(2) = θ2, θ̄(2) = θ1, and so on.

includes all root-to-leaf parametrisations in tree C, and hence serves as a generating set for the algebra imϕC .
Since z is the sum θ1 + · · ·+ θk, the terms above can be rewritten as sums

ft =

t∑
i=0

(
t

i

)
θ(1) · · · θ(d− t) · θi1θt−i2 =

t∑
i=0

(
t

i

)
ft,i

and

f̄t =

t∑
i=0

(
t

i

)
θ(1) · · · θ(d− t− 1)θ̄(d− t) · θi1θt−i2 =

t∑
i=0

(
t

i

)
f̄t,i. (7)

For each t, take Ft = {ft,i | i = 0, . . . , t} to be the support of ft. Similarly, take the set F̄t = {f̄t,i | i =
0, . . . , t}. Notice that when t is not zero, all terms of ft appear in either ft−1 or f̄t−1. Therefore, Ft is the
union of sets Ft−1 and F̄t−1.

We will show that each Ft is included the image of ϕC . The set F0 contains only one element, namely the
term f0 which is one of the generators of im ϕC . Assume this is true for the set Ft−1. Since Ft = Ft−1 ∪ F̄t,
it is enough to show that F̄t is in the image of ϕC . The set F̄0 is in the image of ϕC since its only element
is the generator f̄0. Take now F̄t for some t greater than zero. Then all but one term of F̄t belong to Ft.
Indeed, if θ(d − t) is θ1 then f̄t,i = ft,i−1, for all i = 1, . . . , t, and if θ(d − t) = θ2, then f̄t,i = ft,i+1, for all
i = 0, . . . , t−1. In both cases the remaining term is in the image of ϕC due to the sum in (7) being in imϕC .
In particular, the canonical generating set Fd of im ν2,d, is in the image of ϕC . Since all three inclusions are
achieved, Proposition 2.5 concludes that all binary one-stage tree models have toric structure.

Remark 6.6. Example 2.6 suggest how we can use the monomial algebra im ν2,d of a binary one-stage tree
to obtain linear transformations of variables that make kerϕT toric: search for n linearly independent linear
forms `1, . . . , `n , where n is the number of leaves, that map to monomials Θd of R[θ1, θ2]. The resulting
ideal is generated by binomials of degree at most two.

Unfortunately, not all one-stage trees have Veronese algebras as their defining algebras. Take for instance
any caterpillar tree in Tk,d for k and d greater than two. For the algebra of a one-stage tree model to be

all im νk,d, the tree must contain at least
(
k+d−1
d

)
leaves. The kd − d + 1 leaves of a caterpillar tree with

k, d > 2 do not suffice. Even when a one-stage tree has enough leaves, some of them may contribute to linear
relations, and the algebra imϕT can still be a proper subalgebra of im νk,d. Such an example is any tree in
the final row of Fig. 11. However, their algebras still appear to be monomial algebras generated by subsets
of the canonical basis of the Veronese algebra im νk,d.

Theorem 6.7. All three-parameter one-stage tree models of depth at most three have toric structure.

Proof. The only staged tree in T3,1 has kerϕT equal to the zero ideal. Every algebra in T3,2 is isomorphic to
the algebra of one of the three staged trees in Fig. 10 up to a permutation of variables θ1, θ2 and θ3. All of
the three trees in Fig. 10 satisfy the subtree-inclusion property of Theorem 5.3. In particular, the algebra of
the second staged tree shown in Fig. 10 is all im ν3,2. because θ23 = θ3z − θ1θ3 − θ2θ3 is in imϕT3

, providing
further evidence of toric structure.
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Figure 10: The three one-stage trees in T3,2 up to a permutation of parameters. The edges have labels
θ1, θ2, θ3, respectively, read from top to bottom. They are all SIP trees.

The collection T3,3 is quite large. As the remainder of this proof will show, it will be enough to prove
that the 20 trees in Fig. 11 have toric structure.

All but the trees numbered T4, T8, T10, T11, T14, and T18 in this table satisfy the subtree-inclusion property
and hence are toric by Theorem 5.3. Even more, the algebra of T13 is the full Veronese algebra im ν3,3. To
realise this, compare the generating set of T13 obtained by all root-to-leaf paths with the canonical basis
of im ν3,3. The monomials θ1θ2θ3, θ1θ

2
3, θ2θ

2
3 and θ33 in this basis do not coincide with any root-to-leaf path

parametrisation of T13. However, they all are linear combinations of the latter ones: θ1θ2θ3 = θ1θ2z−θ21θ2−
θ1θ

2
2, θ1θ

2
3 = θ1θ3z−θ21θ3−θ1θ2θ3, θ2θ

2
3 = θ2θ3z−θ1θ2θ3−θ22θ3, and θ33 = θ3z

2−θ1θ3z−θ2θ3z−θ1θ23−θ2θ23.
By Lemma 6.2, all one-stage trees in T3,3 that contain T13 up to a permutation of parameters have toric
structure.

By Lemma 2.3, the algebras of staged trees T4, T8, T10, T11, and T18 are included in the monomial algebras
of T5, T16, T18, T17, and T19, respectively. We will show that the inclusions are equalities, by comparing their
root-to-leaf parametrisations. For T4, its root-to-leaf parametrisation changes from the one of T5 only by
the absence of θ31. However, θ31 is equal to the linear combination θ21z − θ21θ2z − θ21θ3z of elements in imϕT4 ,
read by root-to-leaf paths. Via a similar argument, θ31 is equal to θ21z − θ21θ2z − θ21θ3z in imϕT18 , which
makes the latter one equal to imϕT19 . In T8, the only forms in imϕT16 not appearing in its root-to-leaf paths
are θ1θ3z and θ23z. These can be expressed as linear combinations of forms read from root-to-leaf paths
θ1θ3z = −θ21θ3− θ1θ2θ3− θ1θ23, and θ23z = θ3z

2− θ1θ3z− θ2θ3z in imϕT8 . The latter equality serves to prove
that imϕT10 = imϕT18 and imϕT11 = imϕT17 . By Corollary 2.7, the staged trees T4, T8, T10, T11, and T18
have toric structures.

Lastly, the image of T14 is all the Veronese algebra im ν3,3. Similarly to T13, the four monomials
θ1θ

2
2, θ1θ

2
3, θ

3
2, and θ33 in the canonical basis of im ν3,3 that do not appear in the root-to-leaf parametri-

sation of T14 are linear combinations of the latter ones: θ1θ
2
2 = θ1θ2z − θ21θ2 − θ1θ2θ3, θ1θ

2
3 = θ1θ3z −

θ21θ3 − θ1θ2θ3, θ32 = θ22z − θ1θ22 − θ22θ3, and θ33 = θ3z
2 − θ1θ3z − θ1θ2θ3 − θ22θ3 − θ2θ23 − θ1θ23 − θ2θ23. Due to

Lemma 6.2, all one-stage trees in T3,3 containing T14 up to a permutation of parameters have toric structure.
Any tree in T3,3 that does not appear in Fig. 11 either contains T13 or T13 up to a permutation of

parameters, or is equal to one of the trees in the table up to such a permutation. Lemma 6.2 and Corollary 2.7
thus conclude the proof.

In the proof of Theorem 6.7 techniques developed throughout this paper come together. These techniques
can prove the toric structure of many other one-stage tree models. For instance, the first two trees in Fig. 12
have toric structure, the second one having im ν3,4 as its defining algebra. There are however still one-stage
trees that provide challenges. The smallest such tree is the caterpillar in Fig. 12c.

Conjecture 6.8. All one-stage tree models have toric structure.

We end this section with a discussion of the linear relations appearing in the implicit description of a
one-stage tree model. As the following two propositions will show, unless the structure of the tree is a
caterpillar, the ideal kerϕT of one-stage tree models always contains linear relations.

Proposition 6.9. Non-caterpillar one-stage trees contain linear relations in their implicit description.
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Figure 11: Staged trees in T3,3 with labels θ1, θ2, θ3, respectively, read from top to bottom for each stage.
The trees T13 and T14 are defined by the Veronese algebra im ν3,3. The algebra of any other one-stage tree in
T3,3 are either obtained by permuting parameters of a tree in this table, or up to a permutation of parameters
contain one of the trees T13 or T14.

Proof. Take a vertex u in the non-caterpillar tree T that has at least two internal vertices, say ui and uj , as
its children. Let θi, θj be the parameters for the transitions from u to ui and uj , respectively. Take the child
uij of ui whose associated edge label is θj . Similarly, let uji be the child of uj with edge label θi. Then,
ϕT (p[uij ]) = ϕT (p[u])θiθj = ϕT (p[uji]), and p[uij ] − p[uji] = 0 is in the kernel of ϕT .

The following result is valid for all staged trees that share a caterpillar structure and not only for the
one-stage tree models. We thus prove it for the general case.

Proposition 6.10. Caterpillar trees do not contain linear relations in their implicit form.

Proof. Take C to be a caterpillar tree. Let θt,1, θt,2, . . . , θt,kt be the children of internal vertex at the level
t − 1 of the caterpillar tree. To avoid heavy notation, we work with the non-homogenised version. Each
root-to-leaf path has a parametrisation θ(1) · · · θ(t−1) · θt,j , where 1 ≤ t ≤ d−1, 1 ≤ j ≤ kt, and θt,j 6= θ(t).
Assume by contradiction that the linear relationship

∑
i∈U ai · pi = 0, where U is a subset of leaves in C and

ai are real values, is in ker ϕC . Its image under ϕC has the form
∑
i∈U ai · θ(1) · · · θ(ti − 1) · θti,ji = 0, where

again θti,ji is always different from θ(ti). Let s be the maximum number of edges appearing in all root-to-leaf
paths ending at a vertex in U . Take U0 to be the non-empty subset of paths of length s in I. After dividing
by θ(1) · · · θ(s− 1) and separating all the new linear terms afterwards to the left of the equation, we find∑

i∈U0

ai · θs,ji = −
∑

i∈U\U0

ai · θ(s) · · · θ(ti − 1) · θti,ji . (8)

In order for the equality (8) to hold, the right hand-side must be simplified to a sum of linear forms. However,
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(a) This is an SIP tree.
(b) This has algebra equal to
im ν3,4.

(c) Does this staged tree have toric
structure?

Figure 12: Three staged trees in T3,4. The edge-labels are θ1, θ2, θ3, respectively, read from top to bottom
for each vertex.

1 3

4 2

(a) Bayesian network number 9 in Table 1 of [14].

1 2

3 4

(b) Bayesian network number 15 in Table 1 of [14].

Figure 13: Two non-decomposable DAGs in four random variables, statistically equivalent to the staged
trees in Fig. 14.

manipulating with sum-to-one conditions can at most give the linear term θ(s), which is different from any
of the terms θs,ji to the left of (8).

7 Further directions

Bayesian networks are arguably the most famous class of staged tree models. In addition to the staged
tree representation, they can be visualised by directed acyclic graphs (DAGs): we refer to [5] for details on
this construction. Those DAGs which are decomposable are also toric [16]. At the time of writing it is an
open question whether all Bayesian networks have toric structure. Here, we use Theorem 5.4 to show that
the non-decomposable Bayesian networks presented by DAGs in Figure 13, opening the path for possible
applications to methods developed in this paper in proving that all of them have toric structure. The staged
tree representations of the DAGs in Fig. 13 for binary variables are shown in Fig. 14 but the patterns of
these trees are the same for random variables with an arbitrary number of states. Both staged trees satisfy
the conditions of Theorem 5.4 and hence have toric structure. Here, the set of internal vertices at distance
3 from the root serve as v1, . . . , vm for the tree corresponding to Fig. 14a. Vertices at distance 2 from the
root play this role in the tree in Fig. 14b.

Conjecture 7.1. All Bayesian networks have toric structure.

There are staged trees which are not covered by Theorem 5.4 but can still be proven to have a toric
structure using Theorem 4.2. In fact we saw such a tree already in Example 4.5. Recall that one requirement
in Theorem 4.2 was that the new variables are mapped to monomials under ϕT . This in turn gives the
parametrisation of the variety of kerϕT . In many cases, such as most balanced trees, the ideal JT is
properly included in kerϕT . So, in general it is not sufficient to only prove that JT is binomial. It can of
course happen that JT is equal to kerϕT as in the example below.

On the other side, both the trees in Fig. 12c and Fig. 16 have JT = kerϕT but none of our endeavours
found linear transformations that give the correct number of distinct entries, and it is as of now unknown
whether these models are toric.

22



p0000

p0001

p0010

p0011

p0100

p0101

p0110

p0111

p1000

p1001

p1010

p1011

p1100

p1101

p1110

p1111

(a) A staged tree representing the DAG in Fig. 13a.
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(b) A staged tree representing the DAG in Fig. 13b.

Figure 14: Each of the subtrees to the left of the dotted lines are balanced, and all the subtrees to the right
of the doted line satisfy the subtree-inclusion property.
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p2

p3
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p5

Figure 15: A staged tree with toric structure not
covered by Theorem 4.2.
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Figure 16: Does this staged tree have toric struc-
ture?

An additional simple idea to find toric structure is a computational approach we present at:

https://mathrepo.mis.mpg.de/StagedTreesWithToricStructures.

This uses the computer algebra softwares Macaulay2 [21] and Mathematica [28] to either visually check
whether a staged tree’s prime ideal has binomial generators or to randomly create linear transformations
doing row and column operations on stage matrices as in Example ?? until we end up with an isomorphism
which reveals underlying toric structure. It is beyond the scope of this paper to develop efficient algorithms
for these ideas.

As we extend the class of staged tree models with toric structure and do not find counter-examples, we
dare to finalise this paper with the wishful conjecture that all of these have toric structure.

Conjecture 7.2. All staged tree models have toric structure.
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