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The uncertainties that affect the prediction of solar neutrino Auxes are evaluated with the aid of standard

solar models. The uncertainties are determined from available data for all measured quantities that are
known to affect significantly the neutrino fluxes; these include nuclear reaction rates, the solar constant,

and the primordial surface composition of the sun. Uncertainties in theoretical quantities (such as the
stellar opacity, the equation of state, and the rate of the proton-proton reaction) are estimated from the

range of values in published state-of-the-art calculations. The uncertainty in each neutrino flux that is

caused by a specified uncertainty in any of the parameters is evaluated with the aid of a series of stand-

ard solar models that were constructed for this purpose; the results are expressed in terms of the loga-

rithmic partial derivative of each flux with respect to each parameter. The effects on the neutrino fluxes

of changing individual parameters by large amounts can usually be estimated to satisfactory accuracy by

making use of the tabulated partial derivatives. An overall "effective 3o. level of uncertainty" is defined

using the requirement that the true value should lie within the estimated range unless someone has made

a mistake. Effective 3o. levels of uncertainty, as well as best estimates, are determined for the following

possible detectors of solar neutrinos: H, Li, Cl, 'Ga, Br, 'Br, Mo, Mo, ' In, and electron-

neutrino scattering. The most important sources of uncertainty in the predicted capture rates are identi-

fied and discussed for each detector separately. For the Cl detector, the predicted capture rate is

7.6+3.3 (effective 3o. errors) SNU. The measured production rate is (Cleveland, Davis, and Rowjley,

1981) 2. 1+0.3 SNU ( lo. error). For a 'Ga detector, the expected capture rate is 106(1+o08) SNU (also

effective 3o. errors). The relatively small uncertainty quoted for the Ga detector is a direct result of the
fact that 'Ga is primarily sensitive to neutrinos from the basic proton-proton reaction, the rate of which

is determined largely by the observed solar luminosity. The Caltech and Munster measured values for
the cross-section factor for the reaction He(a, y) Be are inconsistent with each other. The capture rates

quoted above were obtained using the Caltech value for the cross-section factor. If the Munster value is

used instead, then the predicted capture rate for the Cl experiment is 4.95+ 2. 1 SNU (effective 3o. er-

rors) and, for the 'Ga experiment, 96.7 (1 ~&o8} SNU (effective 3o. errors). In order for the best-

estimate value to agree with the observation of Davis (1978) of 2 SNU for the Cl experiment, the
cross-section factor S34 (0) would have to be reduced by about 15o. to less than the Caltech value, i.e. to
7o. less than the Munster value. The characteristics of the standard solar model, constructed with the
best available nuclear parameters, solar opacity, and equation of state, are presented in detail. The com-

putational methods by which this and similar models were obtained are also described brieAy. The pri-

mordial helium abundance inferred with the aid of standard solar models is Y = 0.25+ 0.01. The com-

plementary relation between observations of solar neutrinos and of the normal modes of oscillation of the
sun is examined. It is shown that the splitting of the observed large-n, small-l, p-mode (five minute) os-
cillations of the sun primarily originates in the outer ten percent of the solar mass, while the neutrinos
from B beta decay originate primarily in the inner five percent of the solar mass. The solar luminosity,
and the flux of neutrinos from the proton-proton reaction, come mostly from an intermediate region.
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I. INTRODUCTION

The discrepancy between observation and expectation

for the Cl solar neutrino experiment has stimulated

many discussions of the significance of this disagree-

ment. A central question that recurs in all of these dis-

cussions is: Could the disagreement be a result of errors

in some of the input parameters? In this paper we pro-

vide a quantitative answer to this question, and also cal-

culate for the proposed new solar neutrino experiments

the range of capture rates that are consistent with stand-

ard solar models.

Models of the solar interior must be constructed with

unusual detail and numerical accuracy in order to calcu-

late reliably the implied neutrino Auxes. With the aid of
our detailed solar models, we have calculated, and

present in this paper, a variety of solar quantities that

are interesting in their own right, such as the primordial

helium abundance by mass fraction (F = 0.245+ 0.01),
the detailed run of the physical variables (see Table VII),
and the relative contributions of the different regions of
the sun to the observed frequency splitting of the p-mode

(5-minute) oscillations (see Fig. 3).
We assume in this paper the conventional pictures of

stellar evolution and neutrino propagation. We do not
discuss the many interesting suggestions that have been

made of how to modify the conventional ideas of stellar

evolution in order to be in agreement with the results of
the Cl experiment. We also suppose that electron neu-

trinos produced in the solar interior are unaffected by ei-

ther oscillations or decay on the way to the Earth from
the sun. Thus our conventional calculations can be used

as a standard for deciding whether or not solar neutrino

experiments provide evidence for unexpected phenomena,

either physical or astrophysical.
Different neutrino detectors will be sensitive in vary-

ing amounts to individual input parameters. It is impor-
tant, therefore, to evaluate the sensitivity of the Cl
detector and also each of the other proposed solar neutri-

no detectors to possible changes in each of the important
individual parameters (and neutrino fluxes) in order to
sort out what each proposed detector can tell us either
about properties of the solar interior or about the prop-
agation characteristics of low energy neutrinos.

We have chosen to estimate the uncertainties at an

overall "effective 3o level of confidence" (corresponding

to a greater than 0.997 level of confidence for purely sta-
tistical errors); in practice, this is equivalent to the re-

quirement that if the true value lies outside the estimated

range, someone has made a mistake. We use standard
statistical techniques and the estimated numerical uncer-

tainties, in order to determine the 3o. limits for measured
quantities. Nevertheless, matters of judgment are impor-
tant in this undertaking, especially in determining what

is an effective 3o. range for a theoretically calculated
quantity. In practice, we have most often taken theoreti-
cal uncertainties to be determined by the range in values

in published state-of-the-art calculations. It is possible
that we assign relatively larger errors for experimentally
determined parameters (for which the uncertainties are
more easily quantifiable) than we do for calculated

parameters such as the opacity. However, the adopted
procedure is as objective as any we can think of and has
the advantage of simplicity. In the final analysis, our
method for estimating errors is defined by the examples
we discuss. In all cases, the procedures and assumptions
we use to obtain the final uncertainties are stated expli-
citly. If the reader has a better (or just different) way of
estimating the errors, then the reader can recalculate

easily the uncertainties in all the predicted capture rates
using the results and prescriptions described in this pa-
per.

We have had to combine theoretical uncertainties with

statistical (and possible systematic) errors in measured

quantities. In doing so, we have adopted three rules. (1)
Errors from different sources are combined incoherently
(the total uncertainty is the square root of the sum of the
squares of the individual uncertainties). (2) The effects
of individual parameter uncertainties are determined by
calculating stellar models with different values of the
parameters of interest. (3) Only data published prior to
July 1, 1981 are used (except for the recent papers on the
He(a, y) Be and Li(d,p) Li cross-section factors that are

discussed in Sec. II.A).
Many researchers use properties of the standard solar

model for different applications; we have tabulated,
therefore (in Table VII), the physical characteristics of
our standard solar model in sufficient detail to be of use
for a variety of purposes. We have also provided enough
detail about the parameters and methods we have used in

obtaining our standard model to enable workers with dif-
ferent stellar evolution programs to compare easily their
results with ours.
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The plan of this paper is given below. In Sec. II we

evaluate the uncertainties that exist in nuclear parame-

ters, in the solar constant, in the present-day surface
composition of the sun, and in the stellar opacity. We
also determine best estimates for each of these quantities
and determine the less important uncertainties in the
solar age and the interior equation of state. In Sec. III
we tabulate the run of physical variables in our standard
model (Table VII). We also present integral quantities,
such as neutrino fluxes (Table VIII), the primordial heli-

um abundance and its uncertainty I'Eq. (17) and Table

Xj, and the fraction of energy generated by the p-p and

CNO cycles. The relative contributions of different re-

gions of the sun to the splitting of the frequencies of the

p-mode (large-n, small-I) five-minute oscillations are cal-

culated and presented in Fig. 3. We also give in Table

IX the computed solar luminosity and radius as a func-

tion of time. In Sec. IV we evaluate the partial deriva-

tives of each of the neutrino fluxes with respect to the

various parameters of interest; the results are presented

in Tables XI—XIV. In Sec. V these partial derivatives

are used to determine the uncertainties in the predicted
solar neutrino fIuxes and in the expected capture rates

for detectors composed of H, Li, Cl, Ga, Br, Br,
Mo, Mo, " In, and for electron-neutrino scattering.

The results are summarized in Tables XV and XVI.
Also presented in this section are the best current esti-

mates for the predicted capture rates with each of these

targets; these results are summarized in Table XVIII. In

Sec. VI we summarize our main results and conclusions.
All of the neutrino capture rates in this paper are ex-

pressed in solar neutrino units of 1 SNU = 10 cap-
tures per target atom per second, a unit introduced par-

tially in jest by Bahcall (1969b).
This paper is part of a series of studies of solar neutri-

no models that began in 1964 (references to other papers
in this series are given in the caption of Fig. 4).

For the reader's convenience, we list in the Prefatory
Table some numerical values for solar quantities. We do
not define or defend these values in this section since

that is done in the remainder of the paper.
The proton-proton chain of nuclear reactions provides,

according to the standard solar model, more than
ninety-eight percent of the energy required to produce
the presently observed solar luminosity. Also, most of
the observable solar neutrinos are produced by reactions
in this chain. We show in Table I the important reac-
tions involved in this chain, the relative frequency of
their occurrence, and the most significant associated neu-

trino sources. The neutrino spectrum predicted by the
standard solar model is shown in Fig. 2.

This paper contains detailed results of interest to spe-
cialists in different fields. A partial list of the speciali-
ties that are involved in our discussions includes: experi-
mental nuclear physics, atomic physics (opacity calcula-
tions), solar oscillations, stellar evolution, cosmology (the
primordial helium abundance), particle physics (neutrino
oscillations), and, of course, solar neutrino experiments.
The reader may use his time most profitably by first

Prefatory table of some important solar parameters.

Parameter Value

Luminosity

Mass (Mo)
Radius (Ro)
Moment of Inertia

Depth of convective zone

Age
Central density

Central temperature

Central hydrogen abundance

by mass

Effective {surface)

temperature

Primordial helium abundance

by mass

Primordial ratio of heavy

elements to hydrogen mass

Neutrino flux from p-p
reaction

Neutrino flux from
'8 decay

Fraction of energy

from p-p chain

Fraction of energy

from CNO cycle

3.86 )& 10 erg sec
1.99 )& 10 g
6.96 &( 10' cm
7.00 )& 10 g cm
0.27 Ro(0.02Mo)
& 4.55 )& 10 yr
156 g cm

15.5X10' K
0.355

5.78 ~ 10' K

0.25 + 0.01

0.0228

6. 1 &( 10' cm sec

5.6 &( 10 cm sec

0.985

0.015

scanning the table of contents for topics of interest to
him, reading only the sections of special interest, and

then skipping to Sec. VI to read our summary of the
main results and conclusions. In fact, the reader with

little time to spend might prefer to jump immediately to
the conclusions to see if the results justify further effort.

ll. INPOT PARAMETERS

In this section we estimate a preferred value and an

equivalent 3o uncertainty for each of the parameters that
affects in an important way the solar neutrino fluxes cal-
culated from standard solar models. There have been

many previous discussions of the parameters and their
uncertainties, including studies by Bahcall (1964); Sears
(1964); Parker, Bahcall, and Fowler (1964); Fowler,
Caughlan, and Zimmerman (1967); Salpeter (1968); Iben
(1968); Bahcall and Shaviv (1968); Bahcall, Bahcall, and
Ulrich (1969); Bahcall and Ulrich (1970); Bahcall and
Sears (1972); Fowler (1972); Ulrich (1974); Fowler;
Caughlan, and Zimmerman (1975); Parker (1978); Rolfs
and Trautvetter (1978); Bahcall (1979); Bahcall et al.
(1980); Trautvetter (1981); and Parker (1982). The
present discussion is intended to be both explicit and
contemporary, bringing previous discussions up to date
and to a certain extent clarifying them and making them
more complete and accurate. We make our own detailed
evaluations of the uncertainties in the important experi-
mental quantities, since in some cases the original anal-

yses have not been explicit or correct.
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TABLE I. The proton-proton chain. The numbers in parentheses are the percentages of termina-

tions of the chain in which various reactions are calculated to occur for the standard solar model

discussed in Sec. III.

Reaction % of terminations Maximum neutrino energy (MeV)

p +p ~2H+ e++v

or

p+e +p~ Hi+'

H+p~ He+y

He+ He~ He+2p
or

{99.75)

(0.25)

{100}

0.420

1.44(monoenergetic)

He+ He —+ Be+y

Be+e -~ Li+v

Li+p —+2 He

or

0.861 (90 jo), 0.383 (jLO%%uo)

(both monoenergetic)

Be+p —+ B+y

~B~8Be+e++~

Be~~2 He

(0.015)

A. Nuclear reactions

The basic quantity of interest for all of the nuclear re-

actions we discuss is the low-energy cross-section factor
S(E) defined by (see, for example, Clayton, 1968)

S(E) = o(E)E exp( 2m. Z&Z2e /fiu ),
.

where o(E) is the cross s.ection at the center-of-mass en-

ergy E, Z&Z2 is the product of the atomic numbers of
the interacting particles, and U is their relative velocity.
%'e discuss separately each of the most important reac-

tions in the proton-proton chain, which is the dominant

source of energy and neutrino production in the sun.

The CNO reactions are discussed only briefly, following

Parker (1982).

1. p+p~ H+8++v,

The effective cross-section factor for the proton-proton
reaction can be written (Bahcall and May, 1969):

S,« = S(E=0)[1 + 0.417'-' + 12.6r-'

+ 36.6r—'],
where ~ = 33.80T6 ' and T6 ss the temperature in

units of 10 K. The last two terms of the factor en-

closed in brackets represent a correction term proportion-
al to the logarithmic derivative of the cross-section fac-
tor evaluated at zero energy, (S ' dS/dE)E D. The best

estimate of (S 'ds/dE)z 0 is still that of Bahcall and

May, so that the bracketed terms in Eq. (2) are unal-

tered.
The contributions to S,~f that arise from meson ex-

change are denoted usually by (1+5) . We write, for
convem ence,

S(E=0) = S(E=0;5=0) (1+5)'.

The Bahcall-May values, and uncertainties, for
S(E =0; 5 =0) and (S 'dS/dE) have been used for
most recent solar neutrino calculations. In particular,

S~ ~(E=0;5=0) = (3.78+0.15) X 10—"MeVb was

the standard value used in papers in this series from
1968 (Bahcall, Bahcall, and Shaviv, 1968) until 1980
(Bahcall et al. , 1980). However, recent experimental re-

sults justify a reexamination of this value (see Bahcall
et al. , 1980).

The value of S(E =0; 5=0) ls proportional to the

square of the effective Gamow-Teller coupling constant,
which has usually been determined from the ratio of the
neutron ft value to the ft value for 0+ to 0+ superal-

lowed transitions between T=l states. The values for
the 0+ to 0+ superallowed transitions have been deter-

mined by many accurate experiments and are mell

known. Including radiative corrections as indicated by
Blin-Stoyle and Freeman (1970), one has (see, for
example, Vonach et al. , 1977): (ft)g2) = (3087
+ 3.5) sec.

The recent measurements of the neutron half-life are

not in good agreement with each other. Sosnovski et al.
(1959) quote (11.70+0.3)min; Christensen et al. (1972)
obtain t~~2

——(10.62+ 0.16) min; Bondarenko et al.
(1979) find t

& &2
——(10.13 + 0.09) min. Most recently,

Byrne et al. (1980) determined t
& &2

——( 10.82

+ 0.21) min. Bahcall and May used the earlier value of
t

~ &2
——10.80 min given by Christensen et al. (1967).

Systematic errors have been treated differently by each

Rev. Mod. Phys. , Vol. 54, No. 3, July 1982
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group and may be more important than the recognized

statistiml errors.

We adopt the average of the above four independent

measurements, i.e., t))2 ——10.82 0 7min. The indicated

uncertainty spans the entire range of modern measure-

ments of the neutron half-life. Because each of the

groups used a different method for estimating the uncer-

tainties, and bemuse systematic errors are probably im-

portant in the difficult experiments being discussed here,

formal probabilities cannot be attached to the range of
values we quote for the neutron lifetime. However, we

expect that the extreme values of the range correspond

approximately to 3o. excursions.

The value of the neutron lifetime adopted in the previ-

ous paragraph corresponds (Bahcall, 1966a; Bahalla,

1966) to ft~~2(n) = 1115 sec, when a 1.5% radiative

correction (see Blin-Stoyle and Freeman, 1970) is includ-

ed. The formal range of (Gz/G~) that is implied by the

above-described range of neutron lifetimes and 0+ to 0+

decay rates is Gz/Gz ——1.23+ 0.05.
In addition to making use of the neutron lifetime,

there are two other ways of determining the square of
the effective Gamow-Teller coupling constant. They in-

volve (1) a measurement of the electron-nuclear spin

correlation in the decay of polarized neutrons (see, for
example, Krohn and Ringo, 1975) and (2) the electron-

neutrino correlation determined from the energy spec-

trum of the recoil proton (see, for example, Dobrozem-

sky et a/. , 1975). These measurements yield values of
(Gz/Gv) that are consistent with the range determined

above from the half-life of the neutron.

We may ~rite, therefore,

time, both m and p exchanges, as well as monopole form

factors (see also Gari, 1978).
For the error estimates in this paper, we adopt the

conservatively large range of 5 = 0.02+oops, which is
consistent with practically all of the published theoretical

estimates of exchange corrections.
The situation may be summarized in the following

suggestive form:

S(E=0) = S~ M(E =0; 5=0)(1+0.025)

X (0.987+ ' )(1 02 )

The uncertainty in the first parenthesis arises from the
estimated uncertainty (by Bahcall-May, 1969) in the nu-

clear matrix element; the second (and largest) uncertainty

represents the extreme range of experimental values for
the neutron lifetime; the third uncertainty arises from
the imperfectly known corrections for mesonic ex-

changes. In all cases, we have allowed the maximum

plausible range for the parameter in question that is con-

sistent with published estimates. The individual uncer-

tainties have been combined as independent errors.
Our final result may be written as

S~ ~(E=O) = 3.88(1+0.09) )& 10 MeVb. (4)

The indicated uncertainty in the p-p reaction rate corre-

sponds (see Sec. V.B) to a significant uncertainty in the

prediction of the neutrino capture rate for the Cl exper-

iment. However, this lack of precision is not very impor-
tant for experiments that are primarily sensitive to p-p
neutrinos.

S(E =0; 5=0) = 1.204
10 82 min S (E 0

t]g2(n)

or, equivalently,

t ~y2(n )
X 1 —0. 1806

10.82 min
(3)

p+e +p~ H+ve

The rate for the pep reaction is proportional to the rate
of the basic p-p reaction that was discussed in the previ-

ous subsection. Bahcall and May (1969) derived the fol-

lowing approximate formula for the ratio of the rates of
the pep and p-p reactions:

S(E =0, 5=0) = 0.987' M(E =0)(Gg /1. 23Gp) .

For t, z (n2) = 10.82min, one has

S(E =0; 5=0) = 0.99' M(E =0; 5=0).

The electromagnetic radiative corrections are particu-

larly easy to evaluate in the form appropriate to Eq. (3).
One needs only the ratio of the correction for the

proton-proton reaction to the correction for the neutron

demy. This ratio may be taken to be unity within the

accuracy of interest here (cf. Blin-Stoyle and Freeman,

1970).
The most recent calculation of the m.- and p-meson ex-

change corrections to the p-p reaction rate yields (Bar-

gholtz, 1979) a somewhat smaller value, 5 = 0.01+OOO6

than previous calculations which gave values of 5 of or-

der 0.03 to 0.04 from pion exchanges only (see, for ex-

ample, Blin-Stoyle and Papageorgiou, 1965; Gari and

Huffman, 1972; Dautry, Rho, and Riska, 1976). The de-

tailed calculations of Bargholtz include, for the first

P +~+P

= 5.51 X 10-' p(1+ X)T, "(1+0 02T, )R, ~.

(5)

Here p is the density in gcm, X is the fraction of hy-

drogen by mass, and T6 is the temperature in millions of
degrees Kelvin. This formula for the ratio is accurate to
about one percent for all solar temperatures in the range

10 ~ T & 16; this is the relevant temperature range
for the production of solar neutrinos. The main uncer-

tainty in the rate of the relatively rare pep reaction is

caused by the previously discussed uncertainty in the

value of the effective cross-section factor for the p-p re-

action.

2H+ p~3He+ y

The cross section for this reaction has been measured

by CJriffiths, . Lal, and Scarfe (1963) down to a center-of-

Rev. Mod. Phys. , Vol. 54, No. 3, July 3982
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4. 'He + 'He 'He + 2P

This reaction is the dominant way of terminating the

proton-proton chain in the sun. The low-energy cross
sections have been measured accurately in a series of im-

portant experiments that cover the range from about 1.3
MeV to as low as 33 keV (see especially Tombrello,

1967; 0warakanath and Winkler, 1971; and

Dwarakanath, 1974).
Previous estimates of the uncertainty in the value of

the low-energy cross-section factor 533 all appear to have

been determined by least-squares fits to the data. The
meaning of the quoted error is not stated explicitly in the
experimental papers, but the final uncertainties quoted
usually appear to be derived from an approximately lo.
deviation of the overall theoretical curve for Si3 from
the measured values as a function of energy, assuming a
theoretical form for S33 that is a quadratic function of
energy. However, this procedure is not the best way to
determine the value of S33 at essentially zero energy,
which is the quantity of interest here, since linear and

quadratic terms do not contribute significantly at the

very low thermal energies that occur in the solar interior.
The correct procedure (see, for example, Avni, 1978;

Cash, 1976) is to find the minimum X for each value of
S33(0), allowing the linear and quadratic fitting parame-

ters to be whatever gives the best fit to the data. I.et the

TABLE II. Some best-fitting parameters and values of g for

the He- He reaction. The values of S~ and S2 are the best-

fitting parameters for the specified S(0) and g is the corre-

sponding value of g .

S(0) S)(0) S2(0)

3.5
4.0
4.3
4.5
4.6
4.7
4.9
5.0
5.5

+ 3.25

+ 1.5
+ 0.5
—0.25
—0.6
—0.9
—1.5
—2.0
—3.5

—2.5
—1.5
—0.75
—0.25
—0.1

+ 0.1

+ 0.5
+ 7.5
+ 1.75

45. 1

25.8
19.3
16.7
16.0
15.6
16.1

17.7
26.8

mass energy of 15 keV. The extrapolation to lower ener-

gies determines the cross-section factors

Si2(0) = (2.5+0.4) X 10 keVb,

(dSi2/dE)~ o
——+7.9 X 10 b.

The (p, y) reaction is the only important deuterium-

burning reaction (Parker, Bahcall, and Fowler, 1964).
The quoted 1o uncertainty in Eq. (6a) is not important
for calculations of solar neutrino fluxes because this is

the only important deuterium-burning reaction in the

proton-proton chain and because the p-p reaction, which

occurs via a weak interaction, is much slower.

minimum X at energy E be denoted by C(E) and the
absolute minimum of this set of minimum 7 's be denot-
ed by C~;„. Then the region corresponding to a given
confidence level "con" is the set of points for which the
difference C(E) —CM;„ is less than or equal to X (con),
where X is the usual g distribution; Thus, for example,
the 30. uncertainty is obtained by finding the extreme
vallles of S33 [S33 (0) and S3$ (0)], for which the
computed P values just exceed by nine the P for the
best-fitting value of the cross-section factor (i.e., the
value of S33 that yields C~;„).

We have computed the best-fitting values of the qua-

dratic function S(E) = S(0) + Si(0)E + S2(0)E in

the manner described above. We used in the first in-

stance the published data points available from Bacher
and Tombrello (as quoted in Tombrello, 1967, and in

Dwarakanath and Winkler, 1971), Dwarakanath and

Winkler (1971), and Dwarakanath (1974) over the full

range from 1.35 MeV to about 0.04 MeV for which there

exist accurate data. In weighting these data points, we

have assumed, following the estimates in the original pa-

pers, that the uncertainties were + 10% in the measured

values of S(E) for all the data points above 100 keV and

+ 20% for data points below 100 keV. The data points

below 40 keV were not included because the uncertainties

in the inferred values of S were very large.

The results are shown in Table II. By inspecting this

table, the reader can verify that the computed values of
initially increase rather slowly as one departs from

the cross-section factor for which the minimum g is

achieved until they suddenly start to increase rapidly.

Thus the estimates of the uncertainties are rather well

determined and do not depend very sensitively on details

of the analysis.

The best-fitting value of the cross section factor with

the appropriate 3o. confidence levels is

S33(0) = 4.7+0 7MeVb.

We have also done numerical experiments to see how

sensitive the above-quoted estimates are to changes in

various data. The results obtained, for example,

by ignoring all data below 100 keV are

$33(0) —5 5 i 25~ keV b, consistent with the analysis of
Dwarakanath and Winkler (1971).

The uncertainties derived above are not large enough

to affect significantly the predictions of solar neutrino

fIIuxes.

No evidence has been found for the a priori unlikely

possibility (Fowler, 1972; Fetisov and Kopysov, 1972) of
a low-energy resonance in this reaction (see, for exainple,

Parker et a/. , 1973; Halbert, Hensley, and Bingham,
1973; and Dwarakanath, 1974).

He+ He —+ Be+ p

For more than a decade, the standard value of S34(0)
was determined by combining two independent data sets
into one and fitting them with a second-order polynomi-
al in energy. The cross section was measured by Parker
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and Kavanagh (1963) in the energy range

181 & E, & 2493 keV and by Nagatani, Dwarakanath,
and Ashery (1969) in the range 164 & E, & 245 keV.
These later authors estimated a value of
S34(D) = 0.61+ 0.07 keVb (lo error) from a fit to the

combined data.
The procedure that led to the value of 0.61 keVb is

not the best way to analyze the available data. The two

measurements were performed with different apparatus

and therefore involve independent sources of systematic
errors. Moreover, the two data sets have little overlap in

energy, so that dS/dE was determined primarily by a
comparison between the low-energy (Nagatani et al. ,
1969) data and the higher-energy (Parker and Kavanagh,
1963) data. Viewed separately, neither of these two ex-

periments is adequate to measure dS/dE at low energies;

the Parker-Kavanagh data are not sufficiently accurate
at low energy, while the Nagatani et al. data do not cov-
er a large enough energy range.

At the present time, the procedure that seems most
reasonable to us is to use each of these data sets to deter-

mine separate values of S34(D), adopting a value of
dS/dE that is based on some independent measurement,

calculation, or assumption.

We have made use of the direct-capture cluster-model

calculation (Tombrello et al. , 1963) to determine the en-

ergy dependence of S(E). The Parker-Kavanagh and

Nagatani et ah. data sets then determine, respectively,

S(0) = 0.47+.05 keVb and 0.57+ 0.06 keVb (lcr un-

certainty).
We adopt the average of the two determinations given

above,

S34(0) = 0.52+ 0.15 keVb,

where the uncertainty is now a 3o. value. The accuracy
of the direct-capture cluster-model calculation is sup-

ported by the remarkably good agreement (Tombrello
et a/. , 1963) between the calculation and the Parker-
Kavanagh data over the range 500 keV & E, & 2500
keV, in which those data are sufficiently accurate to test
the model.

The value of S34 given in Eq. (8) was first used by us
in the calculations described in Bahcall et al. (1980).

Stimulated by the preliminary report by Rolfs (1979)
of measurements which seemed to indicate a nearly flat
energy dependence of S(E) for the He (a,y) Be reaction
over the range 150 keV & E, & 1700 keV [in contrast
to the earlier experimental (Parker et al. , 1963) and
theoretical (Tombrello et al. , 1963) results noted above],
there has recently been a flurry of renewed interest in
this reaction. The original direct-capture-Inodel calcula-
tion (Tombrello et al. , 1963) has been reexamined and
substantially refined by several groups (Barker, 1979;
Kim et al. , 1981; Liu et a/. , 1981; Williams et al. , 1981;
Kalnin et al. , 1980); the results of all of these new calcu-
lations are in good agreement with the results of the
1963 calculation, predicting values of S ' dS/dE be-
tween —0.50 MeV ' and —0.60 MeV ' at low energies.
In the two years since Rolfs's preliminary report, exten-

sive additional experiments have been carried out at
Munster (Rolfs, 1981) and at Caltech (Dsborne et al. ,
1981} to measure the low-energy behavior of S(E) for
this reaction. The results of both of these new measure-
ments are now in good agreement with the energy depen-
dence predicted by the direct-capture calculations.
Several experimental groups, including the Caltech and
Munster collaborations, are currently investigating the
absolute normalization of the cross section measure-

ments.

A recent (12/1981) preprint from the Munster group

by Krawinkel et al. (1982) reports a result of
S34(0) = 0.30 + 0.03 keVb on the basis of measurements

with a differentially pumped gas target and a gas jet tar-

get. At the same time, however, preliminary results
from the Caltech group (Dsborne, et al. , 1981) give

S34(0}= 0.5 1 +0.03 keV b on the basis of their measure-

ments with a differentially pumped gas target and

S34(0) = 0.56 + 0.03 keVb on the basis of a measure-

ment of the Be activity. A similar activity measure-
ment is currently being performed at Munster. The un-

certainties quoted from these recent preprints are all lo.
errors.

The results of the Caltech and Munster groups are not
consistent with each other. Nevertheless, we must adopt
a particular value in order to calculate the expected neu-

trino capture rates. In what follows, we assume for our
standard estimates the value given by Eq. (8) above
(which is consistent with the new Caltech values), but in-

dicate where relevant the capture rates that are implied

by the Munster value for S34(0). Filipone and Schramm
(1982) have adopted S34(0) = 0.52 0 23 keVb, where the
indicated errors were used by them as 1o. errors. The er-
rors assumed by Filipone and Schramm are much larger
than are quoted by any of the experimental groups and

imply, if interpreted naively at the 3o. level of confi-
dence, the possibility of a negatiue cross-section factor.

e + Be ~ LI + ve

X [1 + 0.004(T6 —16)] sec (9)

where p, is the mean e1ectron molecular weight

[=2/(1 + X)], p is the total density in gcm, and T6
is the temperature in units of 10 K. The quantity (B)
represents the enhancement of the continuum capture
rate (Bahcall, 1962) by bound electron capture (Iben, Ka-
lata, and Schwartz, 1967).

The numerical approximation represented by the last
bracketed expression in Eq. (9) is accurate to 1% for
10& T6 & 16.

The enhancement factor (B) was first calculated by
Iben et al. (1967). The standard result that has been

used for more than a decade by nearly all authors is the
following value given by Bahcall and Moeller (1969):

The rate at which Be captures an electron in a stellar
interior can be written approximately in the following
convenient form (Bahcall and Moeller, 1969):

A, = 4.62 (B) 10 (p/p, ) T6
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(B) ]969 ——1.205 + 0.01,

which was based on detailed calculations using three,

then-current, standard stellar models. It was noted at

the time that for a completely mixed model

(a) = 1.25.
We have recalculated (8) for two stellar models dis-

cussed by Bahcall et al. (1980), the so-called standard

model and the model with S34 ——0.34 keVb. We find

(B )]9]]] —1.192 + 0.003.

We also find (8 ') ' = (8) to the limit of our nu-

merical accuracy.
We therefore use Eq. (9) with (B) = 1.20 for the to-

tal rate of electron capture by Be. We estimate for
standard models an uncertainty of the order of 2% in

this rate because of numerical approximations made in

deriving (B) and the last bracketed term in Eq. (9),
Much larger uncertainties have sometimes been estimated
in the past (cf., Ulrich, 1974), but without explicit justifi-
cation.

+ 78e SB+

More than two-thirds of the counting rate predicted

with a standard solar model for the Cl solar neutrino

experiment is from neutrinos produced by B beta decay

(see Bahcall, 1964a, and the discussion in Sec. III—V

and Table XVII). The B nuclei are produced by the re-

action Be(p, y) B, a reaction that is so rare that it does

not affect the structure of the star.
The Aux of neutrinos from B beta decay is also ex-

pected, on the basis of the standard solar model, to be

the dominant contributor to the capture rate in the H,
Li, and electron-neutrino scattering experiments (see

Sec. V). We review below the main uncertainties in the

determination of the rate of this important reaction

Be(p, y) B in the solar interior.

Five independent experimental studies of this reaction
have been reported (Kavanagh, 1960; Parker, 1966, 1968;
Kavanagh et al. , 1969, and Kavanagh, 1972; Vaughn

et al. , 1970; Wiezorek et al. , 1977). Low-energy cross
sections are determined primarily by two of these stud-

ies, the Caltech measurements (Kavanagh et al. , 1969;
Kavanagh, 1972) and the Brookhaven measurements

(Parker, 1966; Parker, 1968). [The 1960 measurements

of Kavanagh (1960) included data at only two energies

(E~ = 800 and 1400 keV), with an accuracy of only

+40%%uo. The measurement of Wiezorek et al. (1977) at
Munster was done at only one energy, with an uncertain-

ty of + 25%%uo. The measurements of Vaughn et al. (1970)
at Lockheed were limited to bombarding energies above

950 keV.] The Lockheed cross sections are consistently

about 30% smaller than the Brookhaven and Caltech
cross sections in the overlapping energy range
1 MeV & E& & 3 MeV. The target matrix in the

Lockheed experiment was much thicker, and alpha-

particle energy resolution was much poorer, than for the
Brookhaven or Caltech experiments, making the

Lockheed data more difficult to analyze cleanly and reli-

ably. There is good agreement between the Brookhaven

and Caltech data. We have adopted, therefore, the

Brookhaven and Caltech results. An average of these
three normalizations (Brookhaven, Caltech, and

Lockheed) would reduce our recommended value (see

below) by about 10%%uo.

The Be target thicknesses in both the Brookhaven and

Caltech experiments [as well as in the experiments re-

ported by Kavanagh (1960) and Vaughn et al. (1970)]
were determined by measuring the rate of Li production

in the target from the decay of Be. The amount of Li
is measured using the Li(d,p) Li reaction, for which the

absolute cross section at its 770-keV resonance has been

measured independently by several groups. However, the

results for this (d,p) cross section show considerable

scatter [211+15 mb (Parker, 1966); 181+8 mb (Schil-

ling et al. , 1976); 174+ 16 mb (Mingay, 1979); 163+ 15

mb (Kavanagh, 1960 based on the Li(p,p) elastic

cross-section measurements of Warters et a/. , 19S3;
Lerner et al. , 1969; Brown et al. , 1973); and 138+20
mb (McClenahan et al. , 1975)], and it is clearly essential

that a careful remeasurement be made of this number

(see Barker, 1980). A weighted average of the above re-

sults yields 176 mb.

After this analysis was completed, two recent preprints

were received (12/1981), reporting measurements of the

Li(d,p) Li cross section. Elwyn et al. (1982) have mea-

sured the angular distributions of the protons from this

reaction and have determined o.
TOTAL

——146 + 13 mb;

Filippone et ai. (1982) have measured the delayed alpha

particles from the decay of Li and have inferred a value

of oToT~L
——148+ 12 mb. The inclusion of these two

results in the weighted average yields a total cross sec-

tion of 169 mb, in reasonable agreement with the previ-

ously determined weighted average of 176 mb.

However, the spread in the reported values for the to-

tal cross section in the seven references quoted above is

larger than would be expected on the basis of the errors

estimated by the individual groups. We have therefore

chosen to use in the analysis quoted below the arithrneti-

cal mean of all the quoted total cross-section measure-

ments and have taken the effective 3o. error to be one-

half the total spread in quoted cross-section measure-

ments. We thus adopt for the Li(d,p) Li cross section

the value o.'rQTAL —166+ 37 mb (3o. error). Further ex-

perimental work on the total cross section of this reac-

tion would be important.
We have reanalyzed all of the Brookhaven and Caltech

Be(p, y) B data in order to determine the uncertainties

associated with their measurements of the bombarding

energy, the yield, and the target thickness [including the

uncertainty in the 7Li(d,p) cross section]. We are grate-

ful to R. W. Kavanagh for providing us with the origi-

nal data from his 1969 experiment.

The inferred low-energy cross-section factor depends

upon the form of the extrapolation that is adopted. We

follow the usual procedure of extrapolating the measured

results using t'he behavior predicted by a direct-

radiative-capture model for the reaction (Tombrello,
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TABLE III. Cross-section factors for the CNO cycle. The uncertainties indicated in parentheses are estimated 1' errors and have
been calculated using the data given in the original experimental papers.

Reaction
S(0)

(Mev b)

S (0)

(b)

S (0)

(b/Me V) Reference

12C(p +)13N

13C(p ~)14N

14N(p y)150
15N( ~)160
15N(p &)12C

160(p ~)17F

1.45(1+0.15)X 10
5-50(1+0.15)X 10
3.32(1+0.12)X 10
6.4 (1+0.09)X 10

78.0 (1+0.17)
9.4 (1+0.16)X10—'

2.45 X 10-'
1.34X 10-'

—5.91X 10-'
3X 10

351
—2.3 X10-'

6.80 X 10-'
9.87 X 10-'
9.06X 10-'
4.0
1.11X 10
6.0X10 '

Rolfs and Azuma (1974)
Fowler et al. (1967)
Fowler et ai. (1975)
Rolfs and Rodney (1974)
Zyskind and Parker (1979)
Rolfs (1973)

196S; Christy and Duck, 1961; Williams and Koonin,
1981) which predicts a rise in the cross-section factor
S(E) as E, is reduced from 100 keV towards zero ener-

gy. A particularly simple derivation of this predicted

behavior has been given recently by Williams and Koo-
nin (1981). The results of our reanalysis are

Si7(0) = 0.029+0.010 keVb,

Si7(0) = —3 X 10 ' b,

(12a)

(12b)

where Si7(0) is the first derivative of the cross-section

factor at zero energy. The zero-energy intercept and

slope given in Eq. (12) describe the model curve only at

very low energies, i.e., E, & 100 keV. The indicated

3o net uncertainty in Siz(0) arises almost equally from

the individual uncertainties associated with the
Li(d,p) Li cross section, the determination of the rela-

tive Li production as a function of time in the various

targets, and the measurement of the beam energy and the
yield. Barker (1980) has considered some theoretical
models, based on the Li(n, y) Li capture reaction, in
which S,7(0) = 0.018+0.04 keVb.

It is instructive to calculate the 3o. uncertainty in the
value of Si7(0) using only a linear function of energy,
without the upturn in S(E) predicted by the direct-
capture model. Fitting all the data below 450 keV in the
center of mass frame, we find Si7(0) = 0.0245+0.009
keV b.

The data, together with the fits of the direct-capture
model and the simple linear function, are all shown in

.040 Be(p y) B

h.030

DIRECT CAPTURE MODEL
('IOMBRELLO 65)

(ECM &450 kev)

0 IOO
l

(kev)
400 500

FIG. 1. Comparison of the direct-capture model (Tombrello, 1965; Williams and Koonin, 1981) and the least-squares-linear fit to
the low-energy (E, ( 450 keV) measurements of the Be(p, y) 8 cross section.
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Fig. 1. The direct-capture model used in this analysis

has been validated in the S34. studies described in subsec-

tion II.A.5 above; the comparison of the two curves in

Fig. 1 makes clear the importance of having a reliable

physical theory for use in extrapolating measured cross
sections to very low energies.

8. The CNO cycle

Nuclear energy generation via the carbon-nitrogen cy-

cle (see Bethe, 1939) accounts for only a small percentage
(=1.S%%uo) of the total fusion energy liberated in standard

solar models. Moreover, the results of the Cl experi-

ment can be used to establish an observational upper lim-

it of order 10% or less of the present solar luminosity

that could be supplied by the CNO cycle (see Bahcall
et al. , 1968; Davis et a/. , 1968; Bahcall, 1979). There-

fore, for most of the proposed solar neutrino experi-

ments, the Auxes predicted for ' N and ' 0 neutrinos are
not expected to be very important, although a Li experi-

ment would be sensitive to CNO neutrinos (Bahcall,
1978).

The low-energy cross sections for reactions in this cy-
cle are known sufficiently accurately to enable us to cal-

culate standard solar models without introducing addi-

tional significant errors in the calculated rates of the
dominant non-CNO reactions [see the fifth column of
Table XI for the calculated partial derivatives of neutri-

no fluxes with respect to the important cross-section fac-
tor for the reaction '

N(p, y)' O].
The most important cross-section factors are shown in

Table III. We also give in this table the estimated lo. er-

rors for the cross-section factors.

B. The solar constant

Recent measurements of the solar constant show

agreement with each other at the level of a percent.

Willson, Duncan, and Geist (1980) obtained 1368.1 + 0.5

W/m and 1373.4+0.5 W/m from two separate rocket

flights. Hickey et al. (1980) find an average value, using

an instrument on the Nimbus 7 satellite, of 1376.0+ 0.7
W/m . An earlier discussion by these authors, Willson

and Hickey (1977), indicated a weighted average value

for many measurements of 1370+ 1 W/m . Most re-

cently, Willson et al. (1981) find 1368.3 W/m using 153
days of data from an instrument aboard the NASA Solar
Maximum Mission Spacecraft. The systematic errors in

some of th0 experiments appear to be larger than the sta-

tistical errors.
We adopt a nominal value and an uncertainty that is

consistent with all of the above numbers, i.e., an average
solar flux at 1 A.U. of 1372+ 4 W/m or

I.o = 3.86(l + 0.005) X 10 erg/sec. (13)

G. Element abundances

Two assumptions regarding chemical composition are
made in constructing a standard solar model. First, the
sun is assumed to be chemically homogeneous when it
arrives on the main sequence. Second, the composition
of the present solar surface is assumed to reAect the ini-

tial abundances of all elements heavier than hydrogen
and helium. The justifications for these assumptions
(and some of the consequences of their violation in non-

standard models) are given in several of the review arti-
cles cited in the first paragraph of Sec. II.

Table IV shows the number abundances (and uncer-
tainties) with respect to hydrogen (log&ON = 12 for hy-

drogen) recommended by several different authors using
a variety of criteria and techniques, which sometimes

overlap and sometimes are different. The reader is urged
to consult the original papers referred to in Table IV in

order to appreciate the detailed analyses that are respon-
sible for each of the numbers given. [The fifth column
refers to papers by Lambert (1978) and Lambert and
Luck (1978); the series of Lambert-Warner analyses is
referenced in Lambert and Warner (1968) and Bahcall
and Ulrich (1971).]

Many matters of judgment enter the determination of
a "solar abundance" (see, for example, the discussions by
Withbro, 1971; Pagel, 1973; Meyer, 1979). Some of the
more important factors include the choice of spectro-
scopic lines, the choice of atomic data (f values), the use
of particular solar atmospheric models, the theory of line
formation adopted, and the weight attached to meteoritic
determinations.

TABLE IV. Comparison of some recent abundance determinations. The numerical entries are the logarithms of the number
abundances, normalized to log% =12 for hydrogen.

Species Cameron

(1981)
Hauge and Engvold

(1977)
Holw cger

(1979)
Lambert

(1978)
Lambert-Warner

(Bahcall and Ulrich, 1971)
Ross-Aller

(1976}

C
N

G
Ne

Mg
Si

S
Fe

8.62
7.94
8.84

7.99
7.60
7.57
7.27
7.53

84
7.9
8.8
7.7
7.6
7.5
7.2
7.6

8.50
7.93
8.82

7.74
7.57
7.60
7.19
7.52

8.67+0.1

7.99+0.1

8.92+0.1

7.62

7.63

7.23

8.55

7.93
8.77
7.88

7.48
7.55

7.28
7.56

8.62+0.12

7.94+0.15

8.84+0.07
7.57+0.12

7.60+0.15

7.65+0.08
7.2 +0.15

7.50+0.08
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Table IV gives an indication of the spread in abun-

dance values that are current. However, the individual

values are not all independent, and unknown systematic
errors (and overlapping techniques) may affect similarly

all of the cited abundance determinations for a given ele-

rnent. Hence the agreement among the tabulated values

is not necessarily a measure of the absolute uncertainties.

For specificity, we adopt the Ross-Aller (1976) relative

metal abundances as our standard values. Prior to 1980,
papers on the solar neutrino problem in the present series

used the Lambert-Warner abundances that are tabulated

in the sixth column of Table IV. The logarithmic differ-

ences (generally less than + 0. 1) between the Ross-Aller

and the Lambert-%'amer abundances are a useful guide

to what changes are possible in a decade.
Two ways of estimating the fractional uncertainty in

Z, the mass fraction of all elements heavier than helium,

are discussed below. Neither of these methods is very re-

liable, but both give approximately the same answer.

The spread in the values of Z calculated from the dif-

ferent abundance estimates given by experts and cited in

Table IV is

AZ/Z = 0.1. (14)

The uncertainties quoted by Ross and Aller for individu-

al elements (see Table IV) can be combined to yield an

estimated total uncertainty if the uncertainties are as-

sumed uncorrelated. This estimate yields b.Z/Z = 0. 1,
in agreement with Eq. (14).

Oxygen provides the largest single contribution

(=50%) to the estimated total heavy element abundance.

Fortunately, Lambert (1978) has provided an extensive

analysis of the major ingredients that enter importantly

the determination of the photospheric abundances of car-

bon, nitrogen, and oxygen (which together constitute

about 75% of the standard total heavy element abun-

dance).

Lambert (1981) has performed a detailed evaluation of
the approximate 3o. error for the solar photospheric

abundance of oxygen based on the results given in Lam-

bert (1978). We are indebted to Professor Lambert for
generously permitting us to surnrnarize his conclusions

below.

The main uncertainties that enter the oxygen deter-

minations are (1) the spread in values given by different

model atmospheres, (2) the uncertainty in the absolute f
values, (3) the measured equivalent widths, and (4) ques-

tions about the applicability of the standard assumptions.
Lambert (1981) concentrates on the magnetic dipole tran-

sitions of [OI] at 6300 and 6363 A. These lines have the
best-determined f values, and the NLTE effects are rela-

tively unimportant for them.

The spread among the four most reliable model atrno-

spheres (denoted HM, VAL, AL, and A) used in con-

structing Table 6 of Lambert (1978) was 0.04 dex, sug-

gesting a model-atmosphere uncertainty of about + 0.02
dex. The gf-values of the magnetic dipole transitions are

known to at least +0.02 dex as a result of Garstang's
calculations that were reported by Lambert (1978). Lam-

bert (1981) estimates that the equivalent widths of the

two [OI] lines are known independently to + 5%, as a

result of a reinspection of the Liege Atlas. The major
source of systematic error is likely to be the continuum

placement. However, the two lines give the same abun-

dance to an accuracy of + 0.03 dex, which suggests that

systematic errors are small. The 6363 A line has two

weak blends; 6300 A appears to be free of blends. For
the two magnetic dipole lines considered here, LTE is

expected to be an excellent approximation.

Assuming that the errors mentioned above are in-

dependent, Lambert (1981) estimates an overall uncer-

tainty in the oxygen abundance of + 9%, which also is

consistent with Eq. (14).
In what follows, we assume that the total heavy ele-

ment abundance is known to an accuracy of 10%.

D. Rosseland mean opacity

The neutrino fluxes calculated with the aid of solar
models depend upon the Rosseland mean opacities
adopted for the solar interior. The opacity depends upon
the chemical composition and on the modeling of com-
plex atomic processes. Opacity calculations are difficult
to carry out for the conditions in the solar interior and
constitute a major source of uncertainty for solar neutri-
no calculations (see Huebner, 1978).

Only a few opacity computer programs can handle
complex astrophysical mixtures, but several programs
have been available to make comparisons of opacity for
individual elements or for very simple mixtures in over-

lapping regions of density and temperature. Various in-
dependent comparisons have been made using Los
Alamos opacity programs based on different atomic
physics models and the Los Alamos Astrophysical Opa-
city Library (Huebner, Merts, Magee, and Argo, 1977) as
standards. In the comparisons, most disagreements have
been traced and explained. Results from Los Alamos
codes, based on the screening constant (scaled Hartree-
Fock) model of the atom on one hand, and based on the
Thomas-Fermi model on the other hand, have also been

compared with each other and with the Astrophysical
Opacity Library, they are found to be in good agreement.
For a comparison between Los Alamos and Livermore
codes, see below.

A comparison has also been made with the opacities
calculated by T. R. Carson (1976) for a stellar mixture
(X = 0.73, Z = 0.02) which is similar to, but not the
same as, the solar mixture adopted here. Carson consid-
ers fourteen metals in his mixture, but the abundances
for two of these (Cr and Ni) were combined with that
for Fe. Thus the lines and photoelectric edges of Cr and
Ni will coincide with those of Fe and will not be as ef-
fective in blocking radiation. His adopted relative abun-

dance of the metals is close to that compiled by Cam-
eron (1973), which has a much higher abundance for Ne
(close to that of N), a lower abundance for the iron-like

metals, a.nd other variations, relative to Ross and Aller
(1976). Since Carson's opacities are on a different
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temperature-density grid than our opacities, a compar-

ison was made only at a few temperatures close to our

grid. Only a density interpolation was required; it is

more reliable than a temperature interpolation. Follow-

ing the density-temperature track of the sun, Carson' s

opacities are 33% smaller than the LASL values at 10

K, at 10 K they are 8% smaller, and at about 15.7X10
K they are —17% smaller. It should be noted that the

often referred to, but unexplained, C-N-O bump in

Carson's opacities occurs at —10 K but at much lower

densities than are important here. But the bump casts a

general suspicion on his tables.

Special opacity tables from the Los Alamos Astro-

physical Opacity Library (Huebner, Merts, Magee, and

Argo, 1977) were prepared for use in the present calcula-

tions. These tables follow the run of temperature and

density in the sun.

The opacities used in standard models in the previous

decade (for example, Bahcall et al. , 1973) and those for
the new model (cf. Bahcall et al. , 1980) are compared in

Table V. Note that the new opacities are typically
15—20%%uo larger than the old opacities near the center of
the sun, 7 ~ 10 K ~ T & 16 & 10 K, where the influ-

ence on neutrino fluxes is greatest (see Bahcall, Bahcall,
and Ulrich, 1969, Fig. 2).

The differences between the old and new opacities are
due mainly to improvements in the calculations of the

physical processes that determine the opacity rather than

in the assumed solar compositions. This conclusion was

established in the following way. An opacity table was

prepared for the same composition as was adopted in the

old Lambert-Warner opacity set (Bahcall and Ulrich,
1971), but the code for performing the opacity calcula-

tion was the same as was used for the new opacities.
This opacity table is also given in Table V, where it is la-

beled "new code, old composition. " Notice that this hy-

brid is much closer to the new opacities than the old

opacities. The change in total metal abundance Z and in
the relative abundances among the metals contribute only

4% to the 20% increase mentioned above. We conclude
that changes in the treatment of physical processes
within the opacity code, rather than changes in chemical

composition, are responsible for the differences between

the old and new opacity tables.
The principal changes in the Los Alamos code have

been the replacement of hydrogenic photoelectric cross
sections by nonhydrogenic cross sections (which include

multipole and relativistic effects that begin to contribute
at the center of the sun), a better treatment of line wings,
and the inclusion of a large number of weak absorption
lines, many of them in the spectral regions that previous-

ly had a low extinction (Magee, Merts, and Huebner,

1975).
Also shown in the last column of Table V are the opa-

cities that were calculated with no metals, X = 0.75,
Y = 0.25. Here X and Y are the mass fractions, respec-

tively, of hydrogen and helium. By comparing the last
three columns of Table V, we see that more than half of
the radiative opacity in the central regions (T ~ 10 K)
of the sun is produced by photon scattering on free elec-

trons and by inverse bremsstrahlung in the presence of
completely ionized hydrogen and helium, processes that
can be calculated with an accuracy of better than 10 Jo.

The accuracy of the new Los Alamos opacity was

checked by comparing it with a table computed by an in-

dependent code developed at Livermore (Rosznyai, 1980).

TABLE V. Comparison of Rosseland mean opacity from old and new codes with old (Lambert-%'amer) and new (Ross-Aller)
composition.

T {K) p (gcm ')

Old code

Old composition

(X =0.7877,Z =0.0163)
x (cm g ')

New code

New composition
(X =0.75,Z =0.0179)

~(cm g ')

New code New code
Old composition

{X=0.7877,Z =0.0163) (X=0.75, K=0.25)
a (cm g ') K (crn g )

p/T6 ——0.035 15.7 &( 10
12.8
11.3
10.0
7.0
4.5
3.0
1.8
1.0

135.0
73.4
S0.5
35.0
12.0
3.19
0.94S

0.204
0.035

1.23

1.36
1.46
1.56
2.22

4.91
11.5
30.3
49.1

1.41
1.58

1.71
1.89
2.91
6.51

14.8
34.1

52.4

1.41
1.56
1.67
1.82

2.76
6.18

14.S
31.8
46.4

0.829
0.890
0.931
0.973
1.11

1.32
1.69
2.35
4.42

p/T6 ——0.041 15.7 &( 10

12.8
11.3
10.0
7.0
4.5
3.0
1.8
1.0

159.0
86.0
59.2
41.0
14.1
3.74
1.11

0.239
0.041

1.30

1.45
1.54

1.66
2.33
5.10

12.1
33.0
S3.4

1.50

1.70
1.84

2.02
3.10
6.90

15.6
37.6
57.7

1.50

1.68

1.79
1.95
2.95
6.54

15.3
35.2
51.2

0.887

0.953
0.998
1.05
1.20
1.45

1.84

2.62
4.97
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There are fundamental differences between the two

codes. The Los Alamos code is based on the explicit ion

model (also known as the method of detailed configura-

tion accounting) at densities below —1 gem. and tem-

peratures below 100 eV. This method requires the calcu-

lation of all possible ionization stages and all singly and

multiply excited states for each ion. Outside this region,

a mean ion model based on screening constants is used.

For a more detailed description of these models, see

Huebner (1982). On the other hand, the Livermore code

uses, for aB temperatures and densities, a mean ion

model based on relativistic Hartree-Fock-Slater calcula-

tions. Further, the Los Alamos code makes use of pho-

toelectric cross sections normalized to measured values

and determines spectral line and photoelectric edge posi-

tions from laboratory data of atomic energy levels, while
the Livermore code calculates these quantities consistent
with the assumed atomic model.

The opacity tables generated by the Livermore (LLL)
code are shown in Table VI. Notice that the Livermore
opacities are generally smaller by no more than 10%
thRI1 thc Los A1Rlllos (LASL) opacltlcs, cxccpt Rt tllc
lowest temperatures (which are not important for our
purposes), where they are actually larger than the LASL
values. Part of the systematic deviation at high tempera-
tures can be explained by the more limited capability of
the Livermore code, which can process only ten elements
in a mixture (although the abundances of some neighbor-
ing elements had been combined in their calculations)
versus twenty elements considered in detail in the Los

TABLE UI. Comparison of Los Alamos and Livermore solar opacities ~ (cm g ') with Ross and Aller (1976) metal abundances
(Z =0.0179).

p (gcm 3)
LLL

p/T6 ——0.035 X =0.75 15-7x 10
12.8
11.3
10.0
7.0
4.5
3.0
1.8
1.0

135.0
73.4
50.5
35.0
12.0
3.19
0.945

0.204
0.035

1.405
1.S83

1.712
1.888
2.914
6.509

14.77
34.08
52.35

1.352
1.495
1.576
1.738
2.693
6.427

14.38
37.48
64.54

—3.7
—5.6
—7.9
—7.9
—7.6
—1.3
—2.6
10
23

p/T6 ——0.041

X =0.35

X=0.75

X =0.35

15.7x10'
12.8
11.3
10.0
7.0
4.5
3.0
1.8
1.0

15.7x 10'
12.8
11.3
10.0
7.0
4.5
3.0
1.8
1.0

15.7 x 10'
12.8
11.3
10.0
7.0
4.5
3.0
1.8
1.0

135.0
73.4
50.5
35.0
12.0
3.19
0.945

0.204
0.035

159.0
86.0
59.2
41.0
14.1

3.74
1.11

0.239
0.041

159.0
86.0
59.2
41.0
14.1
3.74
1.11
0.239
0.041

1.183
1.337
1.4S3
1.608
2.537
5.852

13.58

31.01
49.92

1.497
1.696
1.836
2.023
3.104
6.897

15.64

37.60
57.65

1.264
1.434
1.559
1.725

2.712
6.210

14.47
34.12

55.31

1.101

1 ~ 183
1.317
1.461
2.329
5.831

13.29
37.45
60.39

1.429
1.618
1.683
1.863
2.884
6.768

15.30
41.37
70.60

1.167
1.317
1.390
1.555

2.452
6.183

13.99
41.70
70.71

—6.9
—11.5
—9.4
—9.1
—8.2
—0.4
—2.1

21

21

—4.5
—4.6
—8.3
—7.9
—7.1

—1.9
—2.2
10
22

—7.7
—8.2

—11
—9.9
—9.6
—0.4
—3.3
22
28
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Alamos results. The opposite deviation at the low tem-

peratures stems from the detailed line treatment in the
I.os Alamos codes versus smeared line approximation in

the Livermore code. These opacities are given for
Z = 0.0179.

Not included in Tables V and VI are corrections for
collective effects on scattering. These effects lower the

opacity in the sun's center by about 5%. In the calcula-
tions reported here we have used the results by Diesen-

dorf (1970), which indicate that the cross section for
photon scattering by electrons is decreased by about 35%
for the typical temperatures and densities of a solar
model. Since the scattering cross section is nearly gray,
we have reduced the total opacity by 0.07 (1 + X)
cm /g throughout the solar model. Formulas given by
Huebner (1982) indicate that this correction overesti-

mates the change by about 1% in the total opacity, i.e.,
the opacity we used is about 1% too low.

At the center of the sun, the opacity, in all the mix-

tures discussed, is dominated by inverse bremsstrahlung.

E. The equation of state

In earlier papers in this series, we used a conventional

equation of state that includes radiation pressure and

also screening interactions according to the Debye-

Hiickel theory (see references in the caption of Fig. 4 for
details). We assumed that the solar plasma is completely
ionized for all temperatures above 10 K (i.e., every-

where except in the surface layers). However, the study

by Bahcall, Bahcall, and Ulrich (1969) showed that the

calculated neutrino flux from 8 decay is sensitive to lo-

cal changes in the equation of state. Recently, Ulrich
(1982) has derived a somewhat improved equation of
state that does not make the ab initio assumption of full

ionization in the solar interior. This equation of state
takes account of scattering states according to the
prescriptions of Larkin (1960), Ebeling, Kraft, and

Kremp (1977), and Ebeling and Sandig (1973). We com-

pare in Sec. IV the small differences in solar neutrino

fluxes calculated using the standard and the improved

equation of state. These differences are the only avail-

able measures of how large might be the uncertainties in

neutrino fluxes caused by uncertainties in the equation of
state.

F. The solar age

The age of the meteorites is accurately determined and
is about 4.55 )& 10 yr (see, for example, Wasserburg
et al. , 1977, 1980). The time interval between the for-
mation of the Ineteorites and the formation of the sun is
uncertain, but is expected by most workers to be small
on the time scales of interest here. Moreover, the precise
age of the sun is not important for our purposes as long
as it is in the currently believed range (-4.6+ 0. 1 X 10
yr).

Ill. STANI3ARD MODELS

A. General method

= —0.152 —0.064
X L,

(15a)

—= —0.366- + 1.40
S I, +

R
(15b)

where E. is the computed solar radius, and I, is the cal-
culated total luminosity (including positive contributions
from the p-p and CNO reactions as well as the negative
contribution from gravitational expansion). Here, for ex-

ample ~ is X(desired) X(previo )
For typical cases,

the calculated model luminosity and radius were equal to
the observed solar values to a fractional accuracy of
better than 0.001 after three iterations (sequences of
models). For the standard model, the value of S corre-
sponds roughly to l/H = 1.8.

The solution determines the primordial values of X, F,
Z, the present complete run of physical variables inside
the convection zone, and, of course, the neutrino fluxes.

The value of Z/X, rather than Z, is most directly

Evolutionary sequences of the sun were constructed
beginning with a zero-age main sequence model with a
homogeneous composition. Successive models were cal-
culated by allowing for composition changes caused by
nuclear reactions. The models were constructed by in-

tegrating from the center outward and from the surface
inward, requiring that the two solutions match at a con-
venient point. Some details of the code and the calcula-
tional procedures are described by Bahcall and Ulrich
(1971) and in Appendices A and B of the present paper.
Bahcall and Sears (1972) described and compared many
of the earlier standard models.

The standard parameters were taken from the best-
estimate values given in Sec. II. The equation of state
included Debye-Huckel and degeneracy corrections, as
well as radiation pressure. Convenient tables of specially
constructed Los Alamos opacities were used (see Tables
V and VI), which were designed to bracket the solar inte-
rior conditions so that complicated interpolations would
not be necessary. These tables were constructed for an
elemental mixture with Z = 0.0179 and two values of
X, so that the model interpolates the opacity table in X.
The ratios of heavy element abundances were taken from
Ross and Aller (1976).

A primordial value of X, the initial homogeneous hy-
drogen abundance, and 5, the entropylike variable dis-
cussed in Appendix A which defines the adiabat of the
convection zone, were chosen and a series of (usually 5)
solar models were constructed. An eigenvalue solution
with a luminosity equal to L,o and radius Ro at an
elapsed time of 4.7 & 10 yr was sought. The initially
assumed values of X and S were iterated until an eigen-
value was obtained. The empirical relations used as
guides in this iterative process were
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determined from observations. Ross and Aller (1976) de-

duced Z/X = 0.0228 for the surface abundances of the

sun. A final step in obtaining the calculated neutrino

fluxes involves a correction for the Z/X value obtained

from the solar model to the Z/X value given by Ross
and Aller. This correction is easily made with the aid of
the derivatives Bing;/Bin(Z/X) which are given in the

next to the last column of Table XI.
All previous papers in this series have used the same

basic procedures and give many of the details necessary
for the calculations (for references, see the caption of
Fig. 4). The crude treatment of the atmosphere used for
the present paper is described in Appendix A and the

procedure used to integrate the nuclear abundance equa-

tions is outlined in Appendix B.

B. Some characteristics of the standard model

We give in Table VII the run of the physical variables
in our standard solar model. The quantities tabulated in-

clude mass fraction, fraction of the solar radius, tem-

perature, density, hydrogen abundance, luminosity frac-
tion, and representative neutrino fluxes. The relation be-
tween density p (in gem ) and temperature T6 (in units
of 10 K), is given approximately by

p = 0.042 T6

for T6 ) 6.
There are a number of characteristics of the standard

model that are of general interest. For example, the frac-
tion of the luminosity that originates in the p-p chain is
0.985; the corresponding fraction for the CNO cycle is
0.015. The gravitational expansion at the present epoch
corresponds to a luminosity fraction of -0.0003. The
convection zone terminates at 2.0)& 10 K, correspond-
ing to a radius of 0.73Ro and a density of 0.15 gcm
With regard to the distribution within the sun, one-half
of the luminosity (or flux of neutrinos from the p-p reac-
tion) is produced within the inner 0.09 M~
(R ( O. IRO); the corresponding number for 95%%uo pro-

duction is 0.35M~(R & 0.2RO ). For the flux of neu-

trinos from B decay, 95% is produced within the inner
0.05 Mo( «0 08 &o ).

The second column of Table VIII gives the total com-
puted neutrino fluxes for each of the important neutrino
sources that are obtained with the standard parameters
of Sec. II. The small differences between the values

given here and those obtained earlier by Bahcall et al.
(1980) are caused mainly by the slightly improved values
for the CNO cross-section factors (see Table III) and the
somewhat lower (by —6%%uo) value for S,7(0) [see the
discussion of the Li(d,p) Li cross section in Sec. II.A.7,
two paragraphs before Eq. (12)] that were used in the
present calculations.

The neutrino energy spectrum that corresponds to the
standard fluxes of Table VIII is shown in Fig. 2.

Table IX presents the computed solar luminosity and
radius as a function of time. The model of the present
sun has a luminosity that has increased by 44%%uo from the

nominal (see below) zero-age model and the effective
temperature has increased by 2%. The zero-age model
in our sequence is homogeneous. Because He and the
CNO elements have their initial values, this model is ac-
tually on a He main sequence (Ulrich, 1971) and has a
lower luminosity than it will have on the normal main
sequence. The model at 0.5 & 10 yr is largely beyond
the initial transient (see Appendix B for a discussion of
the numerical method of calculating the approach to
steady-state abundances). The first row in Table IX
refers to nominal zero-age values obtained by extrapolat-
ing backwards from the model at 0.5 )& 10 yr.

C. The primordial helium and oxygen abundances

The primordial helium abundance, Y, is determined in

our standard models by the requirement that at the age
of the sun the models must have the observed values for
the solar luminosity, mass, radius, surface composition,
and (Z/X). For the model given in Table VII, Y
= 0.250 and the primordial value for (Z/X) = 0.02457.
By constructing a series of solar models with opacity
tables calculated with different values for the primordial
heavy element abundance, we have evaluated the loga-
rithmic derivative of I' with respect to (Z/X). The re-

sult is given in the first row of Table X. Using this
derivative, we obtain a value for the primordial helium

abundance of Y = 0.244 for a model that would have
Ross-Aller value, Z/X = 0.0228, for the primordial
heavy element to hydrogen ratio. The standard model
calculated with the aid of the improved equation of state
discussed by Ulrich (1982) (see also Sec. II.E) yields a
primordial helium abundance of Y = 0.252 for the
Ross-Aller value of Z/X. These results can be com-

pared to the helium to hydrogen abundance ratio of
XH, /XH ——0.095 to 0.11 found by Leckrone (1971) for
hot stars and by Peimbert and Torres-Peimbert (1977)
for the Orion nebula. Using the Ross-Aller value of
Z/X these numbers translate to 0.27 & Y & 0.30.

The sensitivity of the inferred primordial helium abun-
dance to changes in input parameters is given in Table
X, where the logarithmic derivatives of Y with respect to
the assumed solar age, the solar luminosity, and the most
important nuclear parameters are listed. These deriva-
tives were calculated with the aid of a series of standard
solar models.

The last column of Table X gives the fractional uncer-
tainties in the primordial helium abundances of the
standard solar model that result from the recognized un-

certainties in input parameters that were discussed in
Sec. II. The largest listed contribution to the uncertainty
in the inferred helium abundance is caused by the uncer-
tainty in the primordial value of Z/X and is of order a
few percent.

We conclude that standard solar models yield a well

defined value for the primordial helium abundance:

Y = 0.25+ 0.01.

The primordial oxygen abundance that we have as-
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TABLE VIII. Neutrino fluxes for solar models with differing nuclear cross sections. Here EXY=10'~.

Model

Source Standard
S34 ——0.61

keV 1
S34 ——0.30

keV b
S33——5. 1

keV b

p-p

pep
Be

8B

N
15O

6.07E10
1.50E8
4.3E9
5.6E6
5.0E8
4.0E8

6.02E10
1.48E8
4.95E9
6.4E6
4.9E8
4.0E8

6.23E10
1.55E8
2.6E9
3.45E6
5.1E8
4.1E8

6.10E10
1.50E8
4.15E9
5.4E6
5.0E8
4.0E8

P(' F) = 5&&10 cm sec (18)

a value that is about equal to the flux of solar neutrinos

from the decay of B. However, the product of flux

times neutrino absorption cross section for ' F is too
small to give a measurable effect in any of the proposed
experiments. We find, for example, that o (

' F)
= 6.65)&10 " cm for Cl and o (' F)
= 92.4)&10 " cm for 'Ga. (For the procedures used

to obtain these values, see Bahcall, 1978.) The expected

)Olo

sumed for the standard solar model is sufficiently large,

X(16) = 0.00874, that the calculated neutrino flux from
' F is due almost entirely to the reaction ' O (p, y)' F on

primordial oxygen. This result is of interest since the

primordial abundance of heavy elements in the central

region of the sun has been assumed to be inaccessible to
observation although it is of great importance in con-

structing non-standard (so-called low-Z) models of the
sun (see for example, Bahcall and Ulrich, 1971). We

find for the standard solar model

neutrino capture rate from ' F is less than 0.05% for
both the chlorine and gallium experiments.

D. Nonradial p-mode oscillations

The oscillation frequencies of the sun provide an im-

portant way of studying the structure of the sun, in

much the same way as seismology enables us to learn

about the structure of the Earth.
The solar p-mode (five-minute) oscillations have been

observed in sufficient detail to determine both the dom-

inant frequencies and the horizontal wavelengths

(Leighton, 1961; Leighton, Noyes, and Simon, 1962;
Deubner, 1975; Rhodes, Ulrich, and Simon, 1977;
Claverie et a/. , 1979; Deubner, Ulrich, and Rhodes,
1979; Grec, Fossat, and Pomerantz, 1980 and references
contained therein). One important datum that is relevant

to models of the solar interior is that the power in the
five-minute range is resolved into many approximately
equidistant peaks separated by 68 p, Hz. The splitting of
these peaks, which is different for even and odd lines, in-

dicates that global modes of oscillation with spherical
harmonics of order I = 0, 1, 2, and 3 have been identi-
fied. Theoretical interpretations of the five-minute oscil-
lation phenomena have been given by a number of au-

thors (e.g., Ulrich, 1970; Leibacher and Stein, 1971; Iben
and Mahaffy, 1976; Ulrich and Rhodes, 1977; Gough,
1978; Christensen-Dalsgaard and Gough, 1980; and Is-
sak, 1980 and references cited therein).

The separation between the frequencies of adiabatic p-
ioe—

i08
»o

107— 7Be Be

I

I

I

I

l

E (Mev)

pye +p

SB

Time

(10 yr)

Radius
(10' cm)

Luminosity

(10 erg sec ')

TABLE IX. Solar luminosity and radius versus time.

T.
(10 K)

FICr. 2. The energy spectrum of solar neutrinos as predicted

by the standard model. Solid lines: neutrinos from the p-p
chain. Broken lines: neutrinos from the CNO cycle. Fluxes

are in numbers cm sec ' MeV ' for continuum sources and

numbers cm sec ' for line sources.

0.000
0.525

1.575

3.155

4.735

6.07
6.17

6.32

6.60
6.96

2.68
2.81

3.03
3.40
3.86

5.65
5.67

5.71
5.75
5.78
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TABLE X. The dependence of the inferred primordial helium abundance on various parameters.

Logarithmic
derivative

Numerical

value

Estimated contribution

to the fractional

uncertainty: 5Y/Y

0lnY
3 ln(Z/~)

Bln Y

8 ln(Solar age)

Bln Y

8 lnLO

8lnY
8 lnSii

Bln Y

8 lnS33

Bln Y

8 lnS34

—0.30

+ 0.4

+ 0.1

& 0.01

& 0.01

0.03

& 0.01

& 0.01

0.01

& 0.01

& 0.01

modes of low-degree l and high-order n is, for fixed

n and b, 1 = 2 (Vandakurov, 1967; Tassoul, 1980;
Christensen-Dalsgaard and Gough, 1980):

Rdp
Av„I = 2 (19)

where c is the adiabatic sound speed.
The solar models discussed in this paper are rather

crude in the region of the convective zone, which con-

tains only the outer 2%%uo of the solar mass (in twenty

model zones) but which contributes about half of the @-

mode splitting. We have therefore chosen to normalize

our results for the fraction of the p-mode splitting that

originates in various regions of the sun to the observed

splitting of 136.0 III,Hz (Grec et al. , 1980). This normali-

zation avoids the numerical inaccuracies inherent in our

present treatment of the convective zone, but does not
affect significantly the histograms discussed below.

The fractional contribution F to the p-mode splitting
from any radial interval R to R + AR is

f (dR /c)
R

f (dR /c)
(20)

The histogram of the fractional contributions to the
observed p-mode splitting is shown in Fig. 3, which is
taken from Bahcall (1981a), for mass fractions from 0.05

Mo to 10Mo corresponding to radial intervals from
0.08Ro to 1.0Ro. Also shown in Fig. 3 for comparison
are the histogram for the production of neutrinos from
8 decay and the histogram for the generation of the

solar luminosity (which is nearly the same as the histo-

gram for the production of neutrinos from the p-p reac-
tion).

Figure 3 shows that the three observational quantities
that are plotted are primarily determined in different re-

gions. Nearly all of the neutrinos from "8 decay ori-

ginate in the inner 5% of the solar mass. Almost 70%
of the p-mode splitting comes from the outer 10% of the
solar mass. The generation of the solar luminosity, and
the fiux of neutrinos from the proton-proton reaction,
are intermediate in distribution between the p-mode split-
ting and the flux of 8 neutrinos. About 33% of the
solar luminosity is produced in the inner 0.05Mo from
which the neutrinos from 8 decay also originate, but a
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FIG. 3. Histogram of the fractional contributions to the p-

mode splitting, the flux of neutrinos from 8 decay, and the

Aux of neutrinos from the p-p reaction. Here M(r)/M is the

fraction of the solar mass interior to the point r. This figure is

taken from the earlier discussion of Bahcall (1981a).
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majority of the nuclear energy is produced in the inter-

mediate region between 0.05MO and 0.4MO.
The fractional decomposition shown in Fig. 3 is essen-

tially independent of any plausible changes in nuclear
cross sections. We have established this conclusion by
deriving a model for the present-day sun using nuclear

physics parameters that were all changed simultaneously

to their 3o limits (see Sec. II), each in the direction to
reduce the flux of B neutrinos (see Sec. IV.A for a list

of the parameters used). For all three of the quantities

shown in Fig. 3, the height of the histograms are the
same to within +0.01 for the standard model and the
one calculated with the extreme nuclear physics parame-
ters.

The difference in the interior contribution,
0 ( R & 0.9RO, between the values calculated for the

splitting fraction I' using the standard nuclear physics
parameters and using the extreme nuclear physics
parameters is about one percent, with the extreme model

having the slightly larger interior contribution.

IV. UNCERTAINTIES IN THE CALCULATED

NEUTRINO FLUXES

In this section we summarize the changes in calculated
neutrino fluxes that result from small fractional changes
in the important parameters that were discussed in Sec.
II. We have evaluated the partial derivatives of the indi-

vidual neutrino fluxes with respect to each of the param-
eters using standard solar models that were constructed
with all but one (the quantity of interest) of the input
parameters held fixed at their best-estimate values. The
tabulated partial derivatives were calculated from the fol-

lowing relation:

8 in/ ln(4'i/0z)

BlnP ln(PI/Pq)
(21)

where P~ and P~ were, respectively, the standard values

of the neutrino flux and the parameter and P2, P2 were

neighboring values [typically (PI P2)/PI —+ 0.1]. —
Comparisons are made with earlier determinations of

the partial derivatives in order to show that the comput-
ed fractional changes do not depend very strongly on the
adopted standard model.

We have evaluated also neutrino fluxes from solar
models constructed with values for the He(a, y) Be reac-

tion rate that differ by a factor of 2, in order to evaluate
the possible importance of a large deviation from the
currently accepted cross-section factor for this reaction.

A. Effects of uncertainties in nuclear parameters

The partial derivatives of the individual neutrino
Auxes with respect to the low-energy cross-section fac-
tor s SI I S33 S34 and SI ~4 are given in columns two
through five of Table XI (see Sec. II.A for a discussion
of these parameters). Fractional changes in cross-section
factors that were typically of order 10% were used for
the numerical calculations of the tabulated partial
derivatives. We have not listed the calculated derivatives
with respect to SI7, since the rarity of this reaction
guarantees that the only derivative that is numerically
significant is Bing( B)/8lnSI7 —1,00.

The results given in Table XI generally agree well with
the values of partial derivatives that have been published
from time to time in the various articles cited in the first
part of Sec. II. The dominant dependences are in excel-
lent agreement (differences of ( 0. 1 in logarithmic
derivatives) with the values from Eq. (8) of Bahcall, Bah-
call, and Ulrich (1969), which has been the most often
used guide over the past decade to the sensitivities of
solar neutrino fluxes.

The partial derivatives with respect to SI~4, the cross
section factor for the reaction '"N(p, y)' Q, are given
here for the first time, so far as we know.

We have verified that large changes in nuclear cross-
section factors may be described reasonably accurately by
the logarithmic derivatives given in Table XI. We have
established this conclusion by calculating the eigenvalue
neutrino fluxes when 30. changes were made in nuclear
cross-section factors. The results are shown in columns
three through five of Table VIII. The reader may easily
check that the fractional derivatives calculated for the
large changes considered in Table VIII are in good agree-
ment with the differential results of Table XI. The
reason for this simple behavior is that the dependences
of the most important neutrino fluxes on cross-section
factors are basically power laws in the region of interest,
as may be seen easily by writing out the form of the
dependence of each flux on cross-section factors.

The fluxes given in the fourth column of Table VIII
were obtained using the Munster value (Krawinkel et al.

TABLE XI. Some calculated partial derivatives of neutrino fluxes.

Source
8 1ng;

8 lnS)I

8 in/;

8 lnS33

8 1ng;

lnS34

a lny,

8 lnS~I4

8 1ng;

lnL 0

8 1ng;

9 ln(Z/X)

Olney;

8 ln(Age)

P-P

Be
8B

13N

15~

+ 0.1

—1.0
—2.7
—2.4
—2.9

—0.44
—0.42
—0.03

0.01

—0.06

0.87
0.83

—0.10
—0.03

—0.02

& 0.01
& 0.01

0.85

1.00

3.5
7.2
5.8
6.8

—0.06

0.68
1.43
1.90
2.27

—0.05

0.60
1.26
1.67
2.00

—0.07

1.1
1.4
1.15

1.45
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1982), for S3&(0) = 0.30 keVb.
The tabulated partial derivatives can be used to obtain

reasonably accurate estimates of the changes in the

predicted neutrino fluxes even when all the nuclear phys-

ics parameters are simultaneously changed by large fac-
tors. We show in column two of Table XII the neutrino

fluxes obtained with a solar model in which S», S33,
S34 and S

& 7 were all changed by amounts equal to their
estimated 3a limits (see Sec. II) in a direction that de-

creases the flux of 8 neutrinos, i.e., S~& ——4.23 ~ 10
MeV b, S33 —5.5 MeV b, S34 —0.37 keV b, and

S~7 ——0.019 keVb. In column three, we give the neutri-

no fluxes calculated with the aid of Eq. (21) and the par-
tial derivatives listed in Table XI. The agreement is ex-

cellent; in all cases the fluxes calculated by the two
methods agree to better than or of order 8%.

B. Effects of uncertainties in the solar constant

ferent total values of Z but with fixed (Ross-Aller) rela-

tive abundances.

The logarithmic derivative of each neutrino flux was

determined by evolving a series of solar models with dif-
ferent values of Z; for each value of Z, the model for the
present sun was required to have the observed solar
luminosity and radius.

The values for the logarithmic derivatives with respect
to Z are shown in the seventh column of Table XI. The
derivatives with respect to Z that are shown in Table XI
agree in all cases with the previously determined values

given by Bahcall and Ulrich (1971) to within an accuracy
of 15%.

The iterations of the solar models are performed with
respect to Z/X (see Sec. III.A) since this is the quantity
that is determined by observations. Logarithmic deriva-
tives of the individual fluxes with respect to Z/4 are
given in the next to last column of Table XI.

The sixth column of Table XI contains the logarith-

mic partial derivatives of the neutrino fluxes with respect

to the solar luminosity. These derivatives are useful in

making small corrections to the fluxes calculated from

solar models that do not have the precise solar luminosi-

ty, as well as for estimating the effect of uncertainties in

the solar constant on the calculated fluxes.
The partial derivatives given here are similar to the re-

sults obtained by Bahcall, Bahcall and Ulrich (1969) with

a rather different standard solar model. The derivatives

calculated here for the pep, Be, and 8 fluxes agree with

those determined earlier to better than 5%. The differ-

ence between old and new values is of order 20% for the
' N flux, which was assumed equal to the ' 0 flux in the
1969 models.

C. Effects of uncertainties in the total heavy
element abundance

We have evaluated the sensitivity of the solar neutrino
Quxes to the assumed total heavy element mass abun-

dance Z, using specially prepared opacity tables. For
this purpose, special opacity tables were calculated from
the Los Alamos Astrophysical Opacity Library for dif-

D. Effects of uncertainties in the individual

heavy elements

Special opacity tables were calculated from the Los
Alamos Astrophysical Opacity Library in which the
abundances of carbon, nitrogen, oxygen, neon, magnesi-
um, and iron were varied one at a time. A conventional
series of standard solar models was constructed for each
composition. The results permitted us to determine the
sensitivity matrix A,&, where

Bing;
(22)

is the logarithmic derivative of the ith flux with respect
to the abundance of the jth element. The derivatives
computed for the flux of neutrinos from the decay of 8
are close to the values given previously by Lubow et al.
(1979).

The calculated values of A,
&

are given in Table XIII
for carbon, oxygen, neon, magnesium and iron. The cal-
culated flux of neutrinos from B decay depends most
sensitively upon the assumed oxygen and iron abun-
dances. The absolute values of the sensitivity matrix for
the row pertaining to the proton-proton flux (and the pep

TABLE XII. Simultaneous 3u changes in S» S33 S34 and S~7. The calculated neutrino fluxes
~ere obtained for S~~

——4.23X10 " MeVb, S33=5.5 Me&b S34=0.37 keVb and S17—0.019
keV b.

Source Solar model

Neutrino flux I', cm sec ')
Partial derivatives

{see Table XI)
Fractional difference

(in %)

P-P

pep
Be
SB

13N

15~

6.25E10
1.51E08
2.72E09
2.05E06
3.75E08
2.80E08

6.27E10
1.55E08
2.52E09
2.22E06
3.61E08
2.64E08

0.5
3

7

8

6
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TABLE XIII. Calculated dependence of fluxes on individual

heavy elements.

Source
8 1ng;

aim,
0 Fe

P-P
Be

8B

'N
15~

—0.008
0.019
0.054
0.824
0.800

—0.006
0.153
0.312
0.219
0.312

—0.001
0.018
0.033
0.020
0.031

—0.006
0.061
0.116
0.061
0.103

—0.014
0.167
0.412
0.275
0.354

flux, not given) are all small, less than or of order 1%.
The sensitivity to abundance changes in silicon and sul-

fur was not calculated. However, we expect, on the basis

of general trends, that these two elements would yield

partial derivatives of the same order as carbon and neon.

E. Opacities

TABLE XIV. Neutrino fluxes calculated with Los Alamos
and Livermore opacity codes for the standard model parame-
ters of Bahcall et al. (1980).

Source
Los Alamos opacity Livermore opacity

(flux unit: 10' cm sec ')

The uncertainties that arise from calculated opacity
values can be estimated by evaluating the neutrino fluxes

for evolved solar models constructed with opacities from

independent codes, holding all the other parameters con-

stant. In Table XIV we give the individual neutrino

fluxes that were obtained using both the Los Alamos As-

trophysical Opacity Library and the Livermore opacity
code (see Table VI for a direct comparison of the opaci-

ties), with the standard parameter values used in Bahcall

et al. (1980) (which are similar to those adopted in this

paper).
The computed fluxes from the p-p, pep, Be, and ' N

reactions agree to better than 10%. The calculated

fluxes from B decay differ by about 16% and the fluxes

from ' O decay differ by about 11%.
The two opacity codes used in obtaining the fluxes

given in Table XIV were written independently of each

other; they also use different numerical and atomic-

physics approximations. One is based on a combination

of the explicit ion model (detailed configuration account-

ing) and a mean ion screening constant model, while the
other code is based on a mean ion relativistic Hartree-

Fock-Slater model. We believe that the spread of values

given in Table XIV is indicative of the total plausible
range of fluxes that can be obtained by using different
state-of-the-art opacity codes with a fixed composition.

F. The equation of state

The neutrino fluxes calculated using the conventional
and the improved equations of state that were described
in Sec. II.E differ by less than or order of 1% for ail the
neutrino sources considered except for ' O, for which

the difference amounts to 1.5%%uo. We conclude that
recognized uncertainties in the equation of state are
unimportant for predicting the solar neutrino fluxes.

G. The solar age

The logarithmic partial derivatives of the individual
neutrino fluxes with respect to the assumed age of the
sun are tabulated in the last column of Table XI. The
uncertainties calculated from these derivatives are not

important for our purposes if the age of the sun is
known to + 0.2 0& 10 yr (cf. Sec. II.E).

The results given here are in reasonable agreement
with, but are more accurate than, the dependence upon
age calculated by Bahcall and Shaviv (1968) and Bahcall,
Bahcall, and Ulrich (1969).

V. CAPTURE RATES FOR INDIVIDUAL

NEUTRINO DETECTORS

A. General procedure

A number of possible detectors of solar neutrinos are
being investigated actively with the goal of performing
additional experiments. In this section we present the
calculated 3o. uncertainties in the predicted capture rate,
as well as a best-estimate rate, for each of the detectors
for which we know about current experimental studies.

Our procedure is to combine incoherently the uncer-
tainties that we estimate to exist in the predicted capture
rates due to each of the factors discussed in Sec. II: indi-

vidual nuclear rates, the solar constant, the primordial
chemical composition, the solar radiative opacity, the
equation of state, and the solar age, as well as the neutri-
no absorption cross sections. Let each of the solar neu-

trino fluxes be denoted by P; (e.g., p-p or B neutrinos)
and let each of the parameters be denoted by XJ (e.g.,
S», Lo, or Z). Then we calculate a total incoherent un-

certainty in the predicted rate, 5R, by the relation

PP
P~P
Be

SB

13N

15()

6.1

0.015
0.41
0.000 585
0.046
0.037

6.1

0.016
0.38

0.000 50
0.043
0.033

r

g(P o )[(1+dX /X. ) " —lj
j i

Bing;

8 lngj

,

2 1/2

(23a)

(23b)
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Here dXJ-/XJ- is the fractional uncertainty in any parame-

ter XJ, and P;o; is the capture rate expected from neutri-

no flux P;. The neutrino fluxes, P;, are those calculated

with the standard solar model and given in the second

column of Table VIII. The neutrino absorption cross sec-

tions o; are taken from Bahcall (1978), except as noted

otherwise. The best-estimate rate is R—:g,.P;o;. We

use in these numerical estimates the fractional uncertain-

ties, dXJ/XJ. , determined in Sec. II and the logarithmic

derivatives of fluxes with respect to parameters that are

given in Tables XI—XIV. For our purposes, it is a suf-

ficient numerical approximation to assume that the loga-

rithmic derivatives with respect to the pep flux are the

same as the logarithmic derivatives of the p-p flux.
%'e estimate equivalent 3o. uncertainties based upon

published data and calculations. Of necessity, we com-

bine, via Eq. (23), uncertainties that result from measure-

ment errors and those that result from calculational

inadequacies. Judgment is required at all stages in this

process; our particular choices are defined by the discus-

sion in Sec. II. We use throughout this section the value
and the uncertainty for the cross section factor for the
He- He reaction that is given in Eq. (8), although we

note, where important, the results implied by the Mun-
ster value (see Krawinkel et al. 1982; Sec. II.A.S of this

paper, and the next to last column of Table VIII). For
stellar opacities the fractional uncertainties in fluxes,
b,P; /P;, are obtained from Table XIV by setting b,P;
equal to one-half the difference in fluxes computed with
the Los Alamos and Livermore opacities. The contribu-
tion to the total uncertainty represented by Eq. (23) that
comes from the stellar opacity is g,.hP;o;.

The total fractional uncertainty in indiuidual neutrino

fluxes can be computed from the following expression:

2 I /2

(dXJ /XJ ) . (24)
8 lnXJ

The fractional uncertainties have been calculated using

the logarithmic derivatives and fractional uncertainties in

parameters described above and in Sec. II. Note that ex-

pressions (23) and (24) for the uncertainty in the total

rate and in the individual fluxes are not proportional to
each other when more than one neutrino flux contributes

significantly to the expected capture rate.
Table XV lists the computed overall (effective 3cr) un-

certainties in the individual neutrino fluxes that result

from uncertainties in nuclear reaction rates, the solar

constant, assumed primordial heavy element abundances,

and stellar opacity. The fluxes of neutrinos from the de-

cay of B, ' N, and ' O are all uncertain by about 50~o.
The fractional uncertainty is 52% for the important flux
of neutrinos from B decay, with comparable uncertain-

ties contributed by the cross section factors for the p-p,
He- He, and p- Be reactions. The reaction that pro-

duces 8 depends upon a number of imperfectly known

parameters and, since the production reaction is rare (see

Table I), there is no independent constraint on the neutri-

no flux from the optically observed characteristics of the
sun. For the neutrino fluxes from ' N and ' O decays,

TABLE XV. Total uncertainties in predicted neutrino Auxes
from nuclear reaction rates, the solar constant, heavy element
abundances, and the stellar density.

Neutrino source
Fractional uncertainty

(3a. errors)

Be
8B

13N

15O

0.02
0.29
O.S2

0.5
0.55

the largest contribution to the uncertainties is from the
cross section factor for the p-' N reaction.

The neutrinos from the proton-proton (and pep) reac-
tions have the smallest calculated fractional uncertainty,
2%. This uncertainty is so small because the flux of p-p
neutrinos is determined to a large extent by the measured
solar constant and the fact that the He- He reaction oc-
curs much more frequently in the solar interior than the
He- He reaction.

General discussions of the experimental and theoretical
possibilities for the detectors considered below are given
in the Proceedings of the Brookhauen Informal Confer
ence on the Status and Future of Solar Neutrino Research
(BNL 50879), in Bahcall (1978, 1979), and in Cleveland,
Davis, and Rowley (1980).

B. 7Li

QQ;o; = 46.3SNU(1+0. 30), (25)

where 46.3SNU is the value obtained with the neutrino
fluxes calculated with the aid of the standard solar
model and the effective 3o error is + 14.1 SNU. If the
Munster value for S34 (Krawinkel et al. 1982) is used in-

stead of the Caltech value (see discussion in Sec. II.A.5),
then the rate predicted by the standard model is 37.2
SNU (1+0.28).

The neutrino absorption cross sections used in the
present calculation are given in Table XVII. The cross
sections tabulated here differ somewhat from those given

by Bahcall (1978), since the experimental ft value for the
Be decay to the 1/2 excited state of Li was changed

The first row of Table XVI gives the calculated uncer-
tainties in the predicted rate for solar neutrino capture
by Li from the specified uncertainties in the rate of the
proton-proton reaction, the He- He reaction, the He-
He reaction, the p- Be reaction, the heavy element abun-

dance, and the solar opacity. Comparable uncertainties,
all of order 4—6 SNU's, result from our imperfect
knowledge of S», S3&, SI7, S~~4, and Z; the other es-

timated uncertainties are relatively unimportant. The to-
tal estimated uncertainty is + 14 SNU.

The predicted capture rate for solar neutrinos incident
on a Li target is
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TABLE XVI. Uncertainties in predicted capture rates due to different parameters.

Uncertainty from

parameter

Detector indicated
&(p-p)

(SNU)

5( He- He)

(SNU)

6{ He- He)

(SNU)

5(p- Be)
(SNU)

5Z
{SNU)

60paclty
(SNU)

6Total

(SNU)

Li
37Cl

'Ga

'Br

7.1

1.4
3.5

1.5
0.4
1.6

0.8

5.6
1.65

6.3

3.1

7.1

2.1

0.6

0.8

6.3
1.0
3.2

1.6

1.9
0.5
1.3

0.7

14

3 3'

+ 12.5"
—8.7

4.3'

' Includes 10% uncertainty in absorption cross sections for '8 neutrinos (see Bahca)l, 1978).
Includes maximum likely contribution of 9 SNU from neutrino absorption to excited states {see Bahcall, 1978 and the text of this

paper).
Does not include uncertainty due to neutrino cross sections, which are taken from Bahcall (1981b).

37Cl

The uncertainties in the predicted capture rate for a
Cl detector are shown in the second row of Table XVI.

The predicted capture rate is

gP;o.; = 7.6SNU(1+ 0.43). (26)

TABLE XVII. Neutrino absorption cross sections for Li.

Neutrino source
Cross section

10-4' cm'

incorrectly in the 1978 paper by multiplication with a
statistical weight factor of one-half. The appropriate

weighting factor was used earlier by Bahcall (1964, 1969)
and by Domogatsky (1969). The capture rate given in

Eq. (25) is 11% higher than would have been obtained

with the incorrect cross sections.
Neutrinos from 8 decay make the largest single con-

tribution, 45%, to the counting rate expected on the

basis of the standard solar model. Of the 30%%uo overall

uncertainty shown in Eq. (25), the greatest part, about

20%%uo, is also from the flux of B neutrinos; the quantities

considered in Sec. II result in a total uncertainty due to
neutrinos from 8 decay of 10.3 SNU. However, the re-

sults of the Cl experiment (Davis, 1978) suggest that
the calculated flux of neutrinos from 8 decay is overes-

timated by a factor of almost four (see Sec. V.C below).

The possibility of using a Li detector for observing

solar neutrinos has been discussed by, among others,
Bahcall (1964b; 1969b), Kuzmin and Zatsepin (1966),
Pomanski (1966), Davis (1969), and Rowley (1974; 1978).

QP;o.; = 4.95 SNU(1+ 0.42). (27)

The estimated uncertainty in the flux of neutrinos from
B decay dominates the error indicated in Eq. (26). The
uncertainty associated with the flux of neutrinos from 8
decay accounts for 3.1 SNU out of a total of 3.3 SNU,
about 94% of the total estimated uncertainty in the
predicted rate.

The dependence of the predicted capture rate on indi-

vidual parameters is given rather accurately by Eq. (8) of
Bahcall, Bahcall, and Ulrich (1969), as may be shown by
comparison of the values obtained with the formula de-

rived in 1969 and the most recent values computed with

the aid of the detailed results given in Tables VIII and
XI—XIV.

The quantities that cause the largest uncertainties in
the predicted capture rate are: SI7 (2.1 SNU), S34 (1.7
SNU), SI, (1.4 SNU), and Z (1.0 SNU).

The Cl experiment is primarily sensitive to neutrinos

from 8 decay. Approximately 80%%uo of the predicted to-
tal capture rate is from these rare relatively high-energy
neutrinos. The experimental results of Davis (1978) can
be used to set an upper limit on the flux of neutrinos
from B decay: p( B) & 2 X 10 cm 2 sec '. This

upper limit is almost a factor of 4 less than the flux
predicted by the standard model.

The capture rate given in Eq. (26) was computed using

the value, and the estimated uncertainty, for the He- He
cross-section factor given in Eq. (8), which is consistent
with the recent Caltech measurements (see Osborne et al.
1981). If we use instead the Munster value (see
Krawinkel et al. 1982 and Sec. II.A.5 of this paper) with

the large error quoted in Eq. (8) [i.e.,
S34(0) = 0.30 +0. 1 5 keV b], we find (again quoting effec-
tive 3o errors):

pp
p~p

Be
8B

13N

150

0
646

9.5
3.7~ 10'

41.7
242

The estimated uncertainty in the flux of neutrinos from
the decay of 8 also dominates the error estimate in Eq.
(27), accounting for 1.9 SNU out of a total of 2.1 SNU.

The Cl experiment and its results have been
described by Davis in a number of publications including
Davis (1964; 1969; 1978), Davis and Harmer (1968),
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Davis et al. . (1972), and Cleveland, Davis, and Rowley

(198()). Theoretical discussions of this experiment are

given in the references cited in the caption to Fig. 4 and

in the many references contained therein.

D. "Ga

The uncertainties in the predicted capture rate for
'Ga are given in the third row of Table XVI. We find

gP;o; = 106.4SNU(1+oos). (28)

The predicted capture rate for Ga is ( 0.1 SNU.
In calculating the rate given in Eq. (28), we have made

use of the relatively recently measured lifetime for 'Ge
of 11.41+ 0.06 d (Hampel, 1981b). Bahcall (1978) used

a lifetime of 11.81 d to calculate the neutrino absorption
cross sections for 'Ga. Hence we have multiplied all of
his cross sections for 'Ga by a factor of 1.03S.

The largest single uncertainty included in the error es-

timate of + 12.5 SNU shown in Table XVI is from pos-

sible transitions to excited states in 'Ge. The estimates

of total uncertainty in Table XVI and in Eq. (28) are not

symmetric because transitions to excited states of 'Ge

can only increase the capture rate relative to what is cal-

culated considering only transitions to ground states.

The relevant excited states are: 5/2 (at 0.175 MeV ex-

citation), 3/2 (at 0.50 MeV), and 3/2 (at 0.71 MeV).

We have followed the prescription of Bahcall (1978) in

estimating the maximum likely contribution of transi-

tions to these states. The correction factors Qo given in

Table VIII of Bahcall (1978) were used to obtain a max-

imum possible increase in the cross section above the

rate that is calculated by considering only ground state

transitions. We find in this way a maximum contribu-

tion from transitions to excited states of 'Ge of 9 SNU.
The strengths of the transitions to the three excited

states of 'Ge discussed above could be estimated by

measuring the forward differential scattering cross sec-

tion for the reaction 'Ga(p, n) 'Ge at moderate energies

() 100 MeV). Determination of the cross section to the

ground state of 'Ge and to the three relevant excited

states should permit the independent estimation of nor-

malized absolute values for the p-decay matrix elements.

The (p, n) cross sections should yield reasonably accurate

values for the relevant matrix elements (see Goodman

et al. 1980). The method could be tested further by

comparing the (p, n) cross sections for nuclei in the same

mass range with related transitions (see Bahcall, 1978,
for a list of the relevant target nuclei) with the known

p-decay rates of the nuclei.

The proposed calibration of the Ga detector with the

aid of a 'Cr source could also be useful in determining,
or setting a limit on, the contributions from excited
states. The maximum correction factors Qo used above

correspond (cf. Bahcall, 1978) to an increase of the aver-

age cross section for neutrinos from 'Cr by 15%, from
51.9 & 10 cm to 59.5 & 10 cm .

The sources of uncertainty discussed in Sec. II lead to

Most of the difference between the rates given in Eqs.
(28) and (29) is from neutrinos produced by electron cap-
ture on Be.

The 'Ga experiment was suggested by Kuzmin (1966).
Various aspects of this experiment have been discussed

by, among others, Pomanski (1965), Kuzmin and Zatse-

pin (1966), Dostrovsky (1978), Bahcall et al. (1978), Bah-
call (1978), Cleveland, Davis, and Rowley (1980), and
Hampel (1981a).

The known uncertainties in the predicted capture rate
for a 'Br target are given in the last row of Table XVI.
The total estimated uncertainty, not including uncertain-

ties in neutrino absorption cross sections, is 4.3 SNU,
which is composed of comparable contributions from the
rate of the p-p reaction, the rate of the He- He reaction,
and the primordial solar composition.

The predicted capture rate for a 'Br detector is

gP;o.; = 16.6SNU(1+0.26), (30)

where we have used the neutrino absorption cross sec-
tions given for 'Br (and Br) by Bahcall (1981b), which

take account of the measurement of the metastable life-

an uncertainty of 8.7 SNU in the predicted capture rate.
The largest contributor to this uncertainty is the cross-
section factor for the He(a, y) Be reaction, which causes
a 6 SNU uncertainty.

About 90% of the 8.7 SNU error estimated apart
from the neutrino cross sections is caused by uncertain-

ties in the predicted rate of the flux of Be neutrinos.

Unlike the Li and Cl experiments, the flux of neutri-

nos from the decay of B contributes only a small inac-

curacy (&1 SNU) to this error. The standard model

gives a predicted rate due to neutrinos from B decay of
only 1.7 SNU (less than 2% of the total expected rate
for this detector).

The flux of neutrinos from the basic proton-proton re-

action contributes 67 SNU out of the predicted total of
106.4 SNU and might have been expected to affect signi-

ficantly the estimated uncertainty in the total predicted
capture rate. However, the calculated flux of neutrinos
from this reaction is constrained by the requirement that
the solar constant computed from the standard solar
model be equal to the observed solar constant, which is
known very accurately (see Sec. II.B). Since the flux of
neutrinos from the proton-proton reaction is determined
essentially by the observed solar photon luminosity (see
Tables VIII, and XI—XIV), we find that p-p neutrinos
contribute most (63%) of the expected counting rate in a
gallium experiment, but very little (-2%%uo) of the total es-

timated uncertainty.
If we use the Munster value for the cross section fac-

tor for the He- He reaction (see Krawinkel et al. 1982,
and Sec. II.A.5 of this paper), we obtain

Xy.~, = 96.7SNU (1+o".o's').
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The proposed experiment with " In (Raghavan 1976,
1978, 1981) involves measuring the energy of each elec-

tron produced by neutrino capture. The determination

of the energy spectrum of the electrons, which reflects

the energy spectrum of the neutrinos, would in principle

make possible a separation of the different neutrino con-

tributors to the total counting rate. Neutrinos from the

proton-proton reaction contribute 81% of the predicted

total capture rate and neutrinos from electron capture by

Be contribute 19%. The astrophysical uncertainties in

the production rate from these two sources should be

considered independently, since the electron spectra re-

sulting from these reactions are to be measured separate-

ly.
We find, not including uncertainties in the neutrino

absorption cross sections,

P(p —p}o("In) = 532SNU(1+0. 02), (32)

P( Be)o(" In) = 125SNU(1+ 0.29). (33)

If the Munster value for S34 is used instead of the Cal-

tech value, then the right-hand side of Eq. (32) must be
increased by 3% and the right-hand side of Eq. (33)
multiplied by 0.61 (see Table VIII).

The additional uncertainties from the neutrino absorp-

tion cross sections are difficult to estimate reliably (see

Bahcall, 1978). However, improved estimates of the neu-

trino cross sections could be obtained with the aid of
measurements of (p, n } cross sections in the forward

direction (see Goodman et al. , 1980) on " In leading to
excited states of " Sn at excitation energies of 0.61 MeV

time by Bennett et al. (1980; see also Haxton, 1981).
The uncertainties in the neutrino absorption cross sec-

tions are difficult to evaluate with the available experi-

mental data, but may be determinable by using a 'Cr
source (Bahcall, 1982) or by measuring (p, n) forward

scattering cross sections at moderately high energies (cf.
Goodman et al. , 1980). The largest fraction of the

predicted rate, 10.6 SNU or 64%, is expected to arise
from the Be electron capture reaction.

If the Munster value for S34 (Krawinkel et a/. , 1982)
is used instead of the Caltech value (see discussion in

Sec. II.A.5), then the rate predicted by the standard

model is 11.6 SNU (1+0.25).
For Br, there is also a small capture rate of neutrinos

from B decay (Bahcall, 1981b). This rate is

P( B)o( Br) = 1.1SNU(1+0.5). (31)

If the Munster value for S34 is used instead of the Cal-

tech value, then the right hand side of Eq. (31) must be

multiplied by 0.63.
In addition to the references cited above, the 'Br ex-

periment has been discussed by, among others, Scott
(1976, 1978), Hampel (1976), Rowley et al. (1980), and

Hurst et al. (1980).

and 1.25 MeV. (For pep, B, '
N, and '50 neutrinos, the

excited states at 1.62 MeV and 1.84 MeV could also be
important. ) The capture rates given in Eqs. (32) and (33)
include transitions to only the 7/2+ state at 0.61 MeV.

G. v, —e scattering, v, absorption on 'H,
9'Mo, and 9'Mo

The experiments that have been proposed to use either
electron-neutrino scattering or neutrino absorption by
deuterium to detect solar neutrinos are sensitive only to
neutrinos from 8 decay because the systems were
designed to detect electrons that are scattered or pro-
duced above a threshold energy (usually chosen to be
somewhere between 6 and 10 MeV) in order to limit the
background. The predicted event rate depends sensitive-

ly on the threshold energy for electron detection. Hence
we only quote for these experiments a fractional uncer-
tainty in the predicted rate, 5R/R, where (see Table
XV):

5R ( B)/R ( B) = + 0.52. (34)

Either an electron-neutrino scattering experiment or a
deuterium neutrino absorption experiment could give in-

formation about solar neutrinos from B decay that is

inaccessible from the Cl or 'Ga experiments. The Cl
experiment can be used to set an upper limit of 2 X 10
solar neutrinos cm sec ' from 8 decay, but one can-

not say how much of the observed counting rate is

caused by neutrinos from B decay. The 'Ga experi-

ment is insensitive to the flux of neutrinos from B de-

cay (see Table XVIII). A measurement, or an upper lim-

it, on the flux of neutrinos from B decay below 2 && 106

cm sec ' would provide independent and astrophysi-

cally important information (see Bahcall, 1978) on the

rate at which the rare p- Be reaction occurs in the solar

interior.
The absorption by Mo (and Mo) of solar neutrinos

would produce trace amounts of Tc in deeply buried

molybdenum ores and would yield information on the

average neutrino flux from the decay of B over the past
several million years (see Cowan and Haxton, 1982).
The results obtained from a Mo-Tc solar neutrino experi-

ment would be complementary to, and independent of,
results derived from measurements of the contemporary
flux of neutrinos from B decay. One cannot calculate

accurately, with the available experimental information,
the neutrino absorption cross sections to the various ex-

cited states of importance (cf. Cowan and Haxton, 1982).
Hence we can only quote again the fractional uncertainty
in the predicted rate, given in Eq. (34), that is indepen-

dent of the (larger in this case) uncertainties from the
neutrino absorption cross sections.

Some information about the flux of Be neutrinos may
be obtained by studying the production of Tc in dee-

ply buried molybdenum ores. The neutrino absorption
cross sections for this process are also uncertain so we
can only give the fractional uncertainty (see Table XV)
in the flux of neutrinos from electron capture on Be:

Rev. Mod. Phys. , Vol. 54, No. 3, July 1982



792 Bahcall et ai. : Solar neutrinos

TABI.E XVIII. The expected capture rates for the standard solar model. All capture rates are given in units of 1 SNU.

Source

target pep 8B 13N 15O
g(q»)
Total

2H8

7Lib

37C]8

71+a'
79Brc

81Brc

115Ina

0
0
0

67.2
0
0

532

0.0
9.7
0.23

2.4
0
1.2
9.6

0
4.1

1.02
28.5
0

10.6
125

6.7
20.7

6.05
1.7
1.1
2.2
5.0

0
2.1

0.08
2.7
0
1.0

12.5

0.0
9.7
0.26
3.8
0.0
1.6

16

6.7
46.3

7.6
106

1.1
16.6

700

' Neutrino absorption cross sections from Bahcall (1978, 1979).
b Neutrino absorption cross sections from Table XVII.
' Neutrino absorption cross sections from Bahcall (1981b); see also Haxton (1982) and Bennett et al. (1981).

M( Be)/R( Be) = +0.29. (35)

Qne might hope that the ratio of neutrinos from B
decay to neutrinos from electron capture on Be would

be much better determined than either of the Auxes in-

dependently. Unfortunately, this is not the case since the
main contributor to the uncertainty in the ratio, I', of the

fluxes is the cross section factor for the reaction p
Be, which affects only P( B) and not P( Be). We

find

5I' = +0.39, (36)

where I' —= P( B)/P( Be) .
Recent discussions of electron-neutrino scattering ex-

periments have been given by Chen (1978) and Lande

(1978). The use of deuterium as a detector of solar neu-

trinos has been discussed by Fainberg (1978). Cowan

and Haxton (1982) have proposed using Tc isotopes pro-

duced by solar neutrino absorption in molybdenum ores

to study the Auxes of neutrinos from B decay and from

electron capture by Be.

VI. DISCUSSION AND CONCLUSIONS

We have determined limits within which the neutrino

capture rates lie—provided that the flux of electron neu-

trinos from the sun is not diminished in transit and pro-

vided that there has not been a serious error in a mea-

surement of an important experimental quantity nor a

mistake in a theoretical calculation. We have also pro-

vided best estimates for a number of solar characteristics
of general interest.

We summarize here the most important results and

conclusions.

(1) Best estimates and effective 3o uncertainties are

given in Sec. II for all of the input parameters that af-

fect in a significant way the prediction of solar neutrino

capture rates. Qpacities used in the present and previous
calculations are compared in Tables V and VI.

The quantities that cause the largest recognized uncer-

tainties are: the neutron lifetime, the low-energy nuclear

cross sections for the He —He, 'H + Be, and 'H +
' N reactions, the photospheric (or primordial) oxygen
abundance, the solar radiative opacity, and, for some tar-

gets, neutrino absorption matrix elements to specified ex-

cited states. The Caltech and Munster experiments to
determine the low-energy cross-section factor for the
He —He reaction are inconsistent with each other. For

definiteness, we have adopted the Caltech value for our
standard calculations, but we quote also the results ob-

tained using the Munster value whenever the difference
is important.

(2) The characteristics of a standard solar model are
described in Sec. III. These include calculated results for
the detailed run of the physical variables (Table VII), the
solar neutrino fluxes (Table VIII and Fig. 2), and the
luminosity history of the sun (Table IX). The calcula-
tional procedures are also discussed in this section and in

the appendices.

(3) The primordial helium abundance implied by the
standard solar model is Y= 0.25+0.01 (see Table X
and Sec. III.C). This value is in good agreement with

the primordial helium abundance inferred from the
standard Big Bang cosmology (see Peebles, 1971). The
assumed primordial oxygen abundance gives rise to a
neutrino flux from the decay of ' F that is comparable
in numbers [see Eq. (18)] to the flux of neutrinos from

the decay of B. However, the lower-energy neutrinos

from ' F decay (with EMAx
——1.7 MeV) would not be

detectable in any of the proposed solar neutrino experi-
ments.

(4) Different regions of the sun make the dominant

contribution to the following three observational quanti-
ties: (1) the 136 pHz splitting of the p-mode oscilla-

tions; (2) the solar luminosity (and the flux of p-p neu-

trinos); and (3) the flux of neutrinos from B decay.
This situation is illustrated in Fig. 3 (from Bahcall,
1981a) and Sec. III.C. We conclude that these three

quantities are complementary in what they can reveal

about the solar interior. In the future, standard solar
models must, in order to be considered correct, be in

agreement with aH of the following: measurements of
the solar luminosity, radius, neutrino capture rates, and
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normal modes of oscillation. The interrelationship be-

tween the solar neutrino problem and the spectrum of @-

mode oscillations is illustrated by the discussion of low-

Z models given by Christensen-Dalsgaard, Gough, and

Morgan (1979).
(5) Partial derivatives of each of the neutrino fluxes

with respect to the important input parameters are given

in Tables XI, XIII, and XIV and in Sec. IV. These par-
tial derivatives were calculated with all but one (the

quantity of interest) of the input parameters held fixed at
its best-estimate value. We show by specific examples

(see Tables VIII and XII) that the effects on the neutrino

Auxes of even very large changes in the nuclear parame-

ters can be calculated with acceptable accuracy using the
tabulated partial derivatives.

Table XV lists the computed overall (effective 3o) un-

certainties in the individual neutrino fluxes that result
from uncertainties in nuclear reaction rates, the solar
constant, assumed primordial heavy element abundances,
and solar opacity. The neutrinos from the proton-proton
(and pep) reactions have the smallest calculated fractional
uncertainty, 2%. The fractional uncertainty is 52% for
the important flux of neutrinos from the decay of B.

(6) The predicted capture rate for the Cl solar neu-

trino experiment is [see Eq. (27)]: 7.6+ 3.3 SNU (effec-
tive 3o errors). The measured production rate is (Cleve-

land, Davis, and Rawley, 1981) 2. 1+0.3 SNU (lo error).
The largest recognized uncertainties (see Sec. V.C) in

the predicted capture rate are produced by uncertainties
in the correct values for the primordial heavy element

abundance, and in the nuclear cross sections for the
'H —'H, the He —He, and the Be—'H reactions. The
details are given in Sec. V.C.

There is a different way of estimating the overall un-

certainty caused by the many parameters that must be
used in a calculation of the predicted solar neutrino cap-
ture rate. We show in Fig. 4 all of the values for the

predicted capture rate that have been published in this
series of papers since the first discussion in 1964. For
all cases in which estimates of the theoretical uncertainty
were given, the originally published error bars are shown
also in Fig. 4. After an initial period in which large un-

certainties in the predicted rate were reduced (primarily

by a much improved measurement of the rate of the
He —He reaction, see Tombrello, 1967), the value of

7.5+ 3 SNU given by Bahcall and Shaviv (1968) has
described the range of predicted rates derived with the
aid of the numerous input parameters that have been
continually revised because of improved measurements
and/or theoretical calculations.

All of our standard calculations have been performed
using the Caltech value for $34 (see Sec. II.A.5). If we
use instead the Munster value for S34 (see Krawinkel,
1982, and Sec. II.A.5 of this paper), we find 4.95+2.1

SNU (again effective 3o. errors). These results are dis-
cussed in more detail in Sec. V.C.

(7) Filippone and Schramm (1982) have estimated lo
error limits for the Cl experiment that are comparable
to our calculated 3o. error limits. This difference is

60—

50—

40 — ()

36—

32—

Pred/ cted Copture Ru jes
us o Function of Time

u) 28—

20—
IS—
16—
14—
12—
IO—
8—
6—

2—
l I l I I I l l I

1964 66 '68 '70 72 74 76 '?8 80 '82

caused by their suprisingly large choices for the sizes of
the errors. Filippone et al. (1982) assumed for the

He(a, y) He reaction that S34(0) = 0.52+0'23 keVb, 1o

errors. Their average assumed 1o. error, 0.19 keVb, is

more than six times the estimated error of either the Cal-
tech or the Munster groups (see Sec. II.A.5) and, if inter-

preted naively at the 3' level of uncertainty, suggests
the possibility of a negative cross section. Filippone and
Schramm (1982) have also reinterpreted in effect our 3o
error limits on the opacity that are illustrated in Table
XIV as lo errors. However, more than half of the radi-
ative opacity in the central regions of the sun is pro-
duced by photon scattering on free electrons and by in-

verse bremsstrahlung in the presence of completely ion-
ized hydrogen and helium (see the last column of Table
V and the discussion in Sec. II.D), processes that can be
calculated with elementary quantum mechanics to an ac-
curacy of better than 10%%uo. Thus lo errors of 15%%uo, or
3u errors of 4S%, are much larger than would be es-

timated for the Rosseland opacity in the central regions

FIG. 4. Published values of the predicted neutrino capture
rates from 1964 to 1980. The values and their error bars are
from Bahcall (1964a), Bahcall (1966b), Bahcall and Shaviv
(1968), Bahcall, Bahcall, Fowler, and Shaviv (1968), Bahcall,
Bahcall, and Shaviv (1968), Bahcall (1969a), Bahcall and Ul-
rich (1970), Bahcall and Ulrich (1971), Bahcall, Huebner.

Magee, Merts, and Ulrich (1973), Bahcall (1977), Bahcall,
Huebner, Lubow, Magee, Merts, Parker, Rozsnyai, Ulrich,

Argo (1980), and the present paper (1982). Similar results have

been obtained by many other authors.
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of the sun using our current understanding of atomic

physics or, in particular, by the LASL opacity group.
(8) The predicted capture rate for the 'Ga experiment

is [see Eq. (28)] 106(1+oos) SNU (effective 3o errors).
The relatively small overall uncertainty quoted for this

detector is a direct result of the fact 'Ga is primarily

sensitive to neutrinos from the basic proton-proton reac-

tion, the rate of which is determined largely by the ob-

served solar luminosity. Possible transitions to excited

states in 'Ge, cause a large part of the uncertainty in

this predicted rate, namely 9 SNU. This uncertainty

could be reduced by measuring the forward differentia1

scattering cross section of the reaction 'Ga(p, n) 'Ge and

by a source experiment using 'Cr. Most of the other

uncertainty quoted above in the predicted capture rate
comes from an uncertainty in the flux of neutrinos from

electron capture by Be.
The Munster value for S3& leads to a predicted capture

rate of 97 SNU [see Eq. (29)].
(9) The expected capture rates from each neutrino

source are given in Table XVIII for all of the targets

considered here with the exception of electron-neutrino

scattering targets and molybdenum isotopes, both of
which are discussed in Sec. V.G. The H, Cl, molybde-

num, and electron scattering targets are primarily sensi-

tive to neutrinos from B decay, the 'Ga and " In

detectors to neutrinos from the p-p reaction, the 'Br tar-

get to neutrinos froIn electron capture on Be, and Li to
several neutrino branches (most importantly, neutrinos

from 8 and ' 0 decay and from the pep reaction).

(10) The Caltech and Munster measured values for
the cross-section factor for the reaction He(a, y) He are

inconsistent with each other (see discussion in Sec. II.A).
We have calculated a series of standard solar models us-

ing progressively smaller values for the cross-section fac-

tor S34(0), while holding all of the other input parame-

ters constant at their standard values. %'e find that in

order to obtain agreement with the observations of Davis

(1978) (see also Cleveland, Davis, and Rowley, 1981) for
the Cl experiment (i.e., a capture rate of 2 SNU), the

cross-section factor S34(0) must be reduced to 0 09
keVb, which is, using the errors quoted by the experi-

mental groups, about 15o. less than the Caltech value or
7o. less than the Munster value.
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APPENDIX A: TREATMENT

OF THE "ATMOSPHERE ZONE"

The solar structure code truncates the solar model at a
point above which about 10 Mo remains. At this
point the temperature is about 3 X 10 K and most of
the complications relating to partial ionization of hydro-

gen and helium can be neglected. Numerical tests have
shown that this atmosphere zone" has only a very
minor and indirect impact on the solar neutrino flux, so
we have adopted a fairly crude treatment of this region.
The last point below the surface generally falls in the
convective envelope, so we can crudely describe the outer
zone with a polytropic equation:

T =KP'. (Al)

S = S, + 0.27t + 0.04t2 + 0.095m + 0.06mt;

(A3)

where

—(MggL —3.5) / 2»

t = (logT, —3.65) /20,

(A4)

(A5)

M~oi = 4.78 —2.51og(L/Lo).

Here S, is an adjustable constant dependent on the value
of I. Table XIX gives a comparison of the value of S
calculated from Eq. (A3) to the values computed with
the atmosphere code described by Ulrich and Rhodes
(1977). The value of S, used in this comparison was

The exponent 0.4 is valid for much of the atmosphere
zone, and Eq. (Al) is adequate for our application. The
polytropic constant is related to an entropylike variable

by

S —So = 2.51ogK,

where the additive constant So is dependent on the
behavior of the gas near 0 K and on dimensional factors.
For convenience we take So ——0 for T and P measured
in cgs units. An interpolation formula for S based on a
grid of model envelopes for T, and L near (T, )o and L~
1s
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TABLE XIX. Comparison of S ~,&
to S(A3).

~BOL 3.65 3.70
log T,

3.75 3.80

3.5

4.0

4.5

5.0

5.5

Smodel

S(A3)

S(A3)

Sm~ei

S(A3)

Sm~ei

S(A3)

Smwe&

S(A3)

1.765
1.770
1.643
1.675
1.595
1.580
1.458
1.485
1.309
1.390

2.078
2.080
1.889
1.925
1.725

1.770
1.596
1.615
1.462

1.460

2.492
2.470
2.221

2.255
2.001
2.040
1.813
1.825

1.627
1.610

2.855
2.940
2.675
2.665
2.476
2.390
2.251
2.115

1.77. Because the adopted standard value of Lo has

changed by a small amount, we have worked out the

various numerical factors such as (A6) assuming a fixed

value of Lo which is 3.86 X 10 ergs sec '. This lumi-

nosity and an adopted solar radius of 6.96)& 10' cm

leads to (T, )o = 5783K.
The atmosphere zone is entered with specified values

of MAL and log T, . The outer radius is then calculated

from

(T ).I. eo
Lo Te

2

(A7)

The values of 8 and K are found from Eqs. (A2) —(A6).

The mass of the atmosphere zone is defined at the begin-

ning of a model sequence and remains fixed. Let this

mass be MM. Hydrostatic equilibrium gives

GM

4~R4
(A8)

pa06

RK
(A9)

where R is the gas constant. The equation of hydrostatic

equilibrium gives

provided that hM ~( M and the radius increment

across the atmosphere hr is much less than R. We as-

sume that the mean molecular weight is constant

through the bulk of the atmosphere zone. The density is

then given by

APPENDIX B: TREATMENT

OF THE NUCLEAR ABUNDANCES

The hydrogen burning reactions form two more or less

independent sets: the p-p chain and the CNO cycle.
Three classes of species appear in the abundance network

which describes these reactions: (1) species which are ei-

ther fuels or products and which have slowly varying

abundances, (2) minor species whose abundances can be

assumed to have steady-state values, and (3) species

which are intermediate between class one and two. Class

(2) species can generally be eliminated from the reaction

network. Examples of such species are H, Li, Be, and
' N. Class (1) species can be treated with a variety of
methods without causing numerical problems. Class (3)

species cause some problems because they cannot be el-

iminated from the abundance network in that part of the
stellar model where they behave like class (1) species.

Qne solution is to devise several reaction networks

dependent on the sets of species which are in steady

state. Disadvantages of this approach are the increase in

complexity of the code and the introduction of numerical

discontinuities in changing from one network to another.

Another solution, adopted here, is to include the class (2)

species throughout the model and to use a single reaction

network. In order. to avoid numerical instabilities in

those zones where the species lifetime is shorter than the

time step, the abundance equations must be written in a
backwards difference format.

For the case of He, the most important class (2)

species, the abundance equation is

2.5RE

p(GM) '

', 0.4

(A10) ) dX3 2
A3

dt
R i]X f R 34X3X4 2R 33X3 p (B1)

Equation (A10) is accurate to about ten percent for
4M —10 Mo. The four variables at the inner edge of
the atmosphere zone are given by Eqs. (Al), (A8), and

where X; is the mass fraction of species i. Also R;z is re-

lated to A, ,J. of Fowler, Caughlan, and Zimmerman (1967)

by

ir i surface ~

r =R —hr.

(Al 1)

(A12)

R;J
—— pNgA. ;~ I (1+5;i)A~AJ (B2)

where Xz is Avogadro's number, 5,J is the Kroneker del-
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ta, and A; is the atomic mass of species i. We designate

with a superscript n the values of the abundances and

rates at the previous time step. The backward difference
form of Eq. (81) is

X3 —X3 = R ))X) —R3gX3X4 —2R33X3. (83)
A3ht

Equations like (83) can be written for each species. Be-
cause He must be treated with a backwards difference
equation, all other species must be treated this way as
well. The forward difference form of (83) would consist
of adding superscript n's to all quantities on the right.
A nonlinear set of equations for the abundances results
from the complete set of conservation equations. This
set could be solved by linearization and matrix inversion,
but it is simple enough that an ad hoe scheme is more
efficient. We guess a value for X& and X3 by extrap-
olation, calculate X& from 1 —X& —X3 —X&2 —X&4
—X)6—Xg„„y, then calculate a new value for X3 by
solving the quadratic equation (83).

The above scheme for following the abundances pro-
vides for a fully self-consistent treatment of the nuclear
evolution throughout the solar model. Ho~ever, it has a
built-in characteristic which makes its implementation
awkward in some respects. The rates in the nuclear net-
work depend on the temperature and density. The state
variables depend on the composition so that the network
of abundances is coupled to the equations of stellar
structure in a complicated way. If the dependence of the
composition on temperature and density is neglected, it
can cause convergence problems under some cir-
cumstances. We have broken the coupling of state vari-
ables and composition by recalculating the composition
for each temperature and density. The solar model is
constructed by a series of fourth-order Runge-Kutta in-

tegrations from the center outward and from the surface
inward. At each point in the integrations the tempera-
ture and pressure are known from the differential equa-
tions. The density is found from the equation of state.
At this point the composition is not known because it
depends on the density. It has proven satisfactory to use
the composition from the previous unperturbed integra-
tion. Numerical derivatives at the matching point are
found from a series of perturbed trial integrations.
Abundances from perturbed integrations should not be
used to calculate the density. After the density is found
then the abundances are determined and the nuclear en-

ergy generation is calculated. Thus the rate of nuclear
energy generation is always correctly calculated, while a
small error in the equation of state is tolerated during
the convergence process. (No satisfactory analogous
method of treating a convective core was found. For-
tunately, the standard solar model does not have a con-
vective core, and this difficulty did not need to be con-
f rtone)d

One conceivable way of avoiding the complications
discussed above is to use reaction rates based on previous
time steps. The nuclear energy generation rate must be
calculated from abundances and rates that are self-

consistent in order to ensure that the proper amount of
energy is released through the conversion of hydrogen to
helium. Alternatively, the composition parameters could
be included in the variational scheme with the same
standing as pressure and temperature. This latter alter-
native would probably not simplify the numerical algo-
rithm, but is probably the only way to treat a convective
zone.

Another problem with a backwards difference scheme
results from changes in the reaction rates during the evo-

lution. In general, steady-state species like He should
have an abundance given by dX3/dt = 0. Since the
values of R;J and X; change during the evolution, the
steady-state value also changes. Near steady state the
equation for the abundance X has the form

dX = R(Xss —X)
dt

(84)

where Xq~ is the steady-state abundance. If the abun-

dance at the beginning of the time step is Xo, then the
backwards difference value of X is

X = Xss + (Xo —Xss)(1+Rbt)

whereas the solution to Eq. (84) should be

X = X,s + (X,—X„)e-" '.

(85)

For large values of R 6T the difference between
(1+Rht) ' and exp( Rb, t) is subs—tantial, and undesir-
able numerical disequilibrium can result. In order to
reduce this problem we have subdivided each time step
into a sequence of smaller subtime steps. The reaction
rates at each substep are found by interpolation between
the trial value at the advanced time and the converged
value at the preceding time. The nuclear reaction net-
work is then entered in the normal fashion and the abun-

dance advanced through the sequence of substeps, for
each point. If there are X substeps, this process
represents exp( Rht) by (1—+RA, t/N) . For large N
the representation becomes exact.

To study the size of the error for finite N define:

D = (1 + Rh, r/N) ~ —e ~a', (87)
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