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Abstract 
Latent thermal energy storage (LTES) heat exchangers can improve a diverse range of energy systems 
which has resulted in a large amount of work on the topic. However, it is difficult to compare studies on 
LTES heat exchangers due to a lack of standardized methods to characterize the performance of these 
systems. The present paper reviews the characterization methods found in literature and presents a 
thermodynamic framework for classifying the reported performance indicators. The averaged 
effectiveness-number of transfer units (ε-NTU) and phase change time method are identified as important 
predictive models, analyzed, and compared based on their theoretical derivation. The relation between 
the averaged effectiveness and phase change time is investigated both theoretically and based on data 
available in literature which results in recommendations for standardizing the characterization of LTES 
heat exchangers. By standardizing characterization of LTES heat exchangers, researchers can assess the 
performance of LTES heat exchangers in different energy systems without additional experiments or CFD 
calculations.  
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Highlights: 

 A thermodynamic framework is developed. 
 Based on the framework, reported performance indicators are categorized. 
 Predictive models for phase change time and effectiveness are derived. 

Nomenclature 
Symbol Description Units 
a Fitting constant kg/(K m² s) or Ks 
A Area m² 



b Fitting constant kg/(m² s) or K kg 
c Fitting constant s 
C Fitting constant kg/(m²s) 
cp Specific heat capacity J/(kg K) 
d Fitting constant s/kg or kg 
E Energy J 
f function Varies 
F Integrated efflux of energy J 
�̇� Efflux of energy W 
g Gravitational constant m/s² 
h Specific enthalpy J/kg 
J Stored energy J 
K Overall heat transfer coefficient per unit of surface area W/(m² K) 
KA Overall heat transfer coefficient W/K 
KP Overall heat transfer coefficient per unit of length W/(m K) 
m Mass Kg 
�̇� Mass flow rate kg/s 
P Perimeter M 
�̇� Heat W 
T Temperature K 
∆𝑇  Temperature difference between phase change temperature and 

HTF at the inlet of the heat exchanger. 
K 

∆𝑇  Temperature difference between phase change temperature and 
HTF at the outlet of the heat exchanger. 

K 

∆𝑇  Logarithmic mean temperature difference K 
t Time S 
t0 Time required for the PCM to undergo complete phase change at 

the inlet of the HTF. 
S 

tc Time duration based on stored energy level S 
tini Initial time S 
tL Time required for the PCM to undergo complete phase change at 

the inlet of the HTF. Total phase change time. 
S 

tpc Time duration based on total liquid fraction level S 
tx Time instant S 
U Internal energy J 
∆𝑈 Internal energy change between two uniform temperatures J 
∆𝑈  Internal energy change per unit of length J/m 
v Velocity  m/s 
V Volume m³ 
�̇� Work W 
x Position along the bulk flow path of the HTF M 
�⃗� Position Vector [m] 
z Height M 
Greek   
𝛼 Energy fraction [-] 
𝜀 Effectiveness [-] 
𝜀  ̅ Time averaged effectiveness [-] 
𝜀̅  Liquid fraction averaged effectiveness [-] 



𝜂  Fin efficiency [-] 
𝜆 Local liquid fraction [-] 
�̅� Total liquid fraction [-] 
𝜆  Liquid fraction averaged over surface perpendicular to the bulk 

flow direction of the heat transfer fluid. 
[-] 

Acronym   
C Container  
HTF Heat Transfer Fluid  
NTU Number of Transfer Units  
PCM Phase change material  
Scripts   
in Heat transfer fluid inlet  
ini Initial value  
lat Latent heat  
out Heat transfer fluid outlet  
sens Sensible heat  
𝑎  a  averaged over b. If b is not specified then a time average.  Units of a 

 

1. Introduction 
Latent thermal energy storage (LTES) systems are being implemented in energy systems such as buildings 
[1-5], construction materials [6, 7], cold chain storage [8, 9], domestic hot water storage [10, 11], grid level 
power storage [12, 13] and solar energy [14, 15]. To implement LTES heat exchangers, they first need to 
be designed. The design process can be split into three steps [16]. The first step is the selection of a phase 
change material. The phase change temperature should correspond to the required temperatures for the 
application while the specific enthalpy should be as high as possible. A second step is ensuring the 
compatibility and stability of phase change materials (PCM) and enclosure materials. A third step is the 
geometric design and sizing of the heat transfer area between the storage material and the heat sources 
and sinks. 

A large amount of materials have been tested in literature to use as PCM and research continues on novel 
materials for high temperature use [17-20]. Some PCMs are commercially available in the temperature 
range of -100 °C to 885 °C [21-23]. The selection of a PCM as storage material is discussed in general by 
Mehling and Cabeza [24] or more recently by Farid et al. [25] and for specific temperature ranges by Nie 
et al. [26] or Liu et al. [27]. Material selection will therefore be left out of scope of the present paper. 

The second selection step concerns the compatibility of PCMs with their container. In general, material 
compatibility depends on the type of PCM. Materials used for LTES were first classified by Abhat [28] in 
1983 as organic (based on carbon) or inorganic (based on salts) substances. Later on, eutectic mixtures of 
organic-organic, inorganic-organic and inorganic-inorganic were added [29, 30]. In general, metals can 
suffer from corrosion when brought into contact with inorganic PCMs while plastics can be unstable in 
combination with organic PCMs or allow migration of both organic and inorganic PCM [31, 32]. The 
material compatibility of PCMs has been studied in more detail for applications such as cold storage [33], 
(molten) salts for concentrated solar power [34], plastics and PCMs [35] and PCMs for building 
applications [22]. For a more thorough review, the reader is referred to Rathod et al. [36] or more recently 



Cardenas et al. [37]. In conclusion, the tools are available to investigate the compatibility of a PCM and a 
container material and the discussion will be out of the scope of this paper. 

The third step is the geometrical design of the LTES system. Mehling and Cabeza [24] identified three 
geometry types based on the energy transfer method from storage material to system: by heat transfer 
on the storage surface, by heat transfer on internal heat transfer surfaces, and by transferring the heat 
storage material itself. The present review concerns LTES heat exchangers i.e., LTES systems with heat 
transfer on an internal system through a heat transfer fluid. 

When researching LTES heat exchanger design, many authors focus on enhancing the thermal 
performance of the PCM. Tao and He [38], Al-Maghalseh and Mahkamov [39] and Lin et al. [40] all review 
heat transfer enhancement in LTES systems in general. Several authors also review specific enhancement 
techniques. Wong-Pinto et al. [41] reviewed nano-enhancement of salt hydrates. Zhang et al. [42] 
reviewed shape stabilized PCMs based on porous matrices. Jiang et al. [43] reviewed the combination of 
porous materials and inorganic salts above 200 °C and Feng et al. [44] and Zhang et al. [45] focused on 
porous materials on micro or nanoscale. Abdulateef et al. [46] review the effects of fin geometry on LTES 
systems. There are thus several options for designing and enhancing LTES heat exchangers which raises 
the question how the performance of LTES systems can be characterized and compared. The LTES heat 
exchangers are essentially standard heat exchangers where one of the working fluids has been replaced 
with a stationary storage material [16]. Therefore, it is interesting to investigate the methods used to 
design and characterize a standard heat exchanger. The goal of these methods is determining the outlet 
temperature of the heat transfer fluid (HTF) streams given the inlet temperatures and mass flow rates 
[47, 48]. The design methods for heat exchangers are based on either the logarithmic mean temperature 
difference (LMTD) or the effectiveness-number of transfer units (ϵ-NTU) method. Based on the LMTD or 
ϵ-NTU method, an overall heat transfer coefficient can be used to characterize the performance of heat 
exchangers operating in steady state. 

The difference between LTES heat exchangers and standard heat exchangers is that LTES heat exchangers 
do not operate at steady state. The energy content of LTES heat exchangers changes during charging and 
discharging since they are energy storage systems. In contrast, standard heat exchangers can be analyzed 
under steady-state conditions. The transient operation of LTES heat exchangers leads to two challenges 
compared to standard heat exchangers: the definition of performance indicators and development of 
predictive models. 

In steady-state operation, the state of the HTF at the outlet of a heat exchanger is constant in time. 
Performance indicators for the operation of standard heat exchangers are thus scalars such as the 
pressure drop or the outlet temperature of the two HTF streams [48]. In contrast, describing the operation 
of a LTES heat exchanger involves the state of the LTES heat exchanger and the state of the HTF at the 
outlet as a function of time. The important aspect of the time functions describing the operation of the 
LTES heat exchanger is thus determined by its use in the system into which the LTES heat exchanger is 
integrated. As a result, a wide variety of performance indicators (PIs) are reported depending on the 
application [49]. 

Designing or characterizing a heat exchanger requires creating predictive models for the performance 
indicators. When designing a standard heat exchanger, the overall heat transfer coefficient is determined 
which can then be used to determine the outlet temperatures through either the LMTD or ϵ-NTU method 
[48]. Similarly when characterizing an existing heat exchanger, the overall heat transfer coefficient is 



measured through methods such as the Wilson plot method [50] which require the application of the 
LMTD or ϵ-NTU method. Since the LMTD and ϵ-NTU method are not applicable to LTES heat exchangers, 
there is no general method for creating a predictive model for performance indicators. 

The transient operation of LTES heat exchangers has thus resulted in a wide variety of reported PIs without 
a general method of obtaining predictive models. This issue applies more broadly to TES in general and 
efforts to select and categorize key performance indicators (KPI) for TES have been developed within the 
IEA-ECES Annex 30 [51]. The resulting approach is disseminated both by Gibb et al. [52] and Palomba et 
al. [53]. In this approach, KPIs are identified in three steps. In the first step, the TES system is characterized 
which results in the TES system parameters. In the second step, the performance of the TES system in the 
full process is analyzed considering any external factors to the full process. In this step, the TES system is 
analyzed taking into account the application into which it is implemented which results in the selection of 
the relevant performance parameters. In the third step, KPIs are selected from the performance indicators 
depending on the stakeholders' perspectives. The presented approach thus leads to three types of 
parameters: 

 System parameters: determined from the TES system only. 
 Performance indicators: describe the performance of the TES system in the process. 
 Key performance indicators: selection of the important performance indicators based on the 

stakeholder perspective. 

Palomba et al. [53] present a categorization of PIs. The PIs are split into three major categories: technical, 
economic, and life cycle PIs. The technical performance indicators relate to physical quantities such as 
mass, energy, or volume. The economic PIs on the other hand relate to the cost, income or  savings 
realized for the process into which the TES system is integrated. The economic PIs can be presented in 
relation to technical PIs, e.g., the specific investment cost of the storage system is defined by the ratio of 
the investment cost and the stored energy. Life cycle PIs relate to the impact of the TES system on the 
environment in which all stages of the TES system life cycle are considered.  

In the present paper the technical PIs are the focus. In the next section, a novel thermodynamic 
framework is defined to scope the discussion and present reported technical performance indicators in a 
unified way. In the third section, the literature on technical performance indicators is reviewed. In the 
fourth section, the predictive models for the effectiveness-NTU relation and phase change time for LTES 
heat exchangers are derived and analyzed. To the authors knowledge, the derivation for the effectiveness 
method is the only rigorous derivation in literature specifically for LTES heat exchangers. Furthermore, 
the derivation of the phase change time is the most general version of the derivation which can be found. 
A final important novelty is that the thermodynamic framework allows to compare characterizing through 
the effectiveness method or through the phase change time method. 

2. Thermodynamic framework 
The thermodynamic framework presented in this section is split into three major parts. First, thermal 
energy storage is defined based on the first law of thermodynamics. Second, a novel technical 
performance classification is proposed. Third, the methods required to determine the performance 
indicators are described. 



2.1. Thermal energy storage definition 
A thermodynamic framework for LTES heat exchangers requires a clear definition of LTES and therefore 
of TES. The term TES is often defined by summing up types of TES rather than stating a  definition (e.g., 
Dincer and Rosen [54]). The effort is made to find a definition which is both sound from a thermodynamics 
point of view and which includes storage systems which are commonly classified as TES. 

 

The definition for TES will be based on a closed thermodynamic system. This allows expressing the first 
law of thermodynamics as Equation 1 which will form the basis for the TES definition: 

 𝑑𝐸

𝑑𝑡
= �̇� − �̇�  1 

The definition is split in two steps. In a first step an energy storage system is defined as: 

A closed thermodynamic system which undergoes a cycle in three steps: charging, storing, and discharging. 

 In the charging step, the energy of the system is changed from E0 to E1. 
 In the storing step, the energy of the system can change from E1 to E2 with |E1-E0|≥|E2-E1|. 
 In the discharging step, the energy of the system is changed from E2 to E0. 

The definition of energy storage does not state whether the energy after the charging step E1 is greater 
than the initial energy E0. Otherwise, ice storage systems would not be regarded as energy storage. The 
storing step condition implies that part of the stored energy difference E1-E0 is potentially lost. The 
discharging step returns the storage system to its initial energy E0 which closes the cycle. 

In the second step, a thermal energy storage system is defined: 

A thermal energy storage system is an energy storage system which cannot apply work on its surroundings 
during the discharging step except for volume change work. 

The definition only limits energy transfers during the discharging phase. The thermal energy storage can 
thus be charged through a work input. Therefore, the definition includes sensible TES systems using rocks 
which are charged with resistive heaters (e.g., [57]). 

The thermal energy storage system can apply volume work on its surroundings. The system is thus free to 
expand and contract due to charging and discharging which allows for the thermal expansion of storage 
materials. 

Many systems which are regarded as thermal energy storage are open systems. In this case, the first law 
of thermodynamics is given by Equation 2: 

 𝑑𝐸

𝑑𝑡
= �̇� − �̇� + �̇� ℎ +

𝑣

2
+ 𝑔𝑧 − �̇� (ℎ +

𝑣

2
+ 𝑔𝑧) 2 

The difference between the first law applied to a closed system and an open system is the energy transfer 

associated with mass in- and outflow: ∑ �̇� ℎ + + 𝑔𝑧 − ∑ �̇� (ℎ + + 𝑔𝑧). Formally 

expanding the definition to open systems thus requires additional requirements on this energy transfer 
associated with mass flow. This is not trivial since an enthalpy difference or a difference in state are 



independent of the path to go from one state to another. Therefore, enthalpy differences cannot simply 
be associated with only heat. 

Instead of formally expanding the definition, a more practical approach is taken. Open systems can be 
analyzed as thermal energy storage systems by interpreting the energy transfer associated with mass flow 
by a heat transfer. This is akin to how gas power cycles are interpreted as power cycles [58]. 

2.2. Performance indicator classification 
The present paper is about latent thermal energy storage heat exchangers with solid-liquid phase change. 
Figure 1 gives a schematic overview of a LTES heat exchanger with a control volume for the expression of 
the conservation of energy. The difference in potential and kinetic energy between inlet and outlet can 
be assumed negligibly small compared to the internal energy difference. Furthermore, there is no work 
except for flow work. Finally, a single inlet and outlet are assumed. The first law of thermodynamics 
reduces to Equation 3 where U is the internal energy of the storage, and �̇�  is the heat loss or gain over 
the boundaries of the control volume. 

 
Figure 1: Schematic overview of a LTES heat exchanger. The control 
volume used to express Equation 3 is shown in dashed lines. 
 

 

 𝑑𝑈

𝑑𝑡
= �̇� + (�̇�ℎ) − (�̇�ℎ)  3 

Equation 3 can be integrated in time to result in Equation 4 where 𝐽 is the stored internal energy change 
up to time t (Equation 5), 𝑄  are the total heat losses up to time t and  𝐹 is the integrated efflux of 
energy up to time t starting from the initial time tini (Equation 6). The efflux of energy is the energy transfer 
associated with the mass flux in and out of the control volume [59]. The information in Equation 3 can be 
translated to the information in Equation 4 while differentiation allows translating Equation 4 into 
Equation 3. Both expressions of the first law are thus equivalent. 

 𝐽(𝑡) = 𝑄 (𝑡) + 𝐹(𝑡) 4 
 

𝐽(𝑡) =
𝑑𝑈

𝑑𝑡
𝑑𝑡 = 𝑈(𝑡) − 𝑈(𝑡 ) 5 

 
𝐹(𝑡) = [(�̇�ℎ) − (�̇�ℎ) ] 𝑑𝑡 6 

 PCM 

HTF 

container 

(�̇� ℎ) (�̇� ℎ)

�̇�  



The novel classification proposed in this paper of technical performance indicators is based on the 
conservation of energy as expressed in Equation 3 and 4. The novel categorization allows to focus on the 
challenges faced when determining the indicator and the connection between indicators. 

The first type of indicators are functions of the thermodynamic state of the storage system only and will 
be designated time-independent state indicators. They describe the state of the storage system in 
between the charging, storing, and discharging processes. Examples are the geometry of the storage 
system, the mass of the individual components but also the equations of state for the materials 
constituting the storage system. 

The second type of indicators concerns a part of the storage cycle (either charging, storage, or discharging) 
and are thus described by Equation 3. These process indicators are further subdivided into three 
subcategories. The first subcategory considers the state of the system during the process or the left-hand 
side of Equation 3. The second subcategory concerns the energy transfers between the LTES system and 
the environment or the right-hand side of Equation 3. The third subcategory describes the duration of the 
processes. They are the link between energy and transfer indicators. 

The new categories can be summarized as follows: 

 Time-independent state indicators 
 Process indicators 

o State indicators 
o Energy transfer indicators 
o Time indicators 

The time-independent state indicators are readily available from the geometry of the heat exchanger and 
the properties of the materials present in the storage system. In the framework of Gibb et al. [52] these 
indicators are system indicators. Determining a predictive model for these indicators is thus purely a 
question of material characterization. Material characterization of PCMs is a specialized topic [1, 37, 60, 
61], however once a material is characterized it can be used in different LTES systems. The issue of 
characterizing time-independent state indicators can thus be separated from the characterization of 
process indicators and will be left out of scope of the present discussion.  

In the indicator framework described by Gibb et al. [52], the distinction between KPI and PI stems from 
the stakeholder perspective on the performance of the LTES heat exchanger [52]. The performance of the 
LTES heat exchanger is determined by its interactions with the energy system into which it is integrated. 
The interaction of a LTES heat exchanger is determined by the energy transfers or the right-hand side of 
Equation 3. Therefore, only the energy transfer and time indicators can be KPIs while the state indicators 
cannot be KPIs. 

Although state indicators will not be KPIs, they have value to report since they can increase the 
understanding of a charging cycle (e.g., [62]), be used to validate numerical code (e.g., [63-66]), or hold 
predictive value for energy transfer and time indicators (e.g., [67]). 

The three types of process technical performance indicators all hold reporting value as they can either be 
KPIs or allow predicting them. The next section deals first with determining and measuring the three types 
of process performance indicators. Furthermore, the reported indicators in literature are discussed. 



3. Process performance indicators 
The next paragraphs contain a summary of the process indicators reported by a selection of articles found 
on the Web of Science database for the key words Latent Thermal Energy Storage and heat exchanger. 
The indicators are grouped according to the classification developed in Section 2. 

Indicators which are ratios of separate indicators will not be discussed separately since the challenge of 
determining these indicators is equivalent to determining several separate single process indicators. 
Examples of such indicators are the stored energy in the PCM divided by the phase change time [68] or 
the stored energy in the PCM divided by the total stored energy [69] or the average efflux of energy 
divided by the stored energy [70]. Other examples of such ratios are specific to a heat source or sink such 
as solar storage efficiency [71] or daily efficiency [72]. These heat source or sink dependent indicators will 
not be discussed. Several authors define an energy [73, 74] or exergy efficiency [75, 76] as the integrated 
efflux of energy divided by the total pumping work. The present paper does not consider the pumping 
work and therefore these definitions will not be discussed. An alternative definition for the exergetic 
efficiency can be based on the exergy of the HTF stream compared to the exergy in the PCM [77]. The 
stored exergy is not considered in this paper. 

3.1. State indicators 
The process state indicator concerns the time derivative of the internal energy of the LTES heat exchanger. 
A LTES heat exchanger consists of three materials: heat transfer fluid (HTF), the container (C), and the 
storage material or phase change material (PCM). Accordingly, the left-hand side of Equation 4 can be 
split into three parts (Equation 7): 

 
𝐽 = 𝐽 + 𝐽 + 𝐽  7 

The stored energy in HTF, PCM, and container is the difference in internal energy between time t and the 
initial time tini (see Equation 5). The internal energy  can be determined by integrating the specific internal 
energy as a function of the local state 𝑆𝑡𝑎𝑡𝑒(𝑥, 𝑡) over the mass of the constituent material (HTF, PCM, 
or container). The control volumes over which the integration is performed are shown schematically in 
Figure 2. 

(a) (b) (c)  
Figure 2: Schematic representation of a LTES heat exchanger with an indication of the integration 
volumes used to express Equation 8 (a), Equation 9 (b) and Equation 10 (c).  
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In the case of the HTF, the mass in the LTES heat exchanger is not necessarily constant due to thermal 
expansion. The HTF thus needs to be integrated over the volume (Equation 8) while the PCM and container 
need to be integrated over the mass (Equation 9 and 10): 

 
𝑈 (𝑡) = 𝑢 𝑆𝑡𝑎𝑡𝑒(�⃗�, 𝑡) 𝜌 (𝑆𝑡𝑎𝑡𝑒(𝑥, 𝑡))𝑑𝑉 8 

 
𝑈 (𝑡) = 𝑢 𝑆𝑡𝑎𝑡𝑒(𝑥, 𝑡) 𝑑𝑚 9 

 
𝑈 (𝑡) = 𝑢 𝑆𝑡𝑎𝑡𝑒(�⃗�, 𝑡) 𝑑𝑚 10 

Equations 8-10 show that state indicators are functions of the local state and the specific internal energy 
(and density) as a function of the state. The specific internal energy as a function of the state is a time 
independent indicator and can be determined by material characterization. If these functions are known, 
determining state indicators for a (dis)charging process is equivalent to determining the local state as a 
function of time. Determining the state of a pure fluid in a simple compressible system, requires 
determining two independent properties [78]. Further assumptions allow to reduce the requirement of 
two independent properties. 

The container material is a solid and is therefore assumed to be incompressible. Only the temperature is 
required to fix the state. 

The PCM is in a solid and/or liquid state throughout the (dis)charging process. Therefore, it is most often 
assumed to be incompressible. For an incompressible material, the internal energy of the material is a 
function of the temperature and the phase-state [78]. The phase is most often expressed as a liquid (or 
solid) fraction or the ratio of the PCM mass which is liquid (or solid) to the total PCM mass [24]. 

The liquid fraction can be measured using both local and global techniques [79]. Local techniques are 
based on a measurable property which changes with the phase fraction. Examples of such properties are 
electrical properties (resistive, capacitive, or inductive) [80], transmissivity of light or ultrasonic waves 
[80], or temperature [81, 82]. In a sufficiently dense grid, these local measurements can provide a total 
liquid fraction estimate [79]. Global techniques in contrast require only a single measurement to 
determine the total liquid fraction. These techniques are based on visually assessing the phase change 
front (e.g., [83]), a density change between solid and liquid state (e.g., [67]) or even the sound damping 
properties of the LTES heat exchanger [84]. In any case, there is no generally applicable method for 
measuring local or total liquid fraction and the choice depends on PCM properties and heat exchanger 
geometry [79]. 

The HTF can be both liquid (e.g., [8]), gas (e.g., [85]) or liquid-gas (e.g., [86]). Incompressibility can usually 
be assumed for liquid HTF resulting in only the temperature being required to determine the internal 
energy. For gasses, ideal gas behavior can often be assumed in which case only a temperature 
measurement is required to determine internal energy [78]. Only in the liquid-gas phase or for non-ideal 
gasses, an additional independent state variable is required to fix the HTF phase.  



Determining the state indicators of a process thus requires determining the local temperature 𝑇(�⃗�, 𝑡) and 
local 𝜆(𝑥, 𝑡) or total �̅�(𝑡) liquid fraction as a function of time. Only in a limited number of papers, 
additional state variables are required to fix the state of the HTF.  

Both local temperatures and liquid fraction and total liquid fraction are reported  in experimental [63, 64, 
67, 69, 72, 76, 83, 87-118] and numerical [63-66, 68, 70, 71, 75, 77, 93, 98, 99, 102, 104, 106, 109, 111, 
113, 115, 119-136] studies. A key difference between the experimental and numerical studies is the 
sampling density in space for both temperature and liquid fraction. Numerical studies can report local 
temperatures and liquid fractions at specific locations (e.g., [65, 98, 104, 122, 123]) or map temperatures 
and liquid fraction for each node (e.g., [65, 66, 68, 98, 99, 104, 119, 122]). Often, the local PCM 
temperatures are used to validate numerical results with experimental measurements (e.g., [65, 98, 104, 
122, 129, 130]). In contrast, experimental studies are limited to discrete sensor locations (e.g., [63, 64, 69, 
72, 83, 87-104, 108-118]) or global liquid fraction techniques (e.g., [87, 101]).  

The difference in spatial sampling results in a difference in papers which report the internal energy. In 
numerical studies reporting internal energy as a function of time is commonly done although most studies 
report latent stored internal energy (e.g., [71, 99, 104, 130]) or total liquid fraction (e.g., [65, 66, 68, 70, 
71, 75, 77, 93, 99, 102, 104, 106, 109, 111, 113, 115, 120-122, 124-128, 130-132, 134, 136]) instead of 
total stored energy (e.g., [75, 111, 115, 134, 137, 138]). In experimental studies, the total liquid fraction 
is sometimes reported (e.g., [67, 87, 101]) however local temperature measurements are far more 
commonly reported (e.g., [63, 64, 69, 72, 76, 83, 87-103, 105-118]). A limited number of experimental 
studies also present internal energy change as a function of time (e.g., [76, 83, 89, 101, 105, 114, 116]) 
with two studies [89, 105] estimating energy stored in HTF, container and PCM separately and one study 
estimating the internal energy change in the HTF, container and PCM during storage periods [139]. 

The local temperature and liquid fraction can be used to define statistics. Chen et al. [136] report both 
the mean and standard deviation of the temperature and liquid fraction. The statistics are used to describe 
the melting rate uniformity. The mean or bulk PCM temperature is also reported by several authors (e.g., 
[108, 125, 130, 140]). 

Besides change of internal energy, several authors define ratios such as the storage efficiency (ratio of 
stored energy to solar irradiance) [71], internal energy change of the PCM to melting time [68], and the 
internal energy change of the PCM compared to the total energy change [69]. Although these ratios are 
valuable for understanding the operation to LTES heat exchangers they do not lead to predictive models 
for PIs. 

In conclusion, most numerical studies focus on the latent internal energy while most experimental studies 
are limited to presenting local temperature measurements. However, state indicators are only valuable if 
they allow predicting energy transfer or time indicators according to the KPI framework discussed in 
Section 2. Regarding the conservation of energy expressed in Equation 3, the internal energy change of 
both the HTF, container and PCM is required to estimate energy transfer indicators. As a result, most 
studies are not able to link energy transfer with state estimators and therefore do not lead to predictive 
models of KPIs. To summarize the studies in this section, all reported state indicators are shown in Table 
1. 

 Table 1: Summary of the reported process state indicators. 
 Parameter  Name Numerical Experimental 



𝑈   Internal energy [75, 111, 115, 134, 137, 138] [76, 83, 89, 101, 
105, 114][116] 

 𝑈    Internal energy HTF  [89, 105] 
𝑈    Internal energy container  [89, 105] 

𝑈    Internal energy PCM [99, 104, 137] [89, 141] 
 𝑈  

𝑈

 Internal sensible energy PCM [71, 104, 130, 138] [105, 114] 
 𝑈   Internal latent energy PCM [71, 104, 130, 138] [105, 114] 
  𝜆(�⃗�, 𝑡)  Local liquid fraction [65, 66, 68, 70, 71, 75, 98, 

99, 102, 104, 119, 122, 123, 
142][77, 106, 109, 125, 127-
135] 

[83, 87, 94, 104] 
[114] 

  �̅�(𝑡)  Overall liquid fraction [65, 66, 68, 70, 71, 75, 77, 
93, 99, 102, 104, 106, 109, 
111, 113, 115, 120-122, 124-
128, 130-132, 134, 136] 
 

[87, 101] 

  𝑇(�⃗�, 𝑡)  Local temperature [125-130] [76, 105-107] 
  PCM Local PCM temperature [63-66, 68, 70, 71, 75, 77, 93, 

98, 99, 104, 109, 115, 119-
121, 131-135, 143, 144] 
 

[63, 64, 69, 72, 83, 
87-103, 108-111, 
143, 145-151][112-
117] 
 

  Container Local container temperature [121, 143] [100, 101, 118] 
 

  HTF Local HTF temperature [70, 71, 111, 123, 131, 134, 
135, 143] 
 

[65, 66, 96, 98, 99, 
110, 116] 
 

  
 

3.2. Energy transfer indicators 
As can be seen in Equation 3 and 4, there are two types of energy transfer indicators: heat transfer to the 
ambient and efflux of energy.  

3.2.1. Efflux of energy 
Determining the efflux of energy requires measuring the mass flow rate of the HTF and determining the 
inlet and outlet state of the HTF. Determining the inlet and outlet state of the HTF is a simplified version 
of determining the thermodynamic state of the HTF and therefore already discussed above.  

The mass flow rate, in-, and outlet temperature of the HTF are some of the most accessible measurements 
for LTES heat exchangers and are therefore often reported in experimental studies (e.g., [62, 63, 65, 66, 
89, 91, 92, 95-97, 106, 123, 124, 141, 152]). Most authors calculate the efflux of energy (e.g., [62, 72, 76, 
77, 83, 90, 92, 96, 97, 106, 108, 110, 117, 118, 124, 126, 152]), and some the integrated efflux of energy 
(e.g., [83, 87, 92, 95, 97, 100, 101, 103, 117, 126, 152]).  

The efflux of energy is often averaged over time (e.g., [83, 90, 95-97, 117]), per unit of heat transfer area 
(e.g., [83]) or divided by the PCM mass [106] to compare LTES heat exchangers. Peak efflux of energy or 



the ratio of peak efflux of energy to total internal energy change is also reported [95]. To the authors 
knowledge, only Tarragona et al. [62] determine a predictive model for the peak efflux of energy.  

Several authors compare the integrated efflux of energy at the end of charging to the internal energy 
change of the heat exchanger between two temperatures (e.g., [8, 92, 103, 152]). In the case of negligible 
losses, both values should be equal which allows to link the efflux of energy to the total internal energy 
change through the conservation of energy (see Equation 3) (e.g., [8, 118, 152]).  

The HTF outlet temperature is often characterize using a heat exchanger effectiveness  
[63, 64, 67, 91, 97, 103, 110, 119, 124, 138, 153]. However, different effectiveness definitions for LTES 
heat exchangers are used depending on the study. The fact that multiple definitions for effectiveness of 
LTES heat exchangers exist seems strange for the concept of effectiveness which is well established in 
classical heat transfer analysis of steady state heat exchangers. To understand why multiple definitions 
are possible for LTES heat exchangers, the classical concept of effectiveness for steady state heat 
exchangers needs to be investigated first. 

The effectiveness is defined for steady-state heat exchangers as the ratio of the heat transfer rate to the 
maximum possible heat transfer rate (Equation 11). As a result, it is bound between zero and one.  

 
𝜀  =

�̇�

�̇�
 11 

The heat transfer rate �̇� and maximum heat transfer �̇�  rate are proportional to the actual and 
maximum efflux of energy. If the enthalpy difference between inlet and outlet is a linear function of 
temperature, the actual and maximum efflux of energy are the product of the specific heat capacity, the 
mass flow rate and respectively the temperature difference and maximal temperature difference 
between inlet 𝑇  and outlet 𝑇  and the maximal temperature at the outlet 𝑇 . The maximal outlet 
temperature is the outlet temperature for an infinitely long heat exchanger. In this case the stream 
temperatures of the two HTF streams become equal on one side of the heat exchanger (Equation 12). 

 
𝜀  =

𝑇 − 𝑇

𝑇 − 𝑇
 12 

There are two major differences between steady-state and TES heat exchangers which affect the use of 
this definition. The first difference is the interpretation of the efflux of energy as the heat transfer to the 
container. Equation 13 is the conservation of energy expressed on a control volume around the HTF 
(control volume shown on Figure 2b). In a steady-state heat exchanger, the rate of change of the internal 
energy of the HTF is zero. As a result, the heat transfer rate is equal to the efflux of energy. In LTES heat 
exchangers, the rate of change is not zero. As a result, the efflux is not equal to the heat transfer. This 
deviation is neglected by most authors (e.g. [116]) as only a limited number of authors estimate the HTF 
internal energy rate of change of the HTF (e.g., Martinelli et al. [89] and Beyne et al. [154]). 

 𝑑𝑈

𝑑𝑡
= �̇� + (�̇�ℎ) − (�̇�ℎ)  13 

The second difference concerns the right-hand side of Equation 13. The heat transfer rate and outlet 
temperature of the heat exchanger are constant in time for steady-state heat exchangers. As a result, the 
effectiveness of a steady-state heat exchanger is a scalar which can be expressed as the ratio of the 



temperature change of the HTF over the heat exchanger to the temperature change of the HTF over the 
heat exchanger if the heat exchanger was infinitely long. For TES heat exchangers, the outlet temperature 
and heat transfer rate are not constant in time. As a result, the effectiveness is not a scalar but a function 
of time for LTES heat exchangers. 

The effectiveness of a LTES heat exchanger can be defined as the ratio of the efflux of energy to the 
maximum efflux of energy. This definition avoids having to measure the heat transfer rate between HTF 
and container as would be necessary for the definition according to Equation 11. 

 
𝜀 =

�̇�

�̇�
 14 

The efflux of energy of a LTES heat exchanger is a function of time. As a result, the effectiveness definition 
of Equation 16 is also a function of time. It is logical to define the maximal efflux of energy �̇�  not as a 
function but as a scalar value. An example of the outlet temperature for the solidification of a LTES heat 
exchanger is shown on Figure 3. The maximum efflux occurs at the start of the cycle when the outlet 
temperature of the HTF is equal to the initial temperature. For a constant specific heat capacity of the 
HTF, the effectiveness of an LTES heat exchanger is thus defined as Equation 15: 

 
Figure 3: Schematic outlet temperature of a LTES heat 
exchanger during solidification. 

 

 
𝜀 =

𝑇 − 𝑇

𝑇 − 𝑇
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Effectiveness as defined by Equation 15 maintains the property that it is lower than 1 throughout the 
charging of the LTES heat exchanger. However, the reference temperature difference must be the driving 
force for heat transfer between the HTF and the container or PCM to derive a predictive relationship 
between effectiveness and number of transfer units. In LTES heat exchangers, the driving temperature 
difference for heat transfer changes during the (dis)charging since the temperature of the storage and 
container material change. The temperature difference in the case of Equation 15 is not the driving force 
for heat transfer except at the start of the cycle. Therefore, only a limited number of studies apply 
Equation 15 (e.g., [103, 110, 124]) and these studies do not result in a predictive model for the heat 
exchanger effectiveness. 

Inlet  
temperature 

Initial 
temperature 

Phase change temperature 

Time 

Outlet temperature 



The temperature difference between the (peak) phase change temperature and the HTF inlet is the driving 
temperature difference during the phase change. Since most research focusses on the outlet temperature 
during the phase change of the LTES heat exchanger, the effectiveness is often based on the temperature 
difference between inlet temperature and peak phase change temperature (Equation 16). Note that the 
effectiveness according to Equation 16 is no longer smaller than one throughout the entire charging cycle. 

 
𝜀 =

𝑇 − 𝑇

𝑇 − 𝑇
 16 

The effectiveness according to Equation 16 was first introduced by El-Dessouky and Al-Juwayhel [155] in 
a second law analysis for an annular tube LTES heat exchanger. In this study, the effectiveness is 
determined as a function of the number of transfer units (NTU) (Equation 17) as is done for steady-state 
heat exchangers with one of the heat transferring fluids at a constant temperature (Equation 18) [48]. The 
derivation of Equation 17 is done in Section 4. In the definition of the NTU (Equation 17), KA is the product 
of the overall heat transfer coefficient and the surface area: 

 
𝑁𝑇𝑈 =

𝐾𝐴

�̇�𝑐
 17 

 𝜀 = 1 − exp (−𝑁𝑇𝑈) 18 
Ismail et al. [138] used the same effectiveness definition as Equation 16. However instead of using 
Equation 17 and 18, the effectiveness-NTU relation is directly determined from measurements by 
Equation 19 with ∆𝑇  the logarithmic mean temperature difference. The logarithmic mean temperature 
difference method requires the same assumptions as the effectiveness-NTU method. As discussed before, 
equating the efflux of energy �̇� to the heat transfer rate between HTF and PCM requires neglecting the 
internal energy change of the HTF. 

 
𝑁𝑇𝑈 =

�̇�

�̇�𝑐  ∆𝑇
 19 

The effectiveness defined by Equation 16 can be a function of the phase change fraction if the overall heat 
transfer coefficient KA is. Since the sensible heat of PCM and container are small, the overall heat transfer 
coefficient is determined by the convective heat transfer coefficient in the HTF, the conduction through 
the container wall and the heat transfer resistance from the container wall to the phase change front. This 
latter heat transfer resistance changes with the movement of the phase change front and thus it changes 
with the phase change fraction. In five studies [67, 142, 153, 156, 157], the effectiveness is determined as 
a function of the liquid fraction or a variable associated with the global liquid fraction �̅� (Equation 20): 

 
𝜀 = 𝑓(�̅�) 20 

The function 𝑓 �̅�  is either experimentally measured [67, 156], analytically determined [153] or 
determined in a numerical study [142, 157]. In the analytic case, a phase change front shape is assumed 
which allows estimating the overall heat transfer coefficient and the effectiveness through Equation 18. 
In the experimental case, the effectiveness-liquid fraction curve is determined for separate mass flow 
rates.  

Shen et al. [140] adapted the effectiveness definition based on the PCM temperature to a cascaded  tube 
in tube LTES heat exchanger with 3 PCMs arranged along the flow length. Each PCM section is analyzed 
using a single control volume for the PCM and neglecting the internal energy change of the HTF. As a 



result, the heat transfer rate can be described by an effectiveness-NTU relation using the bulk PCM 
temperature as a reference. Several studies determine an average effectiveness based on Equation 16 
[63, 91, 97, 119, 145-147, 149, 150, 158]. This average effectiveness 𝜀  ̅ is derived by averaging the 
effectiveness over a time period between 𝑡  and 𝑡   as Equation 21: 

 
𝜀̅ =

1

𝑡 − 𝑡
𝜀 (𝑡) 𝑑𝑡 21 

The average effectiveness requires specifying the averaging time period t1 and t2. In most studies, this 
time period is the phase change time of the charging cycle [91, 159]. The definition and measurement of 
phase change time is further discussed in the next section. 

To the authors knowledge, average effectiveness was first defined by Sari and Kaygusuz [160] to 
characterize a tube-in-tube LTES heat exchanger. The effectiveness was reported for a single constant 
inlet temperature and mass flow rate and therefore no attempt at characterization could be made. 
Similarly to Sari and Kaygusuz [160], Tay et al. [119] used the concept to compare different fin geometries 
for a single operating point. 

Castell et al. [91] determined a correlation for the average effectiveness as a function of mass flow rate 
and heat transfer surface area in a study on a shell and tube LTES heat exchanger. The effectiveness was 
averaged during the phase change time in the heat exchanger and compared for a single inlet temperature 
and different mass flow rates. Two designs were compared with a different tube length in the same shell 
based on the effectiveness as a function of the mass flow rate. The average effectiveness could be 
described as a function of the number of transfer units (NTU). By assuming the overall heat transfer 
coefficient to be the same for both design variants, the effectiveness could thus be determined as a 
function of the ratio of heat transfer surface and mass flow rate (Equation 22). In the case of Castell et al. 
[91], a polynomial was chosen to fit the data: 

 
𝜀̅ = 𝑓

𝐴

�̇�
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Tay et al. [159] expanded the work of Castell et al. [91] by studying the same shell and tube LTES heat 
exchangers with one, two and four tube banks, two different PCMs and melting and solidification cycles. 
Inspired by the ε-NTU relation given in Equation 18, the average effectiveness for all these cases can be 
expressed by a single correlation (Equation 23) with a value of 0.0199 for the fitting constant C: 

 
𝜀̅ = 1 − exp − 𝐶

𝐴

�̇�
 23 

Equation 23 allows sizing the shell and tube heat exchangers, since additional tube surface area is 
accounted for by the heat transfer surface area A. 

In the work by Tay et al. [159], the fitting constant C is interpreted as a time averaged overall heat transfer 
coefficient 𝐾. However, Equation 23 is not obtained when averaging the instantaneous effectiveness 
relation given by Equation 18 since the NTU and more specifically the overall heat transfer coefficient is a 
function of time. The constant C can only be interpreted as a time averaged overall heat transfer 
coefficient if the NTU is approximately constant as a function of time. However, the NTU is a function of 
the phase change front position which changes as a function of time. Therefore, the fitting coefficient C 
can only be interpreted as a time averaged overall heat transfer coefficient if the change in phase change 



front position only has a minor effect on the NTU. In a follow up study on the same experimental setup 
[161], the thermal resistance of the HTF and container wall was shown to be dominant. Therefore, 
interpreting the fitting coefficient C being similar as the result of the heat transfer coefficient being similar 
is probably warranted in the case of Tay et al. [159]. 

Several authors used Equation 23 to characterize the average effectiveness of LTES heat exchangers. Amin 
et al. [145] study a packed bed with spherical capsules of PCM. Since a single geometry was tested, the 
fitting coefficient C and the heat transfer surface area A are lumped in a single coefficient CA. The product 
CA is 0.0097 for solidification and 0.0112 for melting. López-Navarro et al. [146] tested a spiral coil in tank 
and correlated the effectiveness during melting and solidification with a constant of 0.0146 and 0.0168, 
respectively. Chen et al. [150] characterizes the averaged effectiveness of a finned tube LTES heat 
exchanger using Equation 23 with a value of 0.0256 for solidification and a value of 0.0168 for melting. 
Allouche et al. [148] compared a finned tube with active stirring to other designs in literature based on 
Equation 23. However, they did not report a value for the fitting constant C for their case. 

In other cases, the value of the constant C proved to be a function of the mass flow rate. Tay et al. [158] 
developed a CFD model for the same shell and tube heat exchanger studied in [91, 159, 161]. The 
estimated effectiveness obtains good agreement with the experimental values for both melting and 
solidification cases. The average effectiveness as a function of mass flow rate drops as the flow in the HTF 
tubes transitions from turbulent to laminar. As a result, the average overall heat transfer coefficient which 
is associated with the value C is a function of the mass flow rate. 

Most of the studies presented [91, 148, 150, 159, 161] focus on the effect of mass flow rate on the average 
effectiveness. According to the derivation of the effectiveness-NTU relation for LTES heat exchangers, the 
inlet temperature can influence the effectiveness by two effects. First, the temperature difference 
between the phase change temperature and inlet temperature is the driving potential for heat transfer. 
Second, the inlet temperature can influence the overall heat transfer coefficient either by influencing the 
HTF properties which can change the forced convection or by an increase of the temperature difference 
with the PCM which increases the Rayleigh number and thus possible natural convection in the PCM. The 
first effect is included in the definition of the effectiveness. The second effect is most often neglected and 
only one inlet temperature is tested. 

The authors who do test multiple inlet temperature levels find contradicting results. López-Navarro et al. 
[146] tested three different inlet temperatures and found it to have a negligible influence on the averaged 
effectiveness. In contrast, Khan and Khan [97] found that the inlet temperature variation has a significant 
effect on the fitting factor C. The reason for this contrasting result might be found in the range of inlet 
temperatures tested. López-Navarro et al. [146] varied the inlet temperature within 4 °C and the driving 
temperature difference between 2 °C and 6 °C. Khan and Khan [97] on the other hand varied the inlet 
temperature and the driving temperature difference within respectively 15 °C and between 9.5 °C and 
24.5 °C for melting and within 10 °C and between 27.5 °C and 37.5 °C. 

Khan and Khan [97] takes the effect of the inlet temperature into account by defining the fitting coefficient 
C in Equation 23 as a function of the driving temperature difference (Equation 24). The fitting coefficients 
a and b have a value of 0.00072 and 0.0061 for melting and a value of 0.00052 and 0.0316 for solidification: 

 
𝜀̅ = 1 − exp − (𝑎 𝑇 − 𝑇 + 𝑏)

𝐴

�̇�
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Increasing the driving temperature difference |𝑇 − 𝑇 | increases the number of transfer units for 
melting. According to the effectiveness-NTU reasoning this can result from the inlet temperature affecting 
the convective heat transfer coefficient in the HTF or the temperature difference affecting the natural 
convection in the PCM. Khan and Khan [97] determine time averaged Rayleigh numbers and calculate 
Nusselt number predictions based on a correlation by Churchill and Chu [162] and find a significant 
variation in the Nusselt number. However, it is unclear whether this effect causes the change in fitting 
factor C since the effect of inlet temperature on the forced convection in the HTF is not investigated. 

In contrast to the melting case, increasing the driving temperature difference |𝑇 − 𝑇 | decreases the 
number of transfer units for solidification. This can probably not be attributed to natural convection as 
conduction is dominant during solidification in PCMs. 

Besides the effect on the number of transfer units, the dependency of the fitting factor C on the inlet 
temperature might be a result of an increasing deviation of the charging cycle from the assumptions 
required to derive the effectiveness-NTU relation of Equation 18. In this derivation, the sensible heat of 
the PCM is neglected. However, the Stefan number ranges between 0.078 and 0.196 for the melting and 
0.29 and 0.212 for the solidification indicating a significant portion of the internal energy change to be 
sensible. 

It is not yet clear if the dependency of the average effectiveness on the temperature difference is a result 
of a change in NTU or in the ratio of sensible to latent heat. Therefore, further research is required on this 
topic. 

One of the major benefits of the average effectiveness characterization by Equation 23 is the possibility 
of sizing heat exchangers since an increase in the tube length results in an increased heat transfer surface 
area. However, an increase in the surface area through the addition of fins is not well predicted by 
correspondingly increasing the fin surface area. Gil et al. [149] compared melting and solidification in a 
shell and tube heat exchanger, one with fins and one without fins. The non-finned designs found good 
agreement with the value for the constant C also found by [159]. The finned designs resulted in a 
significantly lower effectiveness compared for the same ratio of mass flow over heat transfer surface area, 
�̇� 𝐴⁄ . However, the effectiveness of the finned designs is higher as a function of mass flow rate. The lower 
effectiveness as a function of the ratio �̇� 𝐴⁄  is thus caused by the lower effectiveness of fins compared to 
tube surface area.  

In classic heat exchanger theory, fins are considered in the form of a fin surface efficiency. Amagour et al. 
[147] fitted a fin surface efficiency 𝜂  by adapting Equation 23 to Equation 25. Only a single value is 
tested, which results in a fin efficiency of 0.71: 

 
𝜀̅ = 1 − exp − 𝐶

(𝐴 + 𝜂 𝐴 )

�̇�
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The studies discussed up to this point have fitted the effectiveness-NTU formulation of Equation 23 to 
experimental or numerical experiments. If the NTU can be predicted throughout the charging process, the 
averaged effectiveness can be found by averaging the right-hand side of Equation 18 in time. However, 
the NTU is better predicted as a function of the phase change fraction as is shown in literature [67, 142, 
153, 156, 157].  



To predict the averaged effectiveness, Tay et al. [161] averaged the effectiveness over the phase change 
fraction (Equation 26) instead of over the phase change time (Equation 21): 

 
𝜀̅ = 𝜀 (�̅�) 𝑑�̅� 26 

To determine the averaged effectiveness using Equation 26, a relation between the instantaneous 
effectiveness 𝜀  and the global liquid fraction �̅� is required. This relation is found by applying Equation 
18 with the NTU related to the phase change fraction (Equation 27). The conditions for the effectiveness 
averaged over the liquid fraction 𝜀̅  to be equal to the effectiveness over time are discussed in Section 4. 
In the work of Tay et al. [161], the two averaged effectiveness are assumed equivalent. 

 
𝜀̅ = (1 − exp (−𝑁𝑇𝑈(�̅�)) 𝑑�̅� 27 

To determine the effectiveness averaged over the liquid fraction from Equation 27, the NTU must be 
described as a function of the phase change fraction. Therefore, a phase change front position as a 
function of the overall liquid fraction is assumed. The phase change front position results in a heat transfer 
resistance to the phase change front. This approach is similar to the approach followed by Belusko et al. 
[153] for estimating the instantaneous effectiveness. The predictions resulting from the method obtain 
reasonable agreement with the experimentally measured values. Belusko et al. [142, 157] used the same 
method to predict averaged effectiveness and compare it to the instantaneous effectiveness as a function 
of phase change fraction determined in a numerical study. 

The model developed in [158] is used in [63] to simulate a different shell and tube heat exchanger. The 
effectiveness-NTU prediction developed in [161], is compared to experimentally found values and values 
found with CFD. The CFD obtains good agreement with the solidification experiments but not with the 
melting experiments since natural convection is neglected in the CFD. The effectiveness-NTU prediction 
underpredicts the average effectiveness however agrees reasonably well with the experimental values. 

Table 2 summarizes the studies which use the effectiveness concept for LTES heat exchangers. 

Table 2: Summary of papers on LTES heat exchangers using the effectiveness concept. 

Parameter Name 
Predictive 
method Coefficients Year Geometry Source 

𝜀  

Effectiveness 
based on 
initial 
temperature 

- - 2020 Finned tube [124] 
- - 2020 Module type [103] 

𝜀  

Effectiveness 
based on 

phase 
change 

temperature 

Eq. 18 Analytical 1997 Tube in tube [155] 
Eq. 18;  Eq 19. Experimental 1999 Planar [138] 

Eq. 20 Analytical 2012 Planar [153] 
Eq. 20 Experimental 2015 Direct contact [156] 
Eq. 20 Numerical 2016 Shell and tube [142, 

157] 
Eq. 20 Experimental 2017 Shell and tube [67] 

𝜀  ̅
Effectiveness 

averaged 
over time 

Eq. 22 Polynomial 2011 Shell and tube [91] 
Eq. 23 C=0.0199 2012 Shell and tube [159] 
Eq. 23 CA=0097 & 0.0112 2012 Packed bed [145] 



Eq. 23 - 2012 Shell and tube [158] 
Eq. 23 C≈0.0199 

(unfinned) 
2013 Shell and tube [149] 

Eq. 23 C=0.0146 & 0.0168 2014 Spiral coil [146] 
Eq. 23 C=0.0168 & 0.0256 2014 Finned tube [150] 
Eq. 23 - 2015 Finned tube [148] 
Eq. 25 𝜂 =0.71 

C=0.1808 & 0.1991 
2018 Shell and tube [147] 

Eq. 24 a=0.00072 & 0.0061 
b=0.00052 & 0.0316 

2019 Shell and tube [97] 

𝜀̅  Effectiveness 
averaged 

phase 
change 
fraction 

Eq. 26 Analytical 2012 Tube in tube [161] 
Eq. 26 Analytical 2012 Shell and tube [63] 

 
 

Heat transfer is often characterized in terms of Nusselt numbers or heat transfer coefficients. Therefore 
several authors use these concepts to characterize the heat transfer rate between HTF and PCM [64, 99] 
[69, 90, 103, 121, 148]. In the case of numerical studies, the heat transfer between HTF and container 
�̇�  can be determined. In a numerical study on a shell and tube LTES heat exchanger, Khan et al. [99] 
defined the heat transfer coefficient in the PCM as Equation 28 and reported as a function of time. 

 
𝐾 =

�̇�

𝐴 (𝑇 − 𝑇 )
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Khan et al. [99]  express the heat transfer coefficient in a dimensionless Nusselt number and as a function 
of the Rayleigh number. Trp [64] takes a similar approach but determines a local Nusselt number along 
the flow length of the tubes. Lin et al. [121] determine the convective heat transfer coefficient as a 
function of the Reynolds number. These studies offer insight into the heat transfer processes, however 
they do not directly allow to estimate the efflux of energy since the internal energy change of the HTF is 
not characterized. 

In experimental studies, directly measuring the heat transfer between the HTF and the container or PCM 
is not possible. Therefore, the heat transfer is determined by applying the conservation of energy to a 
control volume encompassing only the HTF (Equation 29): 

 𝑑𝑈

𝑑𝑡
= �̇� + �̇�  29 

The heat transfer between HTF and container can be determined by measuring the efflux of energy  �̇� 
and estimating the change in internal energy of the HTF. However, very few authors estimate the energy 
stored in HTF as discussed in the section on state indicators. Therefore, most authors neglect the internal 
energy change of the HTF although it is not negligible at the start of a (dis)charging cycle [16, 62]. 

Jesumathy et al. [69] neglect the internal energy of the HTF and apply the logarithmic mean temperature 
difference ∆TLMTD to define a heat transfer coefficient as in Equation 30. This approach is like the one Ismail 
et al. [138] used to define the NTU (Equation 19). 



 
𝐾 =
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𝐴 ∆𝑇  
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The heat transfer coefficient was averaged in time and presented as a function of the HTF mass flow rate 
(Equation 28). Merlin et al. [90] and Reyes et al. [103] also average Equation 28 to determine a time 
averaged heat transfer coefficient. 

 
𝐾 =
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𝐴 ∆𝑇  
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If the overall heat transfer coefficient can be predicted, Equation 28 provides an additional method of 
estimating the average outlet temperature of the HTF besides the effectiveness-NTU approach. Allouche 
et al. [148] defined a Nusselt number based on the overall average heat transfer coefficient. The Nusselt 
number is correlated as a function of the Rayleigh number. However, the Nusselt number cannot be 
predicted from the correlation since the Rayleigh number is defined as a function of the bulk PCM 
temperature which has to measured. 

3.2.2. Heat transfer over the boundary 
In contrast to the efflux of energy, the heat transfer to the ambient is difficult to determine. To estimate 
it directly, the heat flux on the surface of the LTES heat exchanger should be measured and integrated in 
time and over the surface of the heat exchanger. To the knowledge of the authors, no study has attempted 
this. The heat transfer to the ambient however can be estimated based on an estimate of the internal 
energy change, efflux of energy and Equation 3 or 4 (e.g., [8], [90]). An alternative method for determining 
the heat loss is measuring the efflux of energy after the LTES system has reached steady state [118]. In 
most studies, the LTES heat exchanger is well insulated limiting losses to the ambient.  

3.3. Time based indicators 
Several time indicators can be defined. The difference between these indicators is the term in Equation 3 
and 4 on which they are based. Two options are based on the internal energy change. First, time constants 
based on the total internal energy are referred to as charging time (e.g., [89, 93, 117, 124, 163-165]) and 
are defined by Equation 32. Second, time constants based on the latent heat (e.g., [46, 68, 69, 72, 77, 83, 
87, 88, 90, 93, 96, 98, 99, 102, 104, 107-109, 113, 119, 120, 125, 129, 131-134, 136, 149, 165-170]) which 
are called melting/solidification time and are defined by Equation 33 with �̅� the total liquid fraction. A 
third type of time constant is based on the efflux of energy. These constants are defined by Equation 34 
as the time required for the outlet temperature to reach a specific temperature level (e.g., [72, 76, 88, 90, 
116, 118, 124, 148, 149]). Since time indicators are determined based on energy indicators or the efflux 
of energy, no additional measurements are required to determine time indicators. 

 𝑡 = 𝑡 − 𝑡  𝑓𝑜𝑟 𝑤𝑖𝑐ℎ 𝐽(𝑡 ) = 𝐽  32 
 𝑡 = 𝑡 − 𝑡  𝑓𝑜𝑟 𝑤ℎ𝑖𝑐ℎ �̅�(𝑡 ) = �̅�  33 
 𝑡 = 𝑡 − 𝑡  𝑓𝑜𝑟 𝑤ℎ𝑖𝑐ℎ 𝑇 (𝑡 ) = 𝑇  34 

The three-time constants proposed by Equation 32-34 are based on a predefined level (𝐽 , �̅�  and 
𝑇 ). By altering this level, several time constants can be defined for a single experiment (e.g., [152]). 

The phase change time defined by Equation 33 requires an accurate estimate of the total liquid fraction. 
As discussed above, obtaining an accurate estimate of the total liquid fraction is not an issue for numerical 



studies and therefore it is often reported [65, 68, 77, 98, 99, 102, 104, 109, 120, 125, 129, 131-134, 136, 
165]. In experimental studies, visual assessment of the phase change front is sometimes used (e.g., [83, 
107]). 

In case the liquid fraction level is chosen as one (�̅� = 1 in Equation 33), a single local measurement at 
the location which changes phase last suffices for estimating the phase change time. For this method, a 
temperature sensor is most often used as a local liquid fraction sensor [69, 87, 88, 90, 93, 96, 108, 149].  

Defining the charging time based on the outlet temperature of the HTF (Equation 34) is a common method 
in experimental studies since measuring the outlet temperature of the HTF is relatively accessible. Gasia 
et al. [164] defined the temperature level Tlevel based on the inlet temperature plus a fixed temperature 
difference. Other authors define the charging time based on a heat exchanger effectiveness. Moon et al. 
[124] defined a heat exchanger effectiveness based on the initial temperature of the storage. This 
effectiveness was used to define a charging time. Abokersh et al. [72] used Equation 34 with a 
temperature level of the minimum usable temperature in their application. Allouche et al. [148] defined 
the charging time as the time until the efflux of energy drops below 10 % of its initial value. 

The charging time as defined by Equation 32 requires an estimate of the total stored energy. Since limited 
studies focus on the total stored energy [83, 89, 101, 137, 138], the definition is rarely used. In a numerical 
study, Kuboth et al. [165] used the definition with an energy level of 99.9 % of the maximum internal 
energy change. In experimental work, Martinelli et al. [89] and Beyne et al. [8, 152] applied the same 
definition. Martinelli et al. [89] applied the definition at 90 % of the maximum internal energy change. 
Beyne et al. [8] used 97.5 % in a first paper and varied the level between 1 and 99 % in a second paper 
[152]. 

Table 3 presents a summary of the reported time indicators and the papers which report them. 

 Table 3: Summary of the reported time indicators. 
 Parameter  Name Numerical Experimental 

𝑡 (𝐽 ) 
Charging time (function of 
stored energy) 

[165] [8, 89, 152] 

𝑡 (�̅� ) 
Phase change time [65, 68, 77, 98, 99, 102, 104, 

109, 120, 125, 129, 131-134, 
136, 165] 

[62, 69, 83, 87, 88, 
90, 93, 96, 107, 108, 
149] 

𝑡 (𝑇 ) 
Charging time (function of 
HTF outlet temperature) 

- [72, 124, 148, 164] 

  
Several predictive models for time constants can be found in literature. The predictive models for time 
constants are based on an analytical solution for the phase change time of an LTES heat exchanger. This 
analytical solution was derived by Raud et al. [171] for a LTES heat exchanger with an overall heat transfer 
coefficient independent of the liquid fraction. The solution can be generalized (see Section 4.1.2.) as 
Equation 35 where t0 is the time required for the phase change front to reach the edge of the heat 
exchanger at the inlet: 

 
𝑡 (�̅� = 1) = 𝑡 +

∆𝑈

�̇�𝑐 ∆𝑇
 35 



To determine t0, an analytical solution of the Stefan problem was adapted by Bauer [172]. The predictions 
of Equation 35 were compared to CFD simulations for a shell and tube heat exchangers and found 
reasonable agreement. 

Tarragona et al. [62] adapted the solution proposed by Raud et al. [171] for a planar geometry with a 
significant convective heat transfer resistance. The predictions obtained good agreement with 
experimentally measured phase change times. 

In Equation 35, t0 is the time required for the first cross section to change phase. In the simplified cases 
for which analytical solutions exist, t0 is a function of the inverse of the temperature difference at the 
inlet. As a result, Equation 35 can be written as a function of the mass flow rate multiplied by the inverse 
of the temperature difference at the inlet. Beyne et al. [8] therefore proposed a correlation structure for 
both phase change time (Equation 33) and charging time (Equation 32). The correlation structure is given 
by Equation 36 with 𝑓 (�̇�) and 𝑓 (�̇�) two functions of the HTF mass flow rate: 

 𝑡 �̅� = 1
𝑜𝑟

𝑡 (𝐽 = ∆𝑈)
= 𝑓 (�̇�) 

1

∆𝑇
+ 𝑓 (�̇�)  36 

Equation 36 includes a term which is not a function of the temperature difference between peak phase 
change temperature and PCM. This term is not a result from the derivation by Raud et al. [171]. However, 
this derivation requires several assumptions with amongst others neglecting all sensible heat. The term is 
thus required to adapt the correlation to conditions which deviate from the assumptions. Beyne et al. [8] 
collected several data sets with varying inlet temperatures but fixed mass flow rates and found good 
agreement with the correlation proposed in Equation 36.  

Some data sets seem to deviate from Equation 36. Hosseini et al. [65] reported phase change time which 
do not seem to be hyperbolically related to the temperature difference at the inlet ∆𝑇 . Amin et al. [145] 
reported a time constant determined by a change in the gradient of the outlet temperature. Increasing 
mass flow rate and temperature difference resulted in an increased phase change time for some data 
points. As a result, Equation 36 was not applicable. Whether Equation 36 is applicable and under which 
assumptions thus requires further research. 

Beyne et al. [8] performed an experimental campaign on the same heat exchanger as presented by 
Tarragona et al. [62]. The slope function 𝑓 (�̇�) was based on the work of Raud et al. [171] while the best 
fitting function with two variables was chosen for the intercept function 𝑓 (�̇�). The resulting correlation 
is shown in Equation 37 with a, b, c, and d fitting coefficients: 

 
𝑡 = 𝑎 +

𝑏

�̇�
 

1

∆𝑇
+ 𝑐𝑒  ̇  37 

The definition for the charging time is linked to a change in internal energy of the LTES heat exchanger. 
As such it can be expanded to predict the internal energy change as a function of time and the outlet 
temperature for given inlet conditions. This expansion is called the charging time energy fraction model 
and was presented by Beyne et al. [152]. 

The charging time energy fraction method first estimates the total energy change of a LTES heat exchanger 
undergoing a temperature change between the initial temperature Tini and the inlet temperature Tin. This 



internal energy change ∆𝑈 is given by Equation 38 and is a function of initial and inlet conditions and 
material properties which are assumed to be known: 

 
∆𝑈(𝑇 , 𝑇 ) = 𝑚 𝑢 (𝑇 ) − 𝑢 (𝑇 ) + 𝑚 𝑢 (𝑇 ) − 𝑢 (𝑇 )

+ 𝑚 𝑢 (𝑇 ) − 𝑢 (𝑇 )  
38 

The internal energy change is used to define an energy fraction (Equation 39) which provides a relative 
expression for the change of internal energy of the LTES heat exchanger: 

 
𝛼 =

𝐽(𝑡)

∆𝑈(𝑇 , 𝑇 )
 39 

The charging time is related to the energy fraction through the definition expressed by Equation 32. It is 
correlated for a series of energy fractions using Equation 40, an adaptation of the correlation used in [8] 
to obtain a better fit at lower energy fractions. Equation 40 is correlated for energy fractions between 
0.01 and 0.99 resulting in a list of fitting parameters a, b, c, and d as a function of the energy fraction α: 

 
𝑡 (𝛼) = 𝑎(𝛼) +

𝑏(𝛼)

�̇�
 

1

∆𝑇
+ 𝑐(𝛼) +

𝑑(𝛼)

�̇�
 40 

By associating a time to a set of energy fractions, the stored energy as a function of time can be predicted. 
Since the heat transfer to the ambient is neglected, the stored energy is equal to the integrated efflux of 
energy (see Equation 3). By deriving the integrated efflux of energy with respect to time, the outlet 
temperature of the HTF can be estimated. 

The charging time energy fraction method provides a tool to predict the outlet temperature of LTES heat 
exchangers as a function of time. The method is thus more general than the averaged effectiveness 
method or phase change time method since both averaged effectiveness and charging time can be 
predicted using the coefficient of a charging time energy fraction model. However, there is no method 
available to quantitively link the fitting coefficients of the model to the geometry and material properties 
of the LTES systems. The model thus requires a set of experiments to fit these coefficients. It is therefore 
useful for characterizing the LTES heat exchanger, but not for design or sizing. 

4. Predictive models for process performance indicators 
To characterize a LTES heat exchanger, the performance indicators must be predictable for a given 
operational point. The operational point is defined by the ingoing HTF mass flow rate and state as well as 
the ambient temperature. A predictive model as described above thus has the structure as shown in Figure 
4. Determining a predictive model for an LTES heat exchanger will be called characterizing the LTES heat 
exchanger. 

 

Predictive model HTF inlet state 
Mass flow rate 

Ambient conditions 

Performance 
indicator 



Figure 4: Schematic representation of a predictive model for LTES heat 
exchanger performance indicators. 

 

The coefficients of the predictive model are either determined by fitting to (numerical) experiments or 
estimated based on geometry and material parameters. If the parameters are a function of geometric 
parameters, the predictive model can be used to design LTES heat exchangers. Therefore, these models 
will be referred to as design models. 

An example of a fitted model is the model resulting from the charging time energy fraction method. The 
predictive model allows to estimate the performance of an LTES heat exchanger in a specific application. 
However, it does not allow estimating the performance of an LTES heat exchanger with a change in PCM 
properties or geometry. 

The phase change time models of Raud et al. [171] and Tarragona et al. [62] and averaged effectiveness 
estimations of Tay et al. [63, 161] are examples of design models. The phase change time or averaged 
effectiveness is estimated as a function of material and geometric parameters. The effect of the change 
of each of these parameters can be determined. 

The fitted averaged effectiveness correlations according to Equation 22, 20 and 20 are design models for 
the heat transfer surface area. The effect of varying other geometric or material parameters cannot 
necessarily be estimated.  

The design models found for LTES heat exchangers are thus based on two approaches: the effectiveness-
NTU approach and the phase change time approach. In the current section the theoretical background 
of the approaches is investigated and both approaches are compared. 

4.1. Derivation of effectiveness-NTU relation and phase change time relation 
The derivation of the effectiveness-NTU relation and phase change time is based on a similar set of 
assumptions. The HTF is represented as being at the bulk temperature in the entire cross section. The bulk 
temperature of the HTF only varies along the flow length which is placed along the bulk flow direction of 
the HTF (this direction will be designated as the x-axis). The internal energy change of the heat transfer 
fluid and container and the sensible energy change of the PCM are neglected. Heat transfer in the 
direction of the flow in the PCM is neglected and the specific heat capacity of the HTF is assumed constant. 

The effectiveness-NTU derivation is based on the conservation of energy applied to the HTF while the 
phase change time derivation is based on the conservation of energy applied to the entire LTES heat 
exchanger. 

4.1.1. Effectiveness-NTU 
By neglecting diffusive transport with respect to convective transport in the HTF, the conservation of 
energy for an infinitesimal control volume of HTF is expressed by Equation 41: 

 𝑑(𝑑𝑈 )

𝑑𝑡
= �̇�𝑐 𝑑𝑇 + 𝑑�̇�  41 

Figure 5 shows a schematic representation of the heat exchanger and the infinitesimal control volume on 
which Equation 41 is applied. 



 
Figure 5: Infinitesimal section of a LTES heat exchanger used for 
expressing Equation 41. 

 

In steady-state analysis of heat exchangers, the internal energy change of the HTF  can be neglected. 

LTES heat exchangers do not operate in steady state, however the internal energy change of the HTF can 
be neglected compared to the internal energy change of the PCM. This assumption is also sometimes used 
for the dynamic simulation of heat exchangers (e.g., [173]). As a result, Equation 41 reduces to Equation 
42: 

 
0 = �̇�𝑐 𝑑𝑇 + 𝑑�̇�  42 

By neglecting the sensible heat capacity of the PCM and container, the heat transfer over the edge of the 
HTF control volume 𝑑�̇�  is equal to the heat transfer between the HTF and the phase change 
front. Furthermore, assuming an isothermal phase change allows writing the heat transfer as a function 
of the temperature difference between the local HTF bulk temperature and the PCM.  

The heat transfer between PCM and HTF is written in terms of a local heat transfer coefficient per unit 
length 𝐾𝑃(𝑥, 𝑡) (Equation 43):  

 PCM 

HTF 

container 

Phase change front 

dx 

𝑑�̇�  

𝑑𝑈  

𝑇  

𝑇 (𝑥) 𝑇 (𝑥 + 𝑑𝑥) 

𝑑𝑇 = 𝑇 (𝑥 + 𝑑𝑥) − 𝑇 (𝑥) 

x-axis 



 
𝑑�̇� = 𝐾𝑃(𝑥, 𝑡) 𝑑𝑥 (𝑇 − 𝑇 (𝑥, 𝑡)) 43 

Note that at this point the derivation between the classic effectiveness method for steady state heat 
exchangers deviates from what is presented here. Due to the movement of the phase change front, the 
local heat transfer coefficient per unit length KP(x,t) is a function of both position and time while in classic, 
steady-state heat exchangers it is only a function of position. This corresponds to the effectiveness and 
outlet temperature of LTES heat exchangers being functions of time. 

Substituting Equation 43 in Equation 42 and rearranging results in Equation 44: 

 𝑑𝑇

𝑑𝑥
=

𝐾𝑃(𝑥, 𝑡)

�̇�𝑐
(𝑇 − 𝑇 (𝑥, 𝑡)) 44 

Equation 44 can be solved by separating the temperature and position variables. The local heat transfer 
coefficient per unit length KP can be a function of both temperature and position. The local heat transfer 
coefficient should be written as the product of a function of the position and a function of the temperature 
similar as is done for steady-state heat exchangers [174]. In the present discussion, the effect of 
temperature will be neglected as neglecting the temperature effect will result in the effectiveness 
expressed by the commonly used Equation 18. Separating the variables in Equation 44 thus results in 
Equation 45: 

 𝑑(𝑇 )

(𝑇 − 𝑇 )
=

𝐾𝑃(𝑥, 𝑡)

�̇�𝑐
𝑑𝑥 45 

The phase change temperature is a constant which allows rewriting the differential on the left-hand side 
of Equation 45 as Equation 46: 

 
𝑑(𝑇 ) = −𝑑(𝑇 − 𝑇 ) 46 

Substituting Equation 45 into Equation 46 and integrating both sides of the equation results in Equation 
47 with the overall heat transfer coefficient KA defined by Equation 48 and the temperature boundary 
conditions defined in Equation 49: 

 
𝑙𝑛

𝑇 − 𝑇 (𝑡)

𝑇 − 𝑇
= −

𝐾𝐴(𝑡)

�̇�𝑐
 47 

 
𝑤𝑖𝑡ℎ 𝐾𝐴(𝑡) = 𝐾𝑃(𝑥, 𝑡)𝑑𝑥 48 

 
𝑤𝑖𝑡ℎ 𝑇 (𝑥 = 0) = 𝑇  & 𝑇 (𝑥 = 𝐿) = 𝑇   49 

By applying the inlet condition expressed by Equation 49, the effectiveness of the heat exchanger can be 
written as Equation 50 with the number of transfer units (NTU) defined by Equation 51: 

 
𝜀 (𝑡) =

𝑇 (𝑡) − 𝑇

𝑇 − 𝑇
= 1 − exp −

𝐾𝐴(𝑡)

�̇�𝑐
 50 

 
𝑁𝑇𝑈(𝑡) =

𝐾𝐴(𝑡)

�̇�𝑐
 51 

Under the assumption of negligible energy except for the latent heat, the effectiveness as defined by 
Equation 50 corresponds to the ratio of the heat transfer rate to the maximum possible heat transfer rate. 
Besides the time dependency of the relation, the relation between effectiveness and NTU is the same as 



for steady-state heat exchangers with one fluid at a constant temperature (see e.g. [47]). However, the 
required assumptions to derive Equation 50 are specific to the case of LTES heat exchangers. 

Most authors do not use the instantaneous effectiveness, but they define and correlate a time averaged 
effectiveness (see Equation 21). 

 
𝜀̅ =

1

𝑡 − 𝑡
𝜀 (𝑡) 𝑑𝑡 Eq. 21 

To solve the integral in Equation 21, an expression of the NTU as a function of time is required. However, 
it is easier to determine an expression of the NTU as a function of the position of the phase change front 
or the phase change fraction. Therefore, several authors determine the effectiveness averaged over phase 
change fraction (see Equation 26). 

 
𝜀̅ = 𝜀 (�̅�) 𝑑�̅� Eq. 26 

The relation between the effectiveness averaged over time 𝜀  ̅ (Equation 21) and averaged over phase 
change fraction 𝜀̅  (Equation 26) can be found by changing the integration variable in the integral of 
Equation 21 (Equation 52). For both definitions to be equivalent, the derivative of time to the overall liquid 

fraction  should be equal to the phase change time 𝑡 − 𝑡 . This implies a constant heat transfer rate 

during phase change since time and overall liquid fraction are linearly related. This is the case if the heat 
transfer resistance in the PCM is negligible compared to the heat transfer resistance of container and HTF. 

 
𝜀̅ =

1

𝑡 − 𝑡
𝜀 (𝑡) 𝑑𝑡 =

1

𝑡 − 𝑡
𝜀 (�̅�)

𝑑𝑡

𝑑�̅�
𝑑�̅� 52 

An alternative can be found to the restriction of a constant heat transfer rate by expressing that heat 
transfer between HTF and PCM results in a change of liquid fraction (Equation 53): 

 𝑑�̅�

𝑑𝑡
=

�̇�𝑐 ∆𝑇

∆𝑈
(1 − exp (𝑁𝑇𝑈 �̅� ) 53 

Equation 53 is an ordinary differential equation which can be resolved numerically. The time averaged 
liquid fraction is found by Equation 54 with 𝑡  the time where the liquid fraction reaches one. The 
procedure outlined in Equation 53 and 54 does not require additional assumptions however no author in 
literature uses this approach. 

 
𝜀̅ =

𝐽

�̇�𝑐 ∆𝑇  𝑡
 54 

 

4.1.2. Phase change time 
The conservation of energy is expressed on the LTES heat exchanger by Equation 3. By neglecting the heat 
loss to the environment and assuming a constant specific heat of the HTF, Equation 3 reduces to Equation 
55: 

 𝑑𝑈

𝑑𝑡
= �̇� 𝑐 ( 𝑇 − 𝑇 ) 55 



The phase change temperature is introduced in Equation 55 by expressing the temperature difference 
between inlet and outlet of the HTF as a function of the temperature difference between the phase 
change front and the HTF. The temperature difference at the inlet ΔT0 and at the outlet ΔTL is given by 
respectively Equation 56 and 57: 

 
∆𝑇 =  𝑇 − 𝑇  56 

 
∆𝑇 =  𝑇 − 𝑇  57 

Equation 55 can be rewritten as a function of the temperature differences defined in Equation 56 and 57: 

 𝑑𝑈

𝑑𝑡
= �̇� 𝑐 ( ∆𝑇 − ∆𝑇 ) 58 

The temperature at the inlet and the mass flow rate of the HTF are constant inlet conditions. The 
temperature at the outlet is a function of time. Therefore, an averaged outlet temperature difference is 
defined by Equation 59 with tL the phase change time: 

 
∆𝑇 =

1

𝑡
∆𝑇  𝑑𝑡 59 

Equation 58 is integrated in time which results in Equation 60: 

 
𝐽 = �̇� 𝑐 ( ∆𝑇 𝑡 − ∆𝑇 𝑡 ) 60 

Equation 60 has two remaining unknown variables: tL and ∆𝑇 . Characterizations of phase change 
problems under constant boundary conditions are reviewed to find a relation between the phase change 
time and average temperature difference at the outlet. These constant boundary condition 
characterizations provide a correlation between three variables: the phase change fraction λA, the time t 
and the driving temperature difference ΔT which is constant as a function of time. The correlation 
between the three variables can be expressed as Equation 61: 

 
𝜆 = 𝑓(𝑡, ∆𝑇) 61 

Equation 61 is valid for a constant temperature difference. However, this is only the case at the inlet of 
the LTES heat exchanger. In the present derivation, the relation given by Equation 61 is assumed to hold 
for a varying inlet temperature by replacing the time dependent temperature difference with the time 
averaged temperature difference (Equation 62 and Equation 63):  

 
𝜆 = 𝑓(𝑡, ∆𝑇) 62 

 
𝑤𝑖𝑡ℎ ∆𝑇 =

1

𝑡
∆𝑇 𝑑𝑡 63 

Equation 62 is only true under specific conditions. To obtain the required conditions, the heat transfer 
between PCM and HTF is written as the resulting change of the internal energy of the PCM. Since the 
sensible heat of the PCM is neglected, applying the conservation of energy to an infinitesimally short 
control volume of PCM (see Figure 5) results in Equation 64 with ∆𝑈  the internal energy per unit length 



and 𝜆  the liquid fraction averaged over the surface area as defined by respectively Equation 65 and 
Equation 66: 

 
𝑑�̇� = ∆𝑈  𝑑𝑥  64 

 
∆𝑈 = 𝜌  ℎ  𝑑𝑦 𝑑𝑧 65 

 
𝜆 =

1

𝐴
𝜆(𝑥, 𝑦, 𝑧) 𝑑𝑦 𝑑𝑧 66 

The heat transfer from PCM to HTF is modelled as the product of an overall heat transfer coefficient per 
unit length 𝐾𝑃  and the temperature difference ∆𝑇. Substituting this product in Equation 64 results in 
Equation 67: 

 
𝐾𝑃 ∆𝑇 = ∆𝑈

𝑑𝜆

𝑑𝑡
 67 

The expression for the surface averaged liquid fraction 𝜆  is found by separating the variables in Equation 
68:  

 
 ∆𝑇 𝑑𝑡 =

∆𝑈

𝐾𝑃
𝑑𝜆  68 

If the overall heat transfer coefficient can be written as a function of only the liquid fraction, Equation 65 
can be integrated to obtain Equation 69: 

 
 ∆𝑇 𝑡 =

∆𝑈

𝐾𝑃
𝑑𝜆  69 

 For Equation 62 to be applicable, the overall heat transfer coefficient must be expressible as a function 
of only the liquid fraction (Equation 70). Otherwise, separating the variables in Equation 68 is not valid. 

 
 𝐾𝑃 =

∆𝑈

∆𝑇

𝑑𝜆

𝑑𝑡
 𝑐𝑎𝑛 𝑏𝑒 𝑤𝑟𝑖𝑡𝑡𝑒𝑛 𝑎𝑠 𝑎 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑜𝑛𝑙𝑦 𝜆  70 

The second condition for Equation 59 to be applicable is that the integral in Equation 67 can be 
determined and solved resulting in the form of Equation 59 (Equation 71): 

 
 ∆𝑇 𝑡 =

∆𝑇

𝑑𝜆
𝑑𝑡

𝑑𝜆  𝑐𝑎𝑛 𝑏𝑒 𝑠𝑜𝑙𝑣𝑒𝑑 𝑓𝑜𝑟 𝜆  𝑖𝑛 𝑡ℎ𝑒 𝑓𝑜𝑟𝑚 𝑜𝑓 𝐸𝑞𝑢𝑎𝑡𝑖𝑜𝑛 62  71 

Equations 70 and 71 pose two conditions on the function 𝑓(𝑡, ∆𝑇) for Equation 62 to be valid. 

Equation 69 can be rearranged to show that the time required to reach a specific liquid fraction is inversely 
related to the temperature difference (Equation 72): 

 
𝑡~

1

∆𝑇
 72 

The phase change time tL and average temperature difference at the heat exchanger outlet ∆𝑇  can thus 
be related as a function of the temperature difference at the inlet and the time required for complete 
phase change at the inlet t0 (Equation 73): 



 
∆𝑇 =

∆𝑇 𝑡

𝑡
 73 

Equation 72 is substituted in Equation 60 which results in Equation 74: 

 
𝐽 = �̇� 𝑐 ( ∆𝑇 𝑡 − ∆𝑇 𝑡 ) 74 

Equation 74 can be solved for the phase change time (Equation 75): 

 
𝑡 = 𝑡 = 𝑡 +

𝐽

�̇� 𝑐 ∆𝑇
 75 

4.2. Comparison of the models 
The assumptions required to derive the melting time, the instantaneous effectiveness-NTU and the 
averaged effectiveness NTU method are listed in   

Table 4. The first 8 assumptions are required for all three of the models. The eighth assumption is required 
for the instantaneous effectiveness to be estimated by Equation 50. The ninth assumption is required for 
the time averaged effectiveness and liquid fraction averaged effectiveness to be equal. It is not required 
if the time averaged liquid fraction is determined using the ordinary differential equation outlined in 
Equation 53.  

Table 4: Required assumptions for the derivation of predictive models. 

𝜀(𝑁𝑇𝑈) 𝜀̅ = 𝜀̅  𝑡  
1. No conduction in the flow direction in PCM, HTF or container. 
2. No internal energy change of the HTF. 
3. HTF at bulk temperature. 
4. HTF properties independent of temperature. 
5. No sensible heat capacity in the PCM and container. 
6. Isothermal phase change. 
7. No heat losses to the ambient. 
8. The local heat transfer coefficient per unit length is not a function of temperature. 

 9. The local heat 
transfer coefficient 
per unit length is 
constant in time. 

10. Equation 69. 

 

Both derivations are linked by expressing the average effectiveness as a function of the phase change 
time (Equation 76): 

 
𝜀̅ =

𝐽

�̇�𝑐 ∆𝑇 𝑡
 76 

Substituting Equation 74 into Equation 76 gives an alternative expression for the averaged effectiveness 

(Equation 77). The factor 
∆

∆
 is not a function of mass flow rate if the convective heat transfer 

coefficient of the HTF does not strongly vary with mass flow rate, therefore Equation 74 can be fitted for 
a fixed inlet temperature.  



 
𝜀̅ =

1

�̇�
𝐴

𝑐 ∆𝑇 𝑡 𝑃
∆𝑈

+ 1

 77 

Equation 77 can be used as an alternative to Equation 23 for fitting time averaged effectiveness data. The 
studies in Table 2 report fitting coefficients between 0.01 and 0.2 with a mass flow rate over heat transfer 
surface area between 0.02 and 0.45 kg/(s m²). In this range, Equation 77 can be fitted with a root mean 
square deviation below 5 %. Equation 77 and 23 are thus similar for fitting data in the ranges found in 
literature. 

Two studies have been found which report both phase change time and averaged effectiveness. The time 
constant reported by Amin et al. [145] is based on a change in gradient in the outlet temperature. Due to 
this qualitative definition, the reported time constant does not coincide with the phase change time and 
effectiveness and time constants are not related through Equation 76. The time constants reported by Gil 
et al. [149] are phase change times and the total stored latent energy is also given. In Figure 6, the 
effectiveness calculated using Equation 76 is compared to the measured effectiveness. The effectiveness 
based on Equation 76 is an overestimation, however the calculation shows the correct trend. 
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Figure 6: The effectiveness measured and calculated from phase change time 
data. Based on data reported in the work of Gil et al. [149]. 
 

 

A third dataset to which the authors of this paper have access is the one presented by Tarragona et al. 
[62]. The measured effectiveness during the phase change time is compared to the estimated 
effectiveness based on the predictive model for phase change time presented in Tarragona et al. [62] and 
Equation 76.  

Figure 7 shows the effectiveness predictions as a function of the measured effectiveness when only taking 
the latent heat into account. The data is split into three levels with an effectiveness around 0.2, 0.3, and 
0.4. These groups correspond to three mass flow rates. The model obtains similar predictions since the 
effectiveness is not a function of the temperature difference according to Equation 76 if the phase change 
time at the inlet t0 is inversely related to the temperature difference.  



Figure 8 shows the same predicted effectiveness as a function of measured effectiveness with a difference 
in the estimation of the total internal energy change 𝐽. In Figure 7 only the latent heat of the PCM is 
considered while in Figure 8 both latent and sensible heat of PCM and container material are taken into 
account. As can be seen by comparing Figure 7 and Figure 8, considering the sensible heat results in a 
higher accuracy of the prediction. However, considering  sensible heat is a deviation from the assumptions 
required for both the effectiveness-NTU and phase change time derivations.  
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Figure 7: The effectiveness predicted from the 
phase change time predictive method as a 
function of the measured effectiveness taking only 
the latent heat into account. Based on the data 
from the work of Tarragona et al. [62]. 

Figure 8: The effectiveness predicted from the 
phase change time predictive method as a 
function of the measured effectiveness taking 
both latent and sensible heat into account. Based 
on the data from the work of Tarragona et al. [62]. 

 

The results presented in Figure 8 show that the sensible heat should be considered when correlating the 
averaged effectiveness. However, the sensible heat is neglected in the derivation of both the 
effectiveness-NTU and the phase change time method. As a result, Equation 76 does not result in an 
accurate translation between averaged effectiveness and phase change time for experimental data. 
Therefore, we recommend to characterize two out of the three indicators in Equation 76: effectiveness, 
phase change time and/or change in internal energy. 

Equation 32 presents a charging time definition which links time constants to total internal energy change 
rather than only the latent energy change. The charging time energy fraction method uses this definition 
to characterize the outlet temperature and internal energy change of a LTES heat exchanger [175]. 
However, the model includes multiple energy fractions between 0 and 1. Since the two design methods 
presented in Section 4.1 are exclusively for a phase change fraction of 1, the charging time energy fraction 
method currently cannot be used for designing LTES heat exchangers but only to characterize LTES heat 
exchangers.  

A second recommendation for further work is therefore finding an analytic solution of the problem posed 
in Section 4.1.2. for phase change fractions between 0 and 1. If such a solution is known, the coefficients 
of the charging time energy fraction method might be predicted or interpreted physically. 

A final recommendation results from reviewing the assumptions presented in   



Table 4 and the assumptions used in the charging time energy fraction method. The heat transfer to the 
environment is neglected in both the effectiveness-NTU, phase change time and charging time energy 
fraction method. However, the heat losses will not always be negligible. Therefore, we recommend 
investigating the effect of heat transfer to the ambient on effectiveness, phase change time and charging 
time energy fraction models. 

5. Conclusions 
LTES heat exchangers are a well-studied topic in literature. However, comparing results from different 
studies on LTES heat exchangers remains difficult due to the different performance indicators reported 
for LTES system operation. This is the result of a lack of a standardized thermodynamic framework for 
studying LTES heat exchangers. 

In the present paper, a thermodynamic framework is presented for LTES heat exchangers and their 
performance indicators. Based on the framework, technical performance indicators are categorized in 
three major groups: state indicators, energy transfer indicators and time indicators. The energy transfer 
indicators and to a lesser extent the time indicators are identified as candidates for key performance 
indicators. Based on an extensive literature review which focusses on reported indicators, predictive 
models are found for three possible key performance indicators: averaged effectiveness, phase change 
time and charging time. The averaged effectiveness and phase change temperature are related through 
the thermodynamic framework. However, the relation between averaged effectiveness and phase change 
time requires further investigation due to the deviations from the assumptions made during the 
derivation of the characterization models. We recommend to characterize both averaged effectiveness 
and phase change time in future works. 

The charging time energy fraction method is a promising method to characterize charging time, internal 
energy change and outlet temperature as a function of time. However, there is no clear physical 
interpretation of its coefficients due to a lack of a theoretical solution for charging time. Furthermore, the 
method should be tested for more geometries and operating conditions before it can be seen as a 
generally applicable model for LTES heat exchangers. 

A final recommendation follows from the assumptions of the theoretical models and the charging time 
energy fraction model. All these methods neglect heat transfer between the LTES heat exchanger and the 
ambient. However, this is not necessarily valid. Therefore, the effect of heat transfer to the ambient needs 
further investigation. 
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