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Ever increasing demands for accountability, together with the proliferation of lists of
evidence-based prevention programs and policies, led the Society for Prevention Research to
charge a committee with establishing standards for identifying effective prevention programs
and policies. Recognizing that interventions that are effective and ready for dissemination
are a subset of effective programs and policies, and that effective programs and policies are a
subset of efficacious interventions, SPR’s Standards Committee developed overlapping sets
of standards. We designed these Standards to assist practitioners, policy makers, and admin-
istrators to determine which interventions are efficacious, which are effective, and which are
ready for dissemination. Under these Standards, an efficacious intervention will have been
tested in at least two rigorous trials that (1) involved defined samples from defined popula-
tions, (2) used psychometrically sound measures and data collection procedures; (3) analyzed
their data with rigorous statistical approaches; (4) showed consistent positive effects (without
serious iatrogenic effects); and (5) reported at least one significant long-term follow-up. An
effective intervention under these Standards will not only meet all standards for efficacious
interventions, but also will have (1) manuals, appropriate training, and technical support
available to allow third parties to adopt and implement the intervention; (2) been evaluated
under real-world conditions in studies that included sound measurement of the level of
implementation and engagement of the target audience (in both the intervention and control
conditions); (3) indicated the practical importance of intervention outcome effects; and
(4) clearly demonstrated to whom intervention findings can be generalized. An intervention
recognized as ready for broad dissemination under these Standards will not only meet all
standards for efficacious and effective interventions, but will also provide (1) evidence of the
ability to “go to scale”; (2) clear cost information; and (3) monitoring and evaluation tools
so that adopting agencies can monitor or evaluate how well the intervention works in their
settings. Finally, the Standards Committee identified possible standards desirable for current
and future areas of prevention science as the field develops. If successful, these Standards
will inform efforts in the field to find prevention programs and policies that are of proven
efficacy, effectiveness, or readiness for adoption and will guide prevention scientists as they
seek to discover, research, and bring to the field new prevention programs and policies.
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SPR PRESIDENT STATEMENT

The Society for Prevention Research (SPR) is
committed to identifying and disseminating the most
effective ways of preventing problems of human be-
havior. In recent years, prevention research has pro-
duced a huge body of research on practices that could
prevent most of the common and costly problems.
As a result, there is increasing interest in identifying
and widely implementing the most effective preven-
tion practices. Toward this end, the SPR Board of
Directors appointed a task force11 to determine the
most appropriate criteria for prevention programs
and policies to be judged efficacious, effective, or
ready for dissemination. The Standards of Evidence
that resulted from these deliberations were unani-
mously endorsed by the Board of Directors of SPR
on April 12, 2004 and are available at the SPR web-
site (http://www.preventionresearch.org/Standardsof
Evidencebook.pdf). This paper provides a more ex-
tensive rationale and discussion of these Standards.

We, through this work, hope to provide a set of
shared standards to be used by the diverse organi-
zations seeking to identify tested and effective pre-
vention programs and policies worthy of replication,
adoption or dissemination. We also expect that these
Standards will provide guidance for the research
community to generate and test evidence-based pre-
vention programs to improve the public health. We
believe that the promulgation and widespread use of
these criteria will lead to consistent and high stan-
dards for determining whether prevention programs
and policies have been scientifically demonstrated to
be efficacious, effective or ready for dissemination,
thereby increasing confidence in and commitment to
the use of tested and effective programs and policies
to promote positive youth development and prevent
health and behavior problems among young people
and the general population.

J. David Hawkins, PhD
President 2003–05

INTRODUCTION

Prevention science has reached the point where
our society has the potential to dramatically reduce

11Members of the SPR Standards Committee were the first nine
authors, chaired by the first author and assisted by the 10th
author.

the incidence and prevalence of the most common
and costly problems of human behavior. Growing ev-
idence suggests that a wide variety of problems can
be reduced, including depression, violence and delin-
quency, tobacco, alcohol and other drug use, aca-
demic failure, risky sexual behavior, unemployment,
injuries and accidents, and marital discord.12 There
is also increasing demand from policy makers, practi-
tioners, and civic leaders for accountability in the ex-
penditure of public funds on interventions13 designed
to promote health and well-being.

It is in this context that we need standards to
assess how well prevention programs and policies
work, whether they are ready for widespread dissem-
ination and, if they are not ready for widespread dis-
semination, what further research we need to justify
their widespread dissemination. It is only when ef-
fective prevention practices are widely disseminated
that society will reap the potential benefits of the re-
search conducted so far.

Government agencies and other funders have
partnered with researchers to create guidelines for
evaluating the validity of claims for intervention
effectiveness. Examples include the Blueprints for
Violence Prevention (Elliott & Mihalic, 2004), the
CDC’s Guide for Community Preventive Services
(Benedict et al., 2000), SAMHSA’s National Reg-
istry of Evidence-based Programs and Practices
(NREPP) program (Barkham et al., 2001), the
U.S. Department of Education’s (1998) Safe and
Drug Free Schools program and the Institute of
Education Science’s (Coalition for Evidence-Based
Policy, 2003; U.S. Department of Education, 2003)
What Works Clearinghouse.14 However, these use

12For each of these problems, there are one or more studies show-
ing that a preventive intervention can reduce the likelihood of
the problem. Although in most cases the evidence does not yet
justify widespread dissemination of these interventions, the stud-
ies do show the potential of preventive interventions to signifi-
cantly improve human wellbeing. We cite one or two such stud-
ies for each of these problems by way of example. Depression
(Clarke et al., 1995), violence and delinquency (Flannery et al.,
2003), tobacco, alcohol, and other drug use (Biglan et al., 2004;
Botvin et al., 1995), reading failure (Gunn et al., 2002), risky sex-
ual behavior (Kelly et al., 1997), injury and accident prevention
(Edgerton et al., 2004; O’Malley & Wagenaar, 1991) and marital
discord (Markman et al., 1993).

13This document and the Standards pertain equally to programs
and policies. To avoid awkwardness, we sometimes use the term
“intervention” to refer to both programs and policies.

14As of March 2005, each of these programs had websites as
follows: http://www.colorado.edu/cspv/blueprints/, http://www.
thecommunityguide.org/ tobacco/, http://www.modelprograms.
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somewhat different criteria for the selection of effec-
tive programs (Greenberg, 2004) and the use of dif-
ferent criteria has resulted in a low degree of overlap
of ratings of empirical studies when these different
systems assess the same programs (Elliott & Mihalic,
2004; Mihalic, 2002–2004). It thus seems appropriate
for prevention scientists to draw from these prior ef-
forts and offer a more complete set of criteria specifi-
cally for evaluating prevention programs and policies
(Hansen & Dusenbury, 2001).

Efficacy, Effectiveness, and Dissemination

Most interventions are first evaluated by de-
velopers or others under optimal conditions, such
as having ample resources and well-trained and
carefully supervised intervention personnel. Yet,
programs worthy of dissemination must also be effec-
tive under real-world conditions. For this reason, pre-
vention scientists distinguish between efficacy trials
and effectiveness trials (Flay, 1986). Efficacy refers
to the beneficial effects of a program or policy under
optimal conditions of delivery, whereas effectiveness
refers to effects of a program or policy under more
real-world conditions (Flay, 1986; Greenberg, 2004;
Holder et al., 1995, 1999; Kellam & Langevin, 2003;
Last, 1988; Moscicki, 1993).

Efficacy trials require a rigorous research de-
sign, a high quality of program implementation, and
researcher control over confounding factors. In an
efficacy trial, for example, a researcher may test a
school-based program with highly trained and super-
vised research staff delivering the intervention un-
der optimal conditions. By contrast, regular class-
room teachers, who have many competing demands
on their time and attention every day, may be ex-
pected to deliver the intervention once it is dissem-
inated (Hansen & Dusenbury, 2001).

Effectiveness studies focus on important fac-
tors such as the quality of implementation, which
will affect program outcomes when delivered under
naturalistic conditions. Furthermore, issues regard-
ing program fidelity and adaptation as programs are
“taken to scale” may contribute further variation in
the expected outcomes (Elliott & Mihalic, 2004; Flay,
1986). Thus, a program that produces significant ef-

samhsa.gov/template.cfm?page=default, http://www.ed.gov/a-
bout/ offices/list/osdfs/index.html?src=oc and http://whatworks.
ed.gov/.

fects in an efficacy trial may or may not yield similar
effects under real-world conditions.

In general, prevention research has progressed
from identifying efficacious programs and poli-
cies and then testing their effectiveness in increas-
ingly real-world conditions. Accordingly, questions
of whether an intervention meets efficacy or effec-
tiveness standards are different and may involve
a different set of standards. For a program to be
found effective, it must also meet all Standards for
efficacy.

As evidence of the efficacy and effectiveness
of prevention programs and policies has accumu-
lated, the question has emerged as to when programs
and policies that have evidence of both efficacy
and effectiveness are appropriate for dissemination
(Hansen & Dusenbury, 2001; Kellam & Langevin,
2003; Lynagh et al., 2002). A program worthy of dis-
semination must also meet all of the Standards for ef-
fectiveness. Not all programs of proven effectiveness
are ready for widespread dissemination. For exam-
ple, a program may require special materials and spe-
cial training of teachers or clinicians before it can be
delivered in a way that it is effective. It is important
that programs be ready for dissemination so that they
can be implemented effectively, that is, in a manner
that achieves the expected effects.

Thus, we outline our Standards for Evidence in
three sections: efficacy, effectiveness and dissemina-
tion. Our objective in writing these standards was to
articulate a set of principles for identifying preven-
tion programs and policies that are sufficiently em-
pirically validated to merit the labels “tested and effi-
cacious,” “tested and effective,” or “tested, effective,
and ready for dissemination.” Consistent with SPR’s
mission, we were interested in prevention programs
and policies that have public health importance (e.g.
Healthy People 2010 [U.S. Department of Health
and Human Services, 2000], Weissberg et al., 2003).
These are directed to the prevention of social, phys-
ical, and mental health problems and the promotion
of health, safety, and well-being.

For establishing programs that are efficacious or
effective, we emphasize research designs that can es-
tablish causal effects. That is, we want to be confident
that the program or policy under question, rather
than some other factor, is responsible for the ob-
served effects. Otherwise, claims of effectiveness are
likely to be biased or untrue and it is necessary to
consider competing explanations that could lead to
the expected outcome (Bertrand et al., 2002; Holland,
1986; Manski, 1995; Rubin, 1974; Shadish et al., 2002).
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Our focus on research pertaining to the causal effects
of programs and policies does not mean that we be-
lieve that research designs meant to uncover causal
relationships are the only research tool that should
be used in prevention science, or that these are
the only tools that are truly “scientific” (Valentine
& Cooper, 2003). To the contrary, we believe that
(a) no single method can be used to address all in-
teresting and important questions about prevention
and (b) even when causal relationships are of pri-
mary interest, other types of research tools and de-
signs are often needed to yield important informa-
tion about when, why, and how prevention programs
and policies work, and for whom. Because our cen-
tral mission is to identify programs and policies that
make a difference, our central focus is on research
designs that have as their primary purpose uncov-
ering causal relationships. However, confidence in
causal relations is only one factor in evaluating pre-
vention programs and policies; other factors such as
the size of program effects, importance of outcomes
obtained, whether effects last over time, etc. are also
critically important.

In the following sections we list the required
standards in italics, using the same numbering sys-
tem as in the original Standards document (Flay et al.,
2004a).

CRITERIA FOR EFFICACY

Specificity of the Efficacy Statement

1. Standard: A statement of efficacy should be of
the form that “Program or policy X is efficacious for
producing Y outcomes for Z population.”

Our first criterion pertains to the form of the ef-
ficacy statement. Because outcome research results
are specific to the program or policy actually tested,
the samples (or populations and their settings from
which they were drawn) and the outcomes measured,
it is essential that conclusions from the research be
clear regarding the program or policy, population(s)
and their settings, and the outcomes for which effi-
cacy is claimed.

The remaining standards pertain specifically to
the four areas of validity described by Cook and
Campbell (1979):

• Description of the program or policy and the
observed outcomes;

• Clarity of causal inferences;

• Generalizability of findings;
• Precision of outcome.

Standards might change over time as methods
develop and prevention science and practice ad-
vance. For this reason, we also include standards
that are desirable (labeled as such) though not es-
sential for efficacy given the current state of pre-
vention program development and evaluation. We
find some of these to be required for effective-
ness or dissemination and others that may become
necessary criteria in the future as our methods
advance.

Intervention Description and Outcomes

2.a. Standard: The intervention must be de-
scribed at a level that would allow others to imple-
ment/replicate it.

To meet this standard, authors should provide
a more detailed description of the intervention (pro-
gram or policy) than most research journals will pub-
lish. Authors could write such a description as a man-
ual or as an appendix available from the authors
or posted on a website. An adequate description of
a program or policy includes a clear statement of
the population for which it is intended; the theoret-
ical basis or a logic model describing the expected
causal mechanisms by which the intervention should
work; and a detailed description of its content and
organization, its duration, the amount of training re-
quired, intervention procedures, etc. The level of de-
tail needs to be sufficient so that others would be
able to replicate the program or policy. With regard
to policy interventions, the description must include
information on relevant variations in policy defini-
tion and related mechanisms for implementation and
enforcement.

Outcomes—What is Measured

2.b.i. Standard: The stated public health or be-
havioral outcome(s) of the intervention must be
measured.

The statement of efficacy can only be about
the outcomes that are measured and reported. Some
efficacy trials measure only an early form or a pre-
dictor of the intended outcomes of the prevention
practice, or they measure what can be easily assessed
using available records or less intrusive means of
primary data collection. Such programs or policies
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can be labeled efficacious only for the outcomes ac-
tually measured. Before a program or practice can
be labeled efficacious for a public health or behav-
ioral outcome claimed to be targeted (e.g., crime,
substance use, violent behavior) these must be mea-
sured and demonstrated. For example, a measure of
attitudes about violence cannot substitute for a mea-
sure of actual violent behavior.

Some prevention efforts aimed at children who
have not yet initiated a behavior expected to emerge
later might demonstrate effects on proxy measures.
For example, research has demonstrated that prob-
lem behavior is a general syndrome or behavioral
pattern (Gottfredson & Hirschi, 1990) in the sense
that youth who engage in one form (e.g., substance
use) are highly likely to engage in other forms (e.g.,
property crime) and that problem behavior is rela-
tively stable across the life cycle. A demonstration
that a prevention program affects an early form of
either the targeted behavior or a related form of the
behavior is sufficient to establish efficacy only on the
earlier forms of the outcome. For example, an ele-
mentary school program intended to reduce adoles-
cent delinquency might be established as efficacious
for reducing first grade conduct problems only, or a
policy to require broader public access to preschool
facilities for single parents could be established as ef-
ficacious for increasing public access. In either case,
however, additional studies or long-term follow up
would be required to establish efficacy for the pre-
vention of adolescent delinquency.

2.b.ii. Standard: For outcomes that may decay
over time, there must be at least one long-term follow-
up at an appropriate interval beyond the end of the
intervention (e.g., at least 6 months after the interven-
tion, but the most appropriate interval may be differ-
ent for different kinds of interventions).

The positive effects of an intervention (program
or policy) can vary over time after the period of
intervention. They may diminish rapidly or slowly, or
they may persist for long periods. Some investigators
have reported intervention effects under conditions
requiring adaptation to new social task demands,
such as entering middle school, that may require
more self-regulation of behavior. Some interventions
may demonstrate effects on problems that emerge
later in development, such as substance use or abuse,
sexual behavior, mental disorder, criminal behavior
or drunk driving (Griffin et al., 2004; Olds et al., 2004;
Wolchik et al., 2002).

Variation in the course of intervention effects
requires a periodic assessment of impact rather than

assessment at a single point in time. Repeated mea-
surement provides information on the course and
timing of effects, and increases confidence in infer-
ences about the efficacy of the intervention. Before
we can infer efficacy there must be evidence of signif-
icant effects for at least one long-term follow-up at an
appropriate interval beyond the end of the program
or the initiation of a policy. The more time points
that are assessed, the greater the certainty and the
details that can be inferred about the course of ef-
fects. Thus, efficacy statements should also specify
the time frame within which the effects are expected
to be maintained.

• Desirable Standard: It is also desirable, though
not necessary, to include measures of proxi-
mal outcomes (i.e., mediators). The analysis
of program effects on theoretical mediators is
essential for establishing causal mechanisms.
Although the efficacy of a program or prac-
tice for achieving its ultimate outcomes can
be assessed on the basis of a study measur-
ing only the ultimate outcomes, it is also de-
sirable to measure the intermediate outcomes
hypothesized to lead to the final outcome.
For example, a substance abuse prevention
program may lead to improved parenting, in-
creased social skills or reduced externalizing
behavior (as mediators). Such additional mea-
sures facilitate mediational analyses that pro-
vide valuable information about how the pro-
gram works (Baron & Kenny, 1986).

The specific outcomes that would be af-
fected by a prevention program or policy are
informed by theory and by prior empirical
analyses, as described in a working model
or logic framework of the putative causal
processes (e.g., Conduct Problems Prevention
Research Group, 1992). Such models relate
antecedents or predictor variables to out-
comes as they may be influenced by the pre-
ventive intervention. In such models, it is use-
ful to measure and model the effects of more
proximal intermediary variables, that is, medi-
ator variables. The measurement (in both in-
tervention and control conditions) and eval-
uation of a preventive intervention’s effects
on a specific mediator variable can provide
information about the causal mechanism of
effect, and how it is influenced by the pre-
ventive intervention. It is highly desirable
that future efficacy studies include measures
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of theoretically based mediator variables and
tests of their hypothesized mechanisms of
action.

• Desirable Standard: It is desirable to measure
implementation. The expectation in an effi-
cacy trial is that the implementation will be
standardized and of high quality. However, it
would still be desirable to measure the level of
implementation to ensure that this occurred,
to document any variation that does occur,
and to specify the level of implementation of
the program that achieved the reported effect.
Given that control conditions usually involve
activities relevant to the desired outcomes, re-
searchers should also measure the level of im-
plementation of these activities in the control
condition. For example, in a study designed
to test the efficacy of a classroom behavior
management intervention, the control condi-
tion would also be expected to have classroom
management activities, and these need to be
measured.

• Desirable Standard: It is desirable to mea-
sure potential side-effects or iatrogenic effects.
Most past efficacy trials of behavioral pro-
grams and policies have not measured po-
tential negative effects. Although such effects
may not be obvious, emerging evidence in pre-
vention science suggests that negative effects
are not uncommon. Iatrogenic effects may be
the reverse of the intended outcome for whole
groups (e.g., Dishion et al., 1999; Goodstadt,
1978) or subgroups (Kellam et al., 1994). They
may also be negative effects unrelated to the
intended outcome (e.g., side-effects of vac-
cines) or unanticipated consequences of sys-
tems change (e.g., substitutions between prob-
lem behaviors in response to implementation
and enforcement, Holder, 1998). To ensure the
safety of prevention programs or policies, it
is highly desirable that measures of potential
side-effects and iatrogenic effects be included
in future efficacy trials.

Outcomes—Measurement Properties

2.c. Standard: Measures must be psychometri-
cally sound.

The measures used must either be of established
quality, or the study must demonstrate their quality.
Quality of measurement consists of construct validity
and reliability.

2.c.i. Standard: Construct validity—Valid mea-
sures of the targeted behavior must be used, follow-
ing standard definitions within the appropriate related
literature.

2.c.ii. Standard: Reliability—Internal consistency
(alpha), test–retest reliability, and/or reliability across
raters must be reported.

Researchers can obtain evidence of validity
(e.g., that the measurement assesses what it is in-
tended to assess) and reliability (e.g., the ability of a
measurement process to obtain similar responses by
retest or with different raters) from test manuals or
prior studies that use the same instruments if these
sources report properties for samples similar to that
used in the efficacy trial of interest. Alternatively, in-
vestigators can conduct pilot tests prior to an actual
efficacy trial to assess the quality of measurement or
they can provide evidence produced in the efficacy
trial itself.

Measurement processes need to be equally valid
and reliable across conditions. For some kinds of in-
terventions, the measure may come to have a differ-
ent meaning for people in treatment and control con-
ditions. For example, intensive supervision can lead
to a closer observation, or more accurate measure-
ment, of technical infractions. This can lead to the
program appearing to have a negative effect—where
it is merely a consequence of the increased quality of
measurement in the intervention group.

• Desirable Standard: It is desirable to use mul-
tiple measures and/or sources. Multiple mea-
sures of the same construct, particularly from
multiple sources (e.g., student self-reports,
parent reported and teacher ratings of student
behavior, ratings by independent observers),
can increase confidence in both the validity
and reliability of measures and in the robust-
ness of findings.

2.c.iii. Standard: Where “demand characteristics”
are plausible, there must be at least one form of data
(measure) that is collected by people different from the
people who are applying or delivering the interven-
tion. This is desirable even for standardized achieve-
ment tests.

Demand characteristics refer to possible reactiv-
ity to the measurement or its context (Rosnow, 2002).
This is likely to occur when people known to subjects
collect information from them about sensitive behav-
iors, or in which implementers have a stake in the
outcome. Under such conditions, measuring the im-
pacts of a preventive intervention requires methods
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and data collectors independent of the intervenors.
For example, in evaluations of school-based pro-
grams, the staff delivering the program should not
collect outcome data from their students. To the
extent possible, the independent observers should
be blinded or masked to the intervention condition
(Meinert, 1986).

Clarity of Causal Inference

3. Standard: The design must allow for the
strongest possible causal statements.

The research design must be the strongest pos-
sible given the nature of the program or policy, re-
search question, and institutional framework within
which the intervention/research occurs. The design
must also be well executed, and any remaining
threats to causal inference, or alternative explana-
tions for observed effects, should be addressed.

Control15 Condition

3.a. Standard: The design must have at least one
control condition that does not receive the tested inter-
vention.

The control condition can be no-treatment,
attention-placebo or wait-listed. Or, it can be some
alternative intervention or usual care (e.g., what the
participants would have received had the new pro-
grams and policies not been introduced), in which
case the research question would be, “Is the new
program or policy better than a current program or
policy?” In time-series studies, the control condition
may be the same group that does not get the inter-
vention for a while.

Assignment

3.b. Standard: Assignment to conditions needs to
minimize the statistical bias in the estimate of the rel-

15Use of the terms “control” and “comparison” varies within
and across the social, behavioral, educational and medical sci-
ences. Some use “control” only for randomized trials and oth-
ers use “control” only for no-treatment control conditions. Au-
thors sometimes use the term “comparison” to refer only to a
nonrandomized comparison condition and sometimes as an um-
brella term to refer to any type of comparison condition, includ-
ing a no-treatment control group. We use “control” throughout
this document to refer to any control or comparison condition or
group.

ative effects of the intervention and allow for a legiti-
mate statistical statement of confidence in the results.

Researchers should assign units to conditions
in such a way as to minimize systematic selection,
for example, self-selection or unexplained selection.
Such assignment reduces the plausibility of alterna-
tive explanations for the causes of observed out-
comes. This then increases the plausibility of causal
inference about the intervention. The design and the
assumptions embedded in the design must take into
account exactly how people or groups were selected
into intervention and control conditions and how
influences on the treatment and control conditions
might differ apart from the intervention.

3.b.i. Standard: For generating statistically unbi-
ased estimates of the effects of most kinds of preven-
tive interventions, random assignment is essential.

Within the context of ethical research, it is nec-
essary to use randomization whenever possible to en-
sure the strongest causal statements and produce the
strongest possible benefits to society (Fisher et al.,
2002). Many objections to randomization may be un-
founded (Cook & Payne, 2002). Randomization is
possible in most contexts and situations. For exam-
ple, the Cochrane registry (www.cochrane.org) con-
tains over 350,000 entries on randomized trials; the
Campbell Collaboration (Petrosino et al., 2000) reg-
istry (www.campbellcollaboration.org) contains over
13,000 entries of randomized trials in the social sci-
ences, many of which involve randomization of larger
social institutions such as schools and communities
(Boruch, 2005a).

Randomization requires support from many dif-
ferent stakeholders. Different stakeholders should
be involved in the planning of the research and sanc-
tion the randomization process (Berends & Garet,
2002; Kellam, 2000; Madison et al., 2000; Petosa
& Goodman, 1991; Schinke et al., 1983; Towne &
Hilton, 2004).

The level of randomization should be driven by
the nature of the program or policy and the research
question. Randomization can be of individuals or
of intact groups like classrooms, schools, worksites,
neighborhoods or clinics (Boruch, 2005a). Publica-
tions should specify exactly how the randomization
was done. It is not sufficient to simply state that par-
ticipants/units were randomly assigned to conditions.

For some kinds of policy or community-wide
interventions, where randomization is impossible,
other approaches may be acceptable, but only when
used with caution and methodological expertise,
and when careful attention is given to ruling out
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plausible alternative explanations (see next three
Standards).

3.b.ii. Standard: For some kinds of large-scale
interventions (e.g., policy interventions, whole-state
interventions) where randomization is not practical
or possible, repeated time-series designs without ran-
domization can be convincing—given large effects
and long baselines (Biglan et al., 2000). Even with
these designs, randomization to multiple conditions or
times is still preferable, especially if long baselines are
not available.

The logic of the so-called “interrupted time-
series designs” is that the effect of a program or pol-
icy can be judged by whether it affects the intercept
or slope of an outcome that is repeatedly measured
(Greene, 1993; Nerlove & Diebold, 1990; Shadish
et al., 2002). For example, Wagenaar and Webster
(1986) evaluated the effects of Michigan’s manda-
tory automobile safety seat law for children under 4
by comparing the rate of injuries to passengers 0–3-
years old for the 4 years prior to enactment of the law
and a year-and-three quarters after its enactment.

Confidence that a program or policy affected
an outcome is enhanced if there are additional
comparisons of intervention and nonintervention
phases. For example, policies may be implemented
and reversed in a given geopolitical entity. These
“reversals” constitute further tests of the effects
of the policies (Wagenaar, 1983, 1993). If the de-
pendent variable changes with each withdrawal
and reinstatement, then we can be more confident
that the policy, in fact, accounted for the effect. A
shortcoming of reversal designs is the inability to
estimate long-term effects.

The effects of intervening in a given commu-
nity or state also can be compared with time-series
data for control group entities that do not receive
the program or policy, or receive it at a different
time. Such designs allow one to examine whether the
time-series data in control communities or states re-
mains unchanged at the point at which the program
or policy is introduced in the entity receiving the
intervention.

Time-series analyses and archival data can
provide means to test the efficacy of population-
based policy interventions over time and, ultimately,
through comparisons of intervention and nonin-
tervention sites. One example of such an efficacy
trial was the initial evaluation of a higher minimum
legal drinking/alcohol purchase age in Michigan
(Wagenaar, 1983). Moreover, confidence in the
efficacy of the policy can be high with multiple

replications of the intervention effect when the
policy is introduced into other entities later.

3.b.iii. Standard: Well-conducted regression-
discontinuity designs also can be convincing because,
as in randomized studies, the selection model is com-
pletely known.

This design involves determining who receives
an intervention based on a cutoff score on a pre-
intervention measure. The cutoff score might be
based on merit or need, or on some other consid-
eration negotiated with the other research partners.
For example, students with reading scores below the
25th percentile might be assigned to a tutoring pro-
gram while the remaining students serve as a control.
Treatment effects are inferred by observing differ-
ences in the slopes and/or intercepts of the regres-
sion lines for the different groups. Angrist & Lavy
(1999) and Riecken and Brouch (1974) provide ex-
amples of applications. Regression discontinuity de-
signs have important assumptions that require a de-
gree of statistical expertise to assess (e.g., that the
functional form of the relationship between the as-
signment and outcome variable be properly specified;
Shadish et al., 2002, Trochim, 1984, 2000), and should,
therefore, be undertaken by researchers with specific
training in the design and analysis of these types of
studies.

3.b.iv. Standard: Matched control designs with
demonstrated pretest equivalence using adequately
powered tests on multiple baselines or pretests of
multiple outcomes and important covariates can be
credible—as long as assignment was not by a process
that results in a correlation between unmeasured vari-
ables and condition.

Estimates of effects from studies using any type
of equating (e.g., matching, analysis of covariance,
propensity scoring, selection modeling) are often
wrong. At a minimum, the results of these studies
vary more widely than the results of randomized
experiments. In other words, a few randomized trials
will probably provide a more precise answer about
whether or not an intervention works than many
nonrandomized experiments using equating (e.g.,
Glazerman et al., 2003). At worst, the estimates
from nonrandomized experiments are more likely
to be wrong, sometimes with serious consequences.
A prominent recent example is the research on
hormone replacement therapy for women where
prior nonrandom trials suggested positive effects but
a randomized trial found negative effects (Shumaker
et al., 2003). For these reasons (and several others),
randomized experiments should be considered to be
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the method of choice for answering questions about
whether or not an intervention is efficacious.

Matched control designs are credible only
when there is a pretest demonstration of group
equivalence. For example, if researchers match
students on socioeconomic status and prior achieve-
ment, the researcher should conduct a statistical
test comparing the intervention and control groups
on those variables, and the statistical test should
have sufficient power to detect a relatively small
difference between them. Another common strategy
is for researchers to use statistical techniques (such
as analysis of covariance) to remove the variability
in the outcomes associated with group differences
at baseline. For matching to be credible, researchers
must thoughtfully select variables on which to match
participants. As an example, if researchers match
students on age but fail to match students on the
severity of the problem at baseline, it is unlikely that
reviewers will view their procedures as credible.

Empirical research comparing estimates from
randomized trials against those from nonrandom-
ized trials is currently underway (Boruch, 2005b;
Glazerman et al., 2003; Jacob & Ludwig, 2005).
This work helps us to understand the magnitude
and direction of the biases in nonrandomized trials.
Readers need to be alert to advances in this arena.

Generalizability of Findings

Sample is Defined

4. Standard: The report must specify the sample
and how it was obtained.

It needs to be clear how well the study sample
does or does not represent the intended population.
This is an essential component of the efficacy state-
ment. An exemplary standard format can be found
in the CONSORT statement adopted by the journals
of the American Medical Association (Moher et al.,
2001). An intervention shown to be efficacious can
claim to be so only for groups similar to the sample
(including the geographic and temporal context) on
which it was tested.

To establish the generalizability of findings, re-
searchers must describe in appropriate detail their
sample source and how they recruited their sam-
ple. For example, drawing intervention and control
groups from clinical or other self-selected popula-
tions limits generalizability to nonclinical popula-
tions (Berkson, 1946; 1958; Meinert, 1986).

Being able to characterize the study sample
is essential not only for identifying the population
for which the program or policy is intended, but
also for the identification of subgroups. Risk group
and subgroup characteristics need to be defined
with as much care as the outcome (Kellam et al.,
1999; Moscicki, 1993). Researchers should describe
their sample in terms of the age distribution, devel-
opmental stage, sex, race/ethnicity, socioeconomic
characteristics (which may include social class,
educational attainment or a proxy, and/or income or
poverty status), marital status, and any other known
risk characteristics relevant to the program or policy
being tested. Such characteristics may include, for
example, contact with the juvenile justice or child
welfare systems, residence in a high crime area,
presence of diagnosed major depressive disorder
where intervention is to prevent comorbidity, etc. As
with outcome measurement, risk characteristics and
sample selection criteria should be assessed using
rigorous tools with high reliability and validity.

• Desirable Standard: It is desirable that sub-
group analyses demonstrate efficacy for
subgroups within the sample—gender, ethnic-
ity/race, risk levels. A small main effect may
involve a large effect for a particular (e.g.,
high-risk) subgroup and small or no effects for
other subgroups. If an investigator anticipates
implementing an intervention in specific
population subgroups defined by sociodemo-
graphic or risk characteristics, the sample in
which efficacy is tested needs to include par-
ticipants from those subgroups. The subgroup
sample size should be large enough to allow
for sufficient statistical power to conduct
meaningful analyses by subgroup. In addition,
the subgroup samples need to be described
in appropriate detail to determine general-
izability of the findings. For example, in the
Elmira Study that tested the efficacy of nurse
home visitation in preventing a wide range of
adverse maternal and child outcomes, the in-
tervention conveyed the strongest benefits in
a subgroup of mothers with the highest levels
of risk (Olds et al., 1998). Other programs
have found similar subgroup effects (Dawson-
McClure et al., 2004; Dolan et al., 1993; Eddy
et al., 2000; Kellam et al., 1998; Segawa et al.,
2005). It is also possible that strong positive
effects for one subgroup are accompanied by
negative effects for another subgroup.
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Precision of Outcome

Statistical Analysis

5.a. Standard: Statistical analysis must be based
on the design and should aim to produce a statistically
unbiased estimate of the relative effects of the interven-
tion and a legitimate statistical statement of confidence
in the results.

5.a.i. Standard: In testing main effects, the anal-
ysis must take into account the level of the random-
ization and include all cases assigned to treatment and
control conditions (except for attrition—see below).

In many contexts in which prevention re-
searchers carry out their work, the participants be-
long to naturally occurring groups, which often must
be taken into account when conducting statistical
tests. For example, if a researcher is testing a drug
prevention curriculum in six 3rd-grade classrooms,
the fact that the students belong to the classrooms
means those student responses may not be indepen-
dent of other students in the same classroom, and this
has an important impact on the validity of the sta-
tistical tests. Often, researchers will randomize at a
higher level (e.g., the clinic) but analyze the data at
a lower level (e.g., individuals). Doing so almost al-
ways results in a violation of the assumption of the
statistical independence of observations. Even small
violations of this assumption can have very large im-
pacts on the standard error of the effect size esti-
mate (Kenny & Judd, 1986; Murray, 1998), which in
turn can greatly inflate the Type I error rate (e.g.,
Scariano & Davenport, 1987). In these situations, an-
alysts must at least conduct analyses at the level of
randomization. Further, multilevel models can im-
prove the analysis at the level of randomization by
taking into account observations on units that might
be clustered at a different level (Brown, 1993; Bryk &
Raudenbush, 1992; Hedeker et al., 1994; Zeger et al.,
1988). For example, if an intervention is delivered at
the clinic level (e.g., some clinics deliver a new inter-
vention, others do not), then clinics should be ran-
domly assigned to conditions, and the statistical anal-
yses should take into account that patients are nested
within clinics.

Statistical analyses should also be conducted us-
ing all of the cases assigned to the treatment and
control conditions. This is commonly known as an
“intent-to-treat” analysis. Strictly speaking, the sta-
tistical statements about biases and probability are
applicable only if one does an intent-to-treat analysis.
That is, analysts should analyze data for the groups

as randomized to condition, regardless of what treat-
ment they did or did not receive.

Often, investigators cannot follow cases as-
signed to a condition to the end of the study
(due to death, moving, inability to locate, etc.). Ig-
noring this attrition can result in biased statistical
tests. Authors have identified a variety of meth-
ods for analyzing data in these situations (Hollis
& Campbell, 1999; Schafer & Graham, 2002). [See
Standard 5.a.iv.]

Sometimes researchers present results only for
“high fidelity” subsamples of the data, that is, for sub-
samples who received high levels of the intervention.
This standard requires that all cases be included in
main outcomes analyses. After a complete-case anal-
ysis, it may be useful to conduct further analyses in-
vestigating dosage effects. However, these analyses
are of nonrandomized samples, and authors should
label results from “high fidelity” subsamples as such
in reports of outcomes.

5.a.ii. Standard: Test for pretest differences and
adjust for them if necessary.

Random assignment, when properly carried out,
yields groups that are similar on (that is, have
the same expected value for) all observed and un-
observed characteristics, within the limits of sam-
pling error. Observed differences between groups
are, thus, a function of sampling error. Because
sampling error is a factor, “unhappy” random as-
signment (or a “bad draw”) may in fact lead to
groups that differ in important ways on pretests.
If these are identified, it is essential to adjust for
these differences statistically (e.g., covariance anal-
ysis). Even if there are no pretest differences, ad-
justing on a set of covariates will control for chance
variations and improve the precision of the impact
estimates.

5.a.iii. Standard: When multiple outcomes are an-
alyzed, there must be adjustment for multiple compar-
isons, i.e., correction of the experiment-wise (Type I)
error rate.

5.a.iv. Standard: Analyses to minimize the
possibility that observed effects are significantly
biased by differential measurement attrition are
essential.

Measurement attrition refers to the fact that
people or other units in the intervention and control
conditions may differ because of attrition (Hansen
et al., 1985). Differences in the nature and magni-
tude of attrition can bias estimates of intervention
effects if they are not taken into account. Note that
differential measurement attrition can occur even
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when the rates of attrition are comparable across
groups.

• Desirable Standard: It is desirable that the ex-
tent and patterns of missing data from sources
other than attrition be reported and handled
appropriately. Examples of this include par-
ticipants who are missing at particular waves
of data collection, failure to complete partic-
ular items or individual measures, and equip-
ment failure. Schafer and Graham (2002) dis-
cuss methods of analyzing these kinds of data.

Statistically Significant Effects

5.b.i. Standard: Results must be reported for ev-
ery measured outcome, regardless of whether they are
positive, nonsignificant or negative.

All measures should be described and results re-
ported, whether they reveal significant results or not,
not merely those showing positive effects. We rec-
ognize the difficulty of meeting this standard given
contemporary journal practices. However, this full
disclosure policy seems both desirable and feasible
given the development of electronic forms of publi-
cation. Reporting only statistically significant results
is misleading.

5.b.ii. Standard: Efficacy can be claimed only for
constructs with a consistent pattern of statistically sig-
nificant positive effects.

When multiple indicators are used, most or all
effects must be in the expected direction and at least
one must be statistically significant.

5.b.iii. Standard: For an efficacy claim, there must
be no serious negative (iatrogenic) effects on impor-
tant outcomes.

Some programs have unintended negative ef-
fects. If those effects are large, or are on important
outcomes, then efficacy cannot be claimed. For ex-
ample, if a program decreased alcohol use but in-
creased marijuana use, it might not be appropriate to
claim it as an efficacious substance abuse prevention
program; a risk-benefit analysis is needed to deter-
mine this. It must be clear that the benefit reasonably
outweighs the negative side effects. Negative side ef-
fects, while very common and accepted in medicine,
need to be outweighed by the benefits.

Practical Value

5.c. Standard: It is necessary to demonstrate prac-
tical significance in terms of public health impact.

It is not sufficient for program effects to be
statistically significant because statistical significance
conveys no information about the practical signif-
icance of the effects. Instead, researchers should
strive to present their results in terms that a wide
range of consumers could understand, such as reports
of standardized effect sizes, odds ratios, confidence
intervals or cost-effectiveness.

Researchers should also keep in mind that effect
sizes that may appear small might actually be quite
important. For example, in the Physician’s Health
Study, the correlation between taking a daily aspirin
and having a second heart attack was only about r =
.03, but the odds of experiencing a second heart at-
tack were about 1.8 times greater among participants
who took the placebo (Steering Committee of the
Physicians’ Health Study, 1988). Alternatively, very
large effects may be unimportant if their associated
costs are such that few people are likely to implement
the intervention.

• Desirable Standard: It is desirable to
have/report cost and cost-effectiveness infor-
mation. Researchers do not usually estimate
cost-effectiveness in efficacy trials, because
the focus is on testing causal mechanisms
under highly controlled conditions. Even at
the efficacy level, however, researchers should
give some consideration to estimating the
potential costs that would be involved if the
intervention were eventually taken to scale.

Duration of Effect

5.d. Standard: In general, for outcomes that may
decay over time, there must be a report of significant
effects for at least one long-term follow-up at an ap-
propriate interval beyond the end of the intervention
(e.g., at least 6 months). [Also see Standard2.b.ii]

For a program to claim efficacy, it must show ef-
fects at a meaningful long-term follow-up. The issue
is how the program affects developmental course—
whether it affects a meaningful social outcome at the
time that that outcome should be expected to occur
developmentally. For example, a drug abuse preven-
tion program that reduces attitudes and early use but
is never demonstrated to reduce harm or abuse might
be of questionable value. Researchers should mea-
sure the outcome at the time it is developmentally ex-
pected. As an extension to this standard, it would be
desirable to include multiple follow-ups to examine
the nature of the time-course of the program effects.
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Replication

5.e.i. Standard: Consistent findings are re-
quired from at least two different high-quality stud-
ies/replicates that meet all of the above criteria and
each of which has adequate statistical power.

Replication to confirm findings is an important
scientific principle, and any finding in science must
be replicated to rule out chance findings before it can
be widely accepted with confidence (Hunter, 2001;
Larsen, 2004). Indeed, one could say that the unit
of advancement in any field is the systematic review,
not an individual study. It is important to encourage
more replication studies of programs and practices
whose evidence of efficacy is based on a single study.
In its current state, prevention research has produced
fewer replication studies than needed to reach the
eventual goal of offering a wide variety of evidence-
based programs and practices to the field. Any claims
for program effects on population subgroups should
also be replicated.

The most relevant level of replication for ef-
ficacy trials is known as exact, full or “statistical”
(Hunter, 2001) replication. Exact replication refers
to a replication of the same intervention on a new
sample of the same population, delivered in the same
way by the same kinds of people, with the same train-
ing, as in the original study. Exact replication is rarely
possible. “Scientific” replication (Hunter, 2001) dif-
fers only in that the study samples come from sim-
ilar populations rather than the exact same popula-
tion. Thus, multi-site evaluations of a program, if the
planned statistical power is adequate to analyze data
from each site separately, could be considered as sci-
entific replications. “Conceptual” replications allow
for differences in procedures or measures and, if the
differences do not lead to differences in results, they
subsequently may be considered as scientific repli-
cations. Many replications of prevention programs,
including those by independent investigators, are of
this type. “Systematic” replications allow for system-
atic variation in the intervention, intervenors, pro-
cedures or measures, and are designed to assess the
generalizability of a finding. Systematic replications
with different populations also contribute to (and
broaden) the efficacy statement for a program. Sys-
tematic variation in other dimensions is appropri-
ate for effectiveness trials (See Effectiveness section
later).

For some policy interventions, replication might
be the only means of securing the scientific integrity
of an observation of policy effectiveness. A dramatic

demonstration of this has been the series of time
series studies conducted on impacts of privatization
legislation on alcohol use and problems. When a sin-
gle observation for one state was called into question,
multiple replications across states led to the convinc-
ing demonstration of the harms that arise from this
legislation (Wagenaar & Holder, 1996).

Although recognizing the importance of the repli-
cation standard, we note that flexibility may be re-
quired in the application of this standard for some
kinds of interventions until enough time passes to al-
low the prevention research enterprise to meet this
high standard.

For some kinds of programs, the replication can
occur in an effectiveness trial that meets all of the
conditions of an efficacy trial.

• Desirable Standard: More studies are desirable.
It is also desirable that at least one replica-
tion be conducted by independent investiga-
tors, and that organizations which choose to
adopt a prevention program based on a single
study seriously consider undertaking a replica-
tion study as part of the adoption effort so as
to add to the body of knowledge. Ultimately,
developers and investigators need to create
a body of evidence to maintain a claim of
efficacy.

5.e.ii. Standard: When more than two efficacy
and/or effectiveness studies are available, the prepon-
derance of evidence must be consistent with that from
the two studies of highest quality.

CRITERIA FOR EFFECTIVENESS

Effectiveness trials test whether programs or
policies are effective under “real-world” conditions
or in “natural” settings (Flay, 1986). Effectiveness tri-
als may also establish for whom, and under what con-
ditions of delivery, the program or policy is effective
(Flay, 1986).

Program or policy developers may or may not be
involved in effectiveness studies. For broad dissemi-
nation, it is desirable eventually to have some effec-
tiveness trials that do not involve the developer—to
establish whether programs are sustained and still ef-
fective when the developer is not involved.

Every effort should be made to apply the same
standards to effectiveness trials that are applied to
efficacy trials, although we recognize that the chal-
lenges of doing so may be greater in real-world
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settings. Effectiveness trials are heavily dependent
on the relationship between the host environment
and the research team, such that the intervention and
measurement must be harmonious with the mission
and vision of the host institution.

Efficacy Criteria

1. Standard: To claim effectiveness, studies must
meet all of the conditions of efficacy trials plus the fol-
lowing standards.

Efficacy trials are not necessary before conduct-
ing effectiveness trials as long as the effectiveness
trial meets all of the standards of efficacy trials. In
addition, a rigorous effectiveness trial that produces
results similar to those found in a single efficacy trial
can provide needed replication.

Program Description and Outcomes

Program Definition

2.a. Standard: Manuals and, as appropriate,
training and technical support must be readily avail-
able.

The information available must be sufficient
such that practitioners in the field, not just other re-
searchers, could implement the program or policy.

Intervention delivery

2.b. Standard: The intervention should be deliv-
ered under the same types of conditions as one would
expect in the real world (e.g., by teachers rather than
research staff).

Effectiveness trials should not be implemented
using staff, materials or other resources that are un-
likely to be available to implementers in natural
settings.

Theory

2.c.i. Standard: A clear theory of causal mecha-
nisms should be stated.

The specific outcomes that would be affected by
a prevention program or policy are informed by the-
ory and by prior empirical analyses, as described in a
working model or logic frame of the presumed causal

process. Such models relate antecedents or predictor
variables to outcomes.

2.c.ii. Standard: A clear statement of “for whom”
and “under what conditions” the intervention is ex-
pected to be effective should be stated.

For example, some interventions work for boys
but not for girls (Farrell & Meyer, 1997; Flay et al.,
2004b; Kellam et al., 1998; Perry et al., 2003). An ef-
fectiveness statement about such interventions must
specify that it is effective only for boys, albeit under
conditions of program delivery to the mixed group.
[Also see Standard 4.b.i]

Measures

2.d. Standard: Level of exposure should be mea-
sured, where appropriate, in both treatment and con-
trol conditions.

Two factors determine level of exposure:
(1) level and integrity of implementation and (2) en-
gagement (acceptance, compliance, adherence or in-
volvement) of the target audience in the interven-
tion. Effectiveness trials generally have much more
variation in exposure than efficacy trials. Therefore,
evaluators should document the level of variation, as
it may affect ultimate program impact.

2.d.i. Standard: It is essential to measure the in-
tegrity and level of implementation/delivery of the in-
tervention.

2.d.ii. Standard: It is essential to measure accep-
tance, compliance, adherence and/or involvement of
the target audience and subgroups of interest in the in-
tervention activities.

Careful documentation of the quality and quan-
tity of the implementation of the program or pol-
icy in both treatment and control conditions is criti-
cal. Implementation and engagement are especially
important to measure in an effectiveness trial be-
cause they provide information about the degree
of difference between the treatment and control
groups that produced the observed outcomes. Such
information may also help explain null effects when
found. Variation in program dose or quality also
may provide useful information about (a) the key
elements of the intervention and (b) the dosage
amount and quality required to achieve observed
outcomes.

• Desirable Standard: It is desirable to measure
appropriate mediators (if suggested by the the-
ory of cause). [See Efficacy 2.a.ii]
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• Desirable Standard: It is desirable to mea-
sure appropriate moderators (if suggested by
the theory of cause). Moderators are variables
whose values condition the size of the effect of
the program or policy. That is, there is a statis-
tical interaction between levels of the moder-
ating variable and experimental condition. For
example, a parenting skills program may have
more beneficial outcomes for parents who per-
ceive a behavioral problem in their child than
for families whose parents believe that their
children’s behavior is under control. A tax in-
crease to reduce harmful alcohol use may be
effective in states where other controls are rel-
atively lax, but ineffective in states in which al-
cohol control is strict (Gruenewald & Treno,
2000).

It is increasingly common for researchers to re-
port stronger effects (or the only significant effects)
for high-risk groups in efficacy trials. In such cases,
follow-up effectiveness trials should replicate that ef-
fect, either by reporting analyses for the same high-
risk group or by conducting the effectiveness trial
only on the high-risk group.

We consider measurement of mediator and
moderator variables to be desirable rather than es-
sential in establishing effectiveness because not all
programs have hypothesized mediating or moder-
ated effects. When researchers or developers hypoth-
esize mediated or moderated effects, measurement
and tests of them are strongly desired.

Clarity of Causal Inference

3. Standard: The same standards as stated for ef-
ficacy apply, though the challenges are greater.

In the study of the effectiveness of prevention
programs or policies, randomization is still the best
approach, but the other alternatives suggested for ef-
ficacy (regression-discontinuity, time-series, or high
quality matched controlled designs) may be used as
well. The bottom line is that researchers should use
maximally powerful designs and acknowledge the
limits of the chosen design for causal inference.

Generalizability of Findings

Representative Sample

4.a. Standard: The real-world target population
and the method for sampling should be explained in

order to make it as clear as possible how closely the
sample represents the specified real-world target pop-
ulation.

The study sample should come from the popula-
tion to which the outcomes of the effectiveness trial
will be generalized, and should reflect the composi-
tion of that population. This is best achieved by prob-
ability sampling (Kalton, 1983; Last, 1988) from a de-
fined population.

Generalizability of Findings

4.b.i. Standard: The degree to which findings are
generalizable should be evaluated.

One of the objectives of effectiveness studies is
to establish for whom the program or policy is ef-
fective (Flay, 1986). Effectiveness trials present an
important opportunity to address the specific im-
pact of an efficacious program or policy by test-
ing it in a variety of settings and populations. As-
sessing generalizability involves (1) conducting the
study on a representative sample of the popula-
tion to which the evaluator wants to generalize (see
above standard), and/or (2) identifying subgroups
to which the evaluator wants to generalize, assuring
their presence in the sample, and analyzing effects by
subgroup.

Absent a probability sample and appropriate
a priori subgroup analyses, there are no statistical
methods for assessing the generalizability of a pro-
gram’s effects. Therefore, we ultimately need repli-
cation in different populations. Without replication,
understanding whether an effect found in one popu-
lation generalizes to another population is a matter
of speculation. The speculation may be informed by
theory, subgroup analyses, experience, expert judg-
ment, fragmentary data, etc. The problem of general-
izability remains an important area for scientific defi-
nition and investigation. Therefore, in addition to the
criteria for generalizability delineated above, investi-
gators should conduct one or more of the following
to establish the conditions and populations for which
a program or policy is effective: postfacto subgroup
analyses, dosage studies, or replication.

• Desirable Standard: Subgroup analyses: If the
study sample is heterogeneous with respect to
important variables (such as age, gender, eth-
nicity/race, risk levels), it is desirable to report
subgroup analyses of these groups. Such analy-
ses can be used to support claims that the pro-
gram/policy is effective for these subgroups
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(which might support statements in Standard
2.c.ii). The heterogeneity of community pop-
ulations on parameters such as race/ethnicity
and risk levels is an opportunity to address
a central issue of prevention trials by spec-
ifying for whom the intervention works and
under what conditions. All subgroup analyses
should be identified either as a priori or post
hoc. Subgroup analyses not only contribute to
the prevention science knowledge base, but
also can provide useful information to policy
makers faced with making choices among pre-
vention or treatment programs. To be able to
report subgroup analyses, effectiveness trials
should be designed so that sufficient numbers
of individuals can be recruited from each sub-
group to provide adequate statistical power
for meaningful analyses and reporting of find-
ings.

• Desirable Standard: Experimental dosage
analyses: It is desirable to conduct experimen-
tal dosage analyses. Often, researchers will
examine the relationship between levels of
exposure to the intervention and outcomes.
However, natural variation in exposure to
the intervention may be confounded with
unmeasured characteristics of the participants
and/or the host environment. Therefore,
variations in outcomes related to different
levels of program exposure should not nec-
essarily be interpreted as dosage effects.
Statistical techniques such as propensity
score analyses (Huppler-Hullsiek & Louis,
2002; McCaffrey et al., 2004; Rosenbaum,
2002; Rosenbaum & Rubin, 1985), that use
information about variation in dose from
both treatment and control groups, are more
informative than bivariate correlational
analyses within the treatment group alone.
Ideally, investigation of dosage effects should
be done by randomly assigning individu-
als to different levels of the intervention
(e.g., Metropolitan Area Research Group,
2002).

• Desirable Standard: Replication with different
populations: It is desirable to have one or more
investigations (replications) of the manner in
which findings are or are not replicated in qual-
itatively different population(s). For example,
Botvin and his colleagues have replicated Life
Skills Training with African American and
Hispanic groups in New York State and found

it to be effective with both groups (Botvin
et al., 1994, 1995).

• Desirable Standard: Replication with differ-
ent intervention delivery agents or modes:
For some types of interventions, it may be
desirable to have one or more investigations
(replications) of the manner in which findings
are or are not replicated when delivered by
different types of people or under different
conditions. One example of testing preventive
intervention effectiveness using different
delivery agents is the randomized controlled
trial of the nurse home visitation program in
Colorado (Korfmacher et al., 1999; Olds, 2002;
Olds et al., 2004). The trial addressed a public
health issue with important policy implica-
tions: whether the intervention for first-time
mothers delivered by trained lay home visitors
was as effective as when delivered by nurses.
Findings indicated that the intervention
delivered by nurse home visitors conveyed
substantially more benefits to the participants
than the one delivered by lay home visitors.

Given the diversity of populations, providers,
and settings in which any given intervention is imple-
mented, it is unlikely that even the best-supported in-
tervention will be effective in every implementation.
Moreover, it is possible that the effectiveness of in-
terventions will deteriorate over time in cases where
providers abandon critical procedures or otherwise
make changes that are not guided by well-conceived
adaptation strategies. Therefore, ongoing multiple
replications of effectiveness studies are desirable.

Precision of Outcome

Practical Value

5.a. Standard: To be considered effective, the ef-
fects of an intervention must be practically important.
Evaluation reports should report some evidence of
practical importance.

Researchers should go beyond reporting the
results (as required for efficacy studies), and also
provide an analysis of the practical importance or
public health impact of the findings (McCartney &
Rosenthal, 2000). These may take the form of stan-
dardized effect sizes, confidence intervals, odds ra-
tios, percent relative change, cost-effectiveness or
other practical measures of the magnitude of the
practical value.
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• Desirable Standard: It is desirable to have re-
ports of costs and cost-effectiveness analyses.
Cost information is essential for policy mak-
ers if a promising intervention is to go to
scale. This is despite the fact that an appro-
priate economic analysis is difficult to do well
when testing preventive interventions (Aos
et al., 2004; Caulkins et al., 2004; Foster et al.,
2003; Greenwood, 2005; Zarkin & Hubbard,
1998). Increasingly, efforts to develop lists of
“model” or “promising” preventive interven-
tions include information on economic anal-
yses (Aos et al., 2004; Benedict et al., 2000).
As one example, the Nurse-Family Partner-
ship program has been shown to be a good in-
vestment (Aos et al., 2004). In the Colorado
effectiveness test of the nurse home visitation
program mentioned above (Olds et al., 2004),
the costs of program delivery by lay home vis-
itors were initially lower than those by nurse
home visitors. Because lay visitors required
more training and monitoring, and had greater
turnover, however, the long-term costs asso-
ciated with lay visitors were comparable to
those associated with nurse home visitors.

Replication

5.b. Standard: Consistent findings are required
from at least two different high-quality trials that
meet all of the above criteria and each of which has
adequate statistical power.

Replication reduces the likelihood that chance
alone can explain the findings, and increases our con-
fidence in the effectiveness statement. Effectiveness
can be claimed only for those outcomes for which
there are similar effect sizes in the preponderance
of evidence from effectiveness trials, within the con-
straints of sampling error.

• Desirable Standard: It is desirable to have more
than two replications.

CRITERIA FOR BROAD DISSEMINATION

For the purposes of these Standards, we define
dissemination broadly as incorporating scaling up,
adoption, implementation and sustainability. To be
ready for broad dissemination, a program or policy
must not only be of proven effectiveness, but it must

also meet other criteria that ensure that agencies will
adopt it and providers (teachers, counselors, social
workers, service agencies, etc) can effectively use it.
Broad dissemination requires prevention programs
or policies that are effective and that lend them-
selves to predictably effective use in the field. Suc-
cessful dissemination is more likely when measures
of program delivery, fidelity, and proximal goals are
designed into implementation efforts. Other char-
acteristics that increase the probability of effective
prevention program dissemination include an under-
standing of system elements that can foster adoption
and sustainable program delivery, and a smoothly
functioning relationship between program develop-
ers and those responsible for dissemination in the
field.

Despite wide agreement that dissemination is
the ultimate purpose of efforts to develop effective
programs or policies, little empirical work has fo-
cused on the process through which interventions are
adopted, implemented, and sustained. Greater re-
search investment must be made in research on how
organizations and individuals adopt effective inter-
ventions. Of equal value will be studies that examine
the process through which programs or policies are
consistently implemented with high quality—so that
they have their desired effect. In addition, because
programs or policies can only achieve lasting effects
if they are sustained, we need new work on strategies
to ensure the continuation of effective delivery over
time, in different contexts, and in the hands of new
providers in the field. In its strategic plan, SPR artic-
ulates its commitment to the promotion of research
on prevention program and policy adoption, imple-
mentation, and sustainability.

Effectiveness

1. Standard: To be ready for broad dissemina-
tion, a program or policy must meet all of the criteria
for effectiveness and must be supported by relevant
provider materials and by evidence that the program
or policy can be implemented with fidelity.

Effectiveness is essential for programs or poli-
cies to be disseminated. But these interventions must
also include complete and user-friendly materials
necessary for their replication. Effective programs or
policies should not be widely disseminated until there
is evidence that replications can be done with the fi-
delity that originally attended the intervention’s ef-
fectiveness testing. Though developers cannot assure
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that an effective program or policy will achieve pos-
itive results whenever it is implemented, they must
equip providers with the wherewithal to replicate the
program or policy in the manner it was originally
tested.

Going to Scale

2. Standard: The program or policy must have the
ability to go to scale, including providing all materi-
als and necessary services including, as appropriate, a
manual, training and technical support.

Each of the following may be necessary for suc-
cessful adoption, implementation and sustainability
of effective programs or policies (Elliott & Mihalic,
2004; Fagan & Mihalic, 2003; Greenberg et al., 2001):

i. A standard training and technical assistance
process.

ii. Training manuals that provide information be-
yond what is included in the implementation
manual about how to prepare for and imple-
ment the activity.

iii. A statement of the presumed causal mecha-
nisms or logic model relating the intervention
to the outcomes.

iv. An infrastructure for adequately managing
training, technical assistance, and materials.

v. Listing of the conditions and resources needed
to support adoption, implementation and
sustainability.

Given the current state of research on dissem-
ination, these elements may not be sufficient for
successful program or policy adoption and imple-
mentation. For example, substantial, high-quality
partnerships between providers and adopters may be
necessary such that the program or policy becomes
“owned” by the adopting agency and is seen to meet
their mission.

Cost Information

3. Standard: Clear cost information must be read-
ily available.

Information about all costs to implement a pro-
gram or policy in the field is essential. Knowing what
financial and staff resources an intervention con-
sumes will allow practitioners and policy makers to
make informed decisions about adopting an effec-
tive prevention program or policy. Further, cost in-

formation allows comparisons of interventions based
on their relative impact and benefits.

Intervention cost information, for example,
might encompass nonresearch investments in deliv-
ery staff training, on-site time, any necessary facil-
ity, equipment, or resource rental and maintenance,
and reproduction of materials (Plotnick et al., 1998).
Programs must estimate the value of volunteer la-
bor and donated space and equipment to assess op-
portunity costs (Chatterji et al., 2001; Lillie-Blanton
et al., 1998; Foster et al., 2003). Additionally, pro-
grams should compile attendant delivery costs for
consultants, clerical staff, and physical plants. School-
based programs, for example, would also need to
similarly assess delivery costs to encompass teacher
time, training workshops and materials, classroom
use, and school building overhead. Among policy in-
terventions, costs often go far beyond the policies
themselves, like enforcement costs unanticipated by
the original policy action.

Full disclosure of the costs of programs or
policies, therefore, should encompass not simply
the value of intervention materials, but all burdens
placed on the potential delivering organization and
staff. In this way, those charged with selecting and
implementing effective interventions can make in-
formed decisions based on financial considerations.

Ongoing Monitoring and Evaluation

4. Standard: Monitoring and evaluation tools
must be available to providers.

The dissemination of effective preventive in-
terventions is incomplete without proper tools to
monitor and evaluate replications. Unless prevention
programs and policies are implemented with fidelity,
their impact can be lessened (Elliott & Mihalic,
2004; Greenberg, 2004). Fidelity is best assessed
with implementation monitoring tools. Practitioners
and policy makers are facing increased pressure to
demonstrate that public and private dollars entrusted
to them are well spent. When those scarce dollars
are devoted to effective preventive interventions,
the surest method of determining whether they are
spent wisely is through evaluations of program or
policy implementation and outcomes.

Monitoring tools should include checklists, pro-
cess data-gathering forms, and related procedures to
assess program delivery. Equipped with these tools,
those involved in implementations can determine
(1) whether the program was delivered as originally



18 Flay et al.

designed, (2) what changes in delivery are indicated
when sufficient time remains to effect changes,
(3) how the delivery agents, end-use consumers, and
other interested parties responded to the program or
policy, and (4) the outcomes obtained. Such data can
be fed back to implementers to maintain or improve
their implementation on a continual basis. Effective
programs and policies must provide detailed guide-
lines and actual data collection measures to aid in
these monitoring tasks.

Evaluation tools should include illustrative de-
signs, measurement schedules and protocols, analytic
strategies, and detailed guidelines. Notwithstanding
their own prior research on effective programs or
policies, developers cannot satisfy the need for evalu-
ation tools by merely offering up their own measures
and methodologies. Rather, they must make avail-
able to implementers expressly designed tools for use
in the applied field settings. These tools should con-
sider the real-world differences between academic
research and applied evaluation. What is more, any
evaluation tool should have been previously tested
and include templates and illustrative or sample end
products so implementers can bring the evaluation
to its full conclusion by properly reporting their
findings.

Replication Studies

• Desirable Standard: Organizations choosing
to adopt programs or policies that do not
necessarily meet all criteria should consider
undertaking a replication study. In particular,
organizations adopting programs, possibly
in partnership with the original developer
or others, should consider designing and
executing a study of the effects of the pro-
gram or policy in their own site. Replications
are particularly helpful when interventions
are implemented with new populations, in
novel settings, or by providers previously not
engaged in intervention delivery.

Programs or policies that require program
changes (including translation into another lan-
guage), or otherwise undergo significant adaptations
to their protocol or format, should also be targets of
replication studies. When programs or policies are
greatly changed to respond to emerging issues, it
might be appropriate to cycle back to the efficacy
or effectiveness stage because the intervention is no

longer the same as tested in prior efficacy and/or ef-
fectiveness trials. By examining the processes and
outcomes of program replications, such studies will
add to the body of knowledge on an intervention and
strengthen its empirical foundation.

Sustainability

• Desirable Standard: It is desirable to have a
clear statement of the factors that are expected
to assure the sustainability of the program or
policy once it is implemented. We expect this
issue to become the focus of future dissemina-
tion research efforts.

DISCUSSION

Prevention science has advanced greatly in a
short time. Not long ago, practitioners and policy
makers alike wondered whether preventive inter-
ventions could deliver positive, lasting outcomes.
More recently, the field has been concerned about
whether programs and policies developed and tested
in research settings could be implemented with pre-
dictable success in schools, social agencies, and com-
munities. Today, we have ample evidence that not
only do many preventive interventions work, but also
that they lend themselves to wide ranging application
in everyday settings. The field is now challenged by
questions about which interventions work, how well
those programs and policies work with different pop-
ulations and in various delivery settings, and the ex-
tent to which the quality of their research support
warrants their wide dissemination.

The search to answer these questions scientifi-
cally motivated the Society for Prevention Research
to develop the present Standards of Evidence for
prevention programs and policies. We intend the re-
sulting standards presented in this report to guide de-
cisions about causal effects of interventions delivered
under ideal and naturalistic conditions. This paper
is an expanded discussion of the Standards accepted
by the SPR Board in April 2004 (as such, the stan-
dards are stated here in the same form and with the
same numbering as in the document approved by the
Board). Although this paper was written by and for
researchers, we hope that policy makers and funders
will also find the report and its findings useful.

The Committee on Standards determined that
different but overlapping sets of standards were
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needed to establish that a preventive intervention has
been (1) tested and proven efficacious under opti-
mal conditions, (2) tested and proven effective un-
der real-world conditions, or (3) tested and proven
to be ready for dissemination. Given the state-of-the-
field in prevention program or policy development
and testing, we also found that it would be unreal-
istic to require some standards at this time. Conse-
quently, we also developed some desirable standards.
Because the setting of standards is a dynamic pro-
cess, standards that are desirable today may become
required at some time in the future. Indeed, some
users of the Standards may determine that the area
of prevention research they wish to summarize is al-
ready at a stage where some standards we list here
as desirable should be required. Alternatively, some
users of the Standards may decide that some stan-
dards identified by SPR as required cannot be met
in their particular area of prevention research. Ul-
timately, users must decide which of the standards
to apply to their particular area. However, the Stan-
dards Committee cautions against using only a sub-
set of the “required” standards or otherwise weaken-
ing the standards. Standards listed in this document
should provide the base upon which future standards
should build.

Under these Standards, a preventive interven-
tion can be considered efficacious when it has been
tested in at least two rigorous trials that involved:
(1) defined samples from defined populations;
(2) psychometrically sound measures and data collec-
tion procedures; (3) rigorous statistical approaches
appropriate to the research and sampling design;
(4) consistent positive effects (without serious iatro-
genic effects); and (5) significant findings maintained
through at least one long-term follow-up. More-
over, an effective intervention will not only meet all
standards for efficacious interventions, but will also:
(1) offer manuals, appropriate training, and technical
support available to allow third parties to adopt and
implement the interventions; (2) be evaluated under
real-world conditions in studies that included sound
measurement of the level of implementation and en-
gagement of the target audience in both the inter-
vention and control conditions; (3) demonstrate the
practical importance of intervention outcome effects;
and (4) specify the population to whom intervention
findings can be generalized. Finally, preventive inter-
ventions recognized as ready for broad dissemination
will not only meet all standards for efficacious and
effective interventions, but will also provide: (1) ev-
idence of the ability to “go to scale;” (2) clear cost

information; and (3) monitoring and evaluation tools
so that adopting agencies can monitor or evaluate
how well the intervention works within their settings.
The standards are listed in Table 1 and the numbers
of standards in broad categories are summarized in
Table 2.

To summarize, SPR’s Committee on Standards
developed

• a set of 21 required standards for determin-
ing that an intervention has been tested and
proven efficacious, with an additional 9 stan-
dards (for a total of 30) that are desirable;

• an additional 10 required standards (for a total
of 31 required standards) for determining that
an intervention is tested and effective, with an
additional 12 standards that are desirable (for
a total of 43); and

• an additional three required standards (for a
total of 34 required standards) for determining
that an intervention is of proven effectiveness
and ready for broad dissemination, with an ad-
ditional 13 desirable standards (for a possible
total of 47).

As these Standards meet the Society’s expec-
tations, they will advance the science of prevention
and will increase the use of effective preventive in-
terventions to improve the public health. For exam-
ple, by emphasizing replications, these guidelines will
ideally shape a new agenda of a too-long neglected
area of prevention research. We also need more
studies of effectiveness and dissemination that eval-
uate the outcomes of differential implementation.
Similarly, the development and validation of mea-
sures of program implementation and adaptation are
also critically important and much needed within our
field.

Administrators, communities and policy makers
can use these Standards to select prevention pro-
grams and policies to improve the public health.
The Standards facilitate the identification of effective
programs and policies that can meet local commu-
nity needs. In so doing, the Standards set the stage to
move programs and policies from demonstrations of
efficacy and effectiveness to widespread public use.

Notwithstanding their potential benefits for the
field, the present Standards could be misused to stul-
tify prevention science and practice (Rosenstock &
Lee, 2002). For example, the Standards could be
employed to dismiss programs as yet untested, to
remove funding or resources for developing new
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Table 1. Forty-Seven SPR Standards for Efficacy, Effectiveness and Dissemination

Standards Efficacy Effectiveness Dissemination

Specificity of the efficacy statement
1 EY 1. Statement of efficacy is of the form: Program X is efficacious for producing Y

outcomes for Z population X X X
EV 1. To claim effectiveness, studies must meet all conditions of efficacy trials plus

others X X
DI 1. To claim readiness for dissemination, must meet all criteria for effectiveness X

Program description and measures
2 EY 2.a. Described at a level that would allow others to implement/replicate it X X X
3 EV 2.a. Manuals and appropriate training and technical support readily available X X
4 EV 2.b. Intervention delivered under conditions expected in the real world X X
5 EV 2.c.i. Stated theory of causal mechanisms X X
6 EV 2.c.ii. Statement of “for whom?” and “under what conditions?” intervention is X X

effective
7 BDI 2. Evidence of ability to go to scale X
8 EY 2.b.i. The stated public health or behavioral outcome(s) of the intervention must be X X X

measured
9 EY 2.b.ii. There must be at least one long-term follow-up measure X X X

EY 2.c. Psychometrically sound measures
10 EY 2.c.i. Valid measures of the targeted behavior X X X
11 EY 2.c.ii. Internal consistency (alpha), test-retest reliability, and/or reliability across

raters X X X
12 EY 2.c.iii. At least one form of data collected by people independent of the intervention X X X

EV 2.d. Level of exposure measured in both treatment and control conditions
13 EV 2.d.i. Integrity and level of implementation/deliver of the intervention x X X
14 EV 2.d.ii. Engagement of the target audience and subgroups of interest x X X
15 ODC Measures of mediating variables (or immediate program effects) x x x
16 ODC Measures of potential side-effects x x x
17 ODC Multiple measures of constructs x x x
18 ODC Measures of moderating variables x x
Clarity of causal inference

EY 3. Research design allows for unambiguous causal statements
19 EY 3.a. Design has at least one comparison condition that does not receive the tested

intervention X X X
20 EY 3.b. Assignment to conditions maximizes confidence in causal statements X X X

EY 3.b.i. For most kinds of interventions, random assignment (of sufficient N without
sig pretest differences)

EY 3.b.ii. For some kinds of large-scale interventions, repeated time-series designs
without randomization

EY 3.b.iii. Well-conducted regression-discontinuity designs
(selection model is completely known)

EY 3.b.iv. Matched control designs with pretest equivalence and when assignment not
by self-selection

Generalizability of findings
21 EY 4.a. Report specifies what/who the sample is and how it was obtained X X X
22 EV 4.a. Real-world target population and the method for sampling it is explained X X
23 EV 4.b.i. Degree to which findings are generalizable is evaluated X X
24 ODC Reports of subgroup analyses x x x
25 ODC Experimental dosage studies/analyses x x
26 ODC Replication with different populations x x
27 ODC Replication with different program providers x x
Precision of outcomes

EY 5.a. Statistical analysis allows unambiguous causal statements
28 EY 5.a.i. Main effects analysis at the same level as the randomization and includes all

cases X X X
29 EY 5.a.ii. Tests of pretest differences and adjustments for them if necessary X X X
30 EY 5.a.iii. When multiple outcomes are analyzed, adjustments for multiple comparisons X X X
31 EY 5.a.iv. Analyses minimize possibility that effects are due to differential measurement

attrition X X X
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Table 1. Continued

Standards Efficacy Effectiveness Dissemination

32 ODC Report the extent and patterns of missing data x x x
Statistically significant effects
33 EY 5.b.i. Results reported for every measured outcome X X X
34 EY 5.b.ii. A consistent pattern of statistically significant positive effects X X X
35 EY 5.b.iii. No serious negative (iatrogenic) effects on important outcomes X X X
36 EY 5.c. Demonstrated practical public health impact X X X
37 EV 5.a. Evaluation reports some evidence of practical importance X X
38 BDI 3. Clear cost information readily available x x X
39 Report costs and cost-effectiveness analyses X X
40 EY 5.d. Significant effects for at least one long-term follow-up X X X
41 EY 5.e.i. At least 2 high-quality studies/replicates that meet all X Xa Xa

of the above criteria for efficacy
42 EY 5.e.ii. Preponderance of evidence consistent with that from the X X X

2 highest quality studies
43 EV 5.b. Consistent findings from at least 2 different high-quality effectiveness trials X X
44 ODC The more replications the better x x X
45 ODC Independent replications by organizations adopting programs x
46 BDI 4. Monitoring and evaluation tools available to providers X
47 ODC Statement of factors expected to assure program sustainability x

Note. Desirable standards are shown in italics and small italicized x’s. Numbering in first column is simply a running count. Numbers in
columns 2–4 are numbers used in the text. EY: Efiicacy; EV: Effectiveness; BDI: Broad dissemination; ODC: Other desirable criteria.
aA program may have results from effectiveness trials without separate efficacy trials.

interventions, or to halt programs on the develop-
mental course from efficacy to broad implementa-
tion. The field of prevention science has made vast
progress in developing and testing preventive inter-
ventions in the past decade. These efforts have al-
ready yielded a number of clearly efficacious pro-
grams. Using these Standards, the field will be able
to rapidly increase the number of clearly efficacious
studies and add several more that are also effective
and ready for broad dissemination.

Table 2. Numbera of Criteria by Major Category and Level

Efficacy Effectiveness Dissemination

Efficacy statement 1 1 1
Program description 1 5 6
Measures 5 (5) 7 (4) 7 (4)
Design 2 2 2
Generalizability 1 (1) 3 (4) 3 (4)
Unambiguous causality 4 (1) 4 (1) 4 (1)
Significance/practicality 4 5 5 (1)
Cost/cost-effectiveness 0 (1) 0 (2) 1 (1)
Long-term effects 1 1 1
Replication 2 (1) 3 (1) 3 (2)
Evaluation tools 0 0 1
Sustainability 0 0 0 (1)
Total required 21 31 34
Total desirable 9 12 13
Possible total 30 43 47

aFirst number indicates the number of required standards, paren-
thetical are the additional number of desirable standards.

The relative emphasis in this paper on efficacy
trials, effectiveness studies, and dissemination studies
reflects the state of the field. When funding agencies
and researchers give greater emphasis to conduct-
ing more effectiveness and dissemination trials, these
Standards will be strengthened in those areas. In the
meantime, we have offered some forward-looking
standards for effectiveness and dissemination, and
hope to revisit and refine them as the field matures.

Ultimately, these Standards should serve to in-
crease the quality of prevention research and, by ex-
tension, to improve prevention program/policy im-
plementation and outcomes and contribute to the
reduction of health disparities. This process can
occur, for example, as intervention adopters and re-
searchers form partnerships in the scientific enter-
prise and move toward better understanding of pro-
gram adoption, implementation and sustainability.
Of greatest and overarching importance, the present
Standards should lead to the adoption and delivery of
effective programs and policies that will reach their
intended end users. These are the children, youth,
and families who have much to gain from evidence-
based prevention efforts aimed at increasing their
health, psychological functioning, and social wellbe-
ing. To achieve these goals is the reason that the So-
ciety for Prevention Research was founded and to
which it is dedicated.
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